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Summary 

Social interactions pervade every aspect of our lives and, thus, understanding their underlying 

cognitive mechanisms and brain basis is a major aim for cognitive neuroscience. Historically, 

the dominant approach within the social neuroscience sub-field has been to identify discrete 

systems that are tuned for processing information of a social nature. Recently, there has been 

growing interest in whether understanding the role of more general cognitive mechanisms can 

open up new perspectives and research questions in social neuroscientific research. This thesis 

adopts one such generalist approach and seeks to evaluate whether studying social cognition 

from a general semantics perspective can provide clues about its neurocognitive bases. In this 

view, social cognition is underpinned by (i) a system that represents conceptual knowledge and 

(ii) a control system that enables the task-appropriate use of this knowledge. Accordingly, the 

current work investigates the contribution of these two systems to social information 

processing.  

Chapter 2 synthesises evidence in favour of the proposal that social semantic content, 

or socialness, makes unique contributions to conceptual representation, and highlights 

methodological issues, including the heterogeneity and inconsistency of the definitions used to 

quantify this construct. To address this limitation, Chapter 3 employs a novel and inclusive 

definition to collect the largest set of socialness ratings available to date, encompassing norms 

for over 8,000 individual concepts. Using these norms, the relationship between socialness and 

(i) other established semantic dimensions and (ii) behavioural indices of lexical-semantic 

processing are assessed. The results support the proposal that socialness is a distinct and 

behaviourally-relevant aspect of conceptual representation.  

Chapter 4 reports a set of meta-analyses of functional neuroimaging data spanning 499 

experiments and over 12,000 participants. It directly tests the prediction that social and 

semantic cognition rely on shared neural correlates, focusing on the semantic control network. 

The results show that a diverse range of social tasks, probing either mental state inference, trait 

inference, empathy or moral reasoning, reliably recruit brain regions that are sensitive to 

increased semantic control demands, and particularly the left inferior frontal gyrus. These 

findings are consistent with the proposal that social cognition is regulated, at least in part, by 

mechanisms for the controlled retrieval and selection of task-appropriate conceptual 

knowledge.  

Chapter 5 explores the functional organisation of the left inferior frontal gyrus by means 

of a large-scale bimodal and data-driven analysis of its functional connectivity patterns. The 
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results are indicative of gradual variation in function across two principal spatial dimensions, 

and suggest that this region makes dissociable contributions to both social and non-social tasks, 

by virtue of differential affiliations with distinct large-scale functional networks. Our findings 

further suggest that the left inferior frontal gyrus acts as an interface between domain-general 

control and semantic systems, and this might make it ideally suited for implementing control 

processes on conceptual representations.  

In summary, this body of work provides novel insights into the neurocognitive basis of 

social cognition, demonstrating the utility of studying social information processing through a 

general semantics lens.  
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This thesis has been prepared in alternative format meaning that Chapters 3-5 are written in the 

style of academic journal articles. Each of these Chapters is self-contained and includes a 

review of literature relevant to the work conducted, a description of the methods and results, 

and a discussion of the implications of the findings. The introductory Chapters 1-2 provide the 

broader theoretical context behind all the work in the thesis and identify the key research 

questions and objectives. Chapter 6 provides a general discussion that brings together and 

synthesizes the implications of this body of work as a whole.  

 



CHAPTER 1: GENERAL INTRODUCTION 

CHAPTER 1 

 

General Introduction 

 

Perhaps the most ambitious quest the human mind has ever embarked on is understanding 

itself. To this end, the field of cognitive neuroscience investigates how the brain gives rise to 

thoughts and behaviours using experimental procedures from cognitive psychology in tandem 

with neuroimaging and neurostimulation techniques. In the past three decades, this approach 

has generated an explosion in neurobiological models of cognition, casting new light on 

sensory processing, as well as complex cognitive functions, like attention, memory and 

executive functioning (Gazzaniga, 2014; Poeppel et al., 2020). Brain function has traditionally 

been studied in isolation and by conceptualising the individual as a processor of information 

(Rescorla, 2015). However, a central aspect of life is that we do not exist in isolation; social 

interactions pervade every aspect of our existence. Consequently, the ability to comprehend 

and respond appropriately to the thoughts and actions of others is essential to thrive in society. 

This is evidenced by the profound detrimental effects that social isolation and social deficits 

caused by brain damage have on everyday functioning and quality of life (Holt-Lunstad et al., 

2015; McDonald, 2013; Rosema et al., 2012). Therefore, understanding the neurocognitive 

mechanisms underpinning social interactions constitutes a major research challenge, which has 

led to the development of a somewhat distinct social neuroscientific field.  

The dominant approach within social neuroscience has so far been to delineate systems 

that are tailored towards processing information of a social nature, the so-called ‘domain-

specific’ approach (Ramsey & Ward, 2020).  This has been borne out of an argument that the 

increasing complexity of social life has driven an expansion of the brain throughout primate 

evolution (Brothers, 1990; Dunbar, 1998). This ‘social brain’ hypothesis has led to a field-

defining assumption that there are brain regions uniquely recruited by social cognitive 

processes. It is true that there is now mounting evidence to support the existence of cortical 

regions that respond preferentially to socially-relevant stimuli, such as faces (Kanwisher & 

Yovel, 2006), bodies (Peelen & Downing, 2007), biological motion (Grossman et al., 2000) 

and visual scenes depicting interactions between social agents (Isik et al., 2017). However, 

whether this purported specialization can be observed at the level of higher-order socio-

cognitive functions, such as mental state inference and social regulation, is still debated (e.g., 

Binney & Ramsey, 2020; Ramsey & Ward, 2020; Spunt & Adolphs, 2017). As such, the 
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cognitive structure of social cognition is still underspecified (e.g., Alcalá-López et al., 2019; 

Happé et al., 2017) and a neurocognitive model that provides a unifying account of multiple 

social phenomena in the context of both health and disease is yet to be developed.  

Recently, some researchers have argued that greater consideration needs to be given to 

the role of more generalizable neurocognitive systems in social cognition (Amodio, 2019; 

Binney & Ramsey, 2020; Heyes, 2014; Kilner, 2011; Michael & D’Ausilio, 2015; Ramsey, 

2018; Ramsey & Ward, 2020; Spreng, 2013; Zaki, 2013). By definition, domain-general 

systems, such as those underpinning executive control, operate to some degree across all 

stimuli and tasks (Barrett, 2012), so their contribution should extend to contexts of a social 

nature1. Accordingly, this thesis investigates social cognition through a domain-general lens. 

In the following sections of this chapter, I aim to motivate this approach by synthesising 

relevant literature. First, I intend to demonstrate that researchers expect too much explanatory 

power from domain-specific systems alone by referencing findings from the mirror neuron and 

theory of mind literatures. Then, I outline the value of studying social cognition from a domain-

general perspective. I argue that domain-general approaches have great potential to 1) lead to 

a more comprehensive understanding of social cognition and its relationship to generalizable 

mechanisms, 2) provide a unifying framework that can account for multiple forms of social 

cognition, and 3) act as a roadmap for future social neuroscientific research. To this end, I place 

social cognition within a semantic framework that treats social information processing as one 

example of how meaning is extracted from our everyday sensory experiences. Then, I provide 

an overview of an established model of semantic cognition, the controlled semantic cognition 

framework (Lambon Ralph et al., 2017), which is supported by a wealth of converging 

multimodal evidence that can be leveraged to generate new avenues for research into social 

cognition. In the last section of this chapter, I identify a set of outstanding questions about the 

role of conceptual knowledge and cognitive control in social cognition that will be addressed 

in the subsequent empirical chapters.  

 
1 There are various definitions of domain-specificity and domain-generality (for related discussions, 

see Barrett, 2012; Spunt & Adolphs, 2017). In this thesis, I generally use the term domain-general to 

refer to cognitive/brain mechanisms that operate on both social and non-social stimuli and tasks. In 

contrast, the term domain-specific is used to refer to cognitive/brain mechanisms specialized for 

processing social stimuli and tasks. However, domain-generality does not imply there is no form of 

functional specialization. For example, domain-general systems can be specialized for executive control 

and semantic operations. Relatedly domain-specificity is distinguishable from modality-specificity, 

which refers to specialization for processing inputs associated with a specific sensory modality (e.g., 

vision, audition, touch), regardless of their social or non-social nature.  
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1. Domain-specific systems alone have limited explanatory power 

To date, an implicit assumption in many social frameworks is that the underlying 

neurocognitive systems differ between social and non-social contexts. As such, social 

neuroscientific studies tend to focus on the differences between social and non-social tasks and 

stimuli, while their similarities are relatively neglected. Consequently, the potential 

contribution of domain-general systems that operate across contexts is downplayed, and too 

much explanatory power is expected from the operation of domain-specific systems alone 

(Ramsey & Ward, 2020). The following sub-sections provide two examples of how the over-

reliance on domain-specific explanations can manifest. 

1.1. The mirror neuron mechanism 

The mirror neuron mechanism is a prime example of how researchers’ expectations for what 

domain-specific systems alone can explain are sometimes over-optimistic. ‘Mirror neurons’ 

refer to neurons that fire during both the execution and observation of an action. This type of 

neuron was first discovered using single-unit recordings in the premotor cortex of the macaque 

brain (di Pellegrino et al., 1992; Gallese et al., 1996) and later observed in humans (Mukamel 

et al., 2010). The mirror neuron network, defined using non-invasive functional neuroimaging 

as brain areas that increase their BOLD response during both action execution and observation, 

includes the premotor cortex, inferior frontal gyrus (IFG), and inferior parietal lobule (Figure 

1A; Molenberghs et al., 2012). Although these regions display mirroring properties (Bonini et 

al., 2022; Chong et al., 2008; Kilner et al., 2009), this pattern of BOLD responses is not 

necessarily caused by mirror neuron activity, so these regions are sometimes called the ‘action 

observation network’.  

Given that mirror neurons provide a brain mechanism for linking ‘my action’ and ‘your 

action’, there was an expectation that their discovery would represent a “revolution” in the 

study of social behaviour (Iacoboni, 2008). Researchers postulated that mirror neurons 

represent a fundamental mechanism that allows us to understand other’s experiences through 

our own and, thus, underpins numerous social abilities, including action imitation and 

understanding, mental state inference, and empathy (Gallese et al., 2004; Iacoboni & Dapretto, 

2006). These hypotheses led to a drastic increase in scientific interest, reaching its peak in 2013 

when over 300 articles were published on the topic of mirror neurons (Heyes & Catmur, 2022).   
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Despite the initial hype, empirical findings have not provided support for most of these 

proposals. Neuroimaging, neurostimulation and patient studies have converged on a role for 

the mirror neuron network in the ability to copy others’ bodily movements, as well as low-level 

action understanding, such as action discrimination and recognition, but not higher-order social 

cognitive processes like inferring the goals or intentions behind others’ actions (for reviews, 

see Heyes & Catmur, 2022; Thompson et al., 2019). For example, using multivoxel pattern 

analyses of functional magnetic resonance imaging (fMRI) data, Wurm and Lingnau (2015) 

showed that activation patterns in the premotor cortex discriminate between videos depicting 

either opening and closing of a specific object exemplar, but cannot distinguish between 

opening and closing of different exemplars or object types. This finding suggests that a key 

node of the mirror neuron network codes only concrete non-generalizable features of actions 

and not the abstract goal of the action (e.g., to open). Therefore, empirical evidence suggests 

that the domain-specific mirror neuron mechanism explains only one piece of the puzzle.  

This example illustrates that researchers have high hopes for the explanatory power of 

domain-specific mechanisms alone. Nonetheless, the importance of developing and 

empirically testing research frameworks that have the potential to explain a broader range of 

phenomena, regardless of how limited it turns out to be, should not be underappreciated. Now 

that we know mirror neurons cannot fully account for complex social abilities, we can search 

for answers somewhere else. The question that becomes relevant is: where should we look for 

answers? In the next sub-section, I reference the literature on mental state inference to argue 

that domain-specific frameworks might not be an effective starting point.  

1.2. The theory of mind module 

The ability to attribute mental states (e.g., beliefs, desires, intentions) to others, or theory of 

mind (ToM), has been considered a cornerstone of social interaction that enables us to predict 

and understand the actions of others (Baron-Cohen et al., 1985; Premack & Woodruff, 1978). 

Thus, the purported mechanism(s) underpinning ToM ability are the hallmark of most 

neurocognitive accounts of social cognition (e.g., Adolphs, 2009; Frith, 2007; Happé et al., 

2017; Lieberman, 2007).  Myriad functional neuroimaging studies have found that, compared 

to (non-social) inferences about the physical world, inferences about mental states are 

associated with elevated BOLD responses in a distributed set of brain regions (Figure 1B), 

including the medial prefrontal cortex, posterior cingulate cortex/precuneus, lateral temporal 

cortices and the ‘temporo-parietal junction’ (TPJ) (Molenberghs et al., 2016). There is 

considerable similarity between the neural correlates of ToM, and those involved in social 
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cognition more generally (Figure 1) as these same regions seem to also be sensitive to 

experimental conditions requiring understanding other’s actions (Libero et al., 2014; Spunt et 

al., 2010), sharing other’s emotional states (empathy) (Bzdok et al., 2012; Powell et al., 2017; 

Schulte-Rüther et al., 2007), moral decision-making (Bzdok et al., 2012; Young et al., 2011; 

Young & Saxe, 2009) and playing strategic games against an opponent (Hampton et al., 2008; 

Powell et al., 2017; Rilling et al., 2004). All these abilities are thought to rely, to some extent, 

on inferences about others’ affect and/or intentions, indicative of a central role for ToM in 

social cognition. For example, the network recruited by ToM is thought to support aspects of 

our ability to understand others’ actions that cannot be explained by mirror neuron activity; 

specifically, while the mirror neuron network represents concrete features of actions, the 

network recruited by ToM represents the motives behind the actions (Spunt & Lieberman, 

2012; Thioux et al., 2008). Therefore, it has been argued that mirror neuron and mentalizing 

mechanisms have complementary roles in social cognition (Alcalá-López et al., 2019; de Lange 

et al., 2008; Spunt & Lieberman, 2012; Van Overwalle & Baetens, 2009).  

Popular accounts postulate that ToM is underpinned by a singular domain-specific 

mechanism, such as the meta-representation of mental states in the form of propositional 

attitudes (e.g., “Sally believes that the ball is hidden inside the box”; Leslie, 1994; Leslie et al., 

2004), and the decoupling of others’ beliefs from knowledge about reality (Saxe & Kanwisher, 

2003; Wimmer & Perner, 1983). Evidence in support of this domain-specific view comes from 

fMRI studies showing selective activation of the right TPJ when participants are asked to 

reason about other’s false beliefs about the state of reality, but not when reasoning about 

temporal changes in the state of the physical world (e.g., false photograph) or inaccurate 

representations of affairs in the physical world (e.g., false map/sign) (e.g., Perner & Leekam, 

2008; Saxe & Kanwisher, 2003). Such findings have been interpreted as evidence that the right 

TPJ is a cortical module specialized for ToM (Saxe & Kanwisher, 2004).  

However, this interpretation is not straightforward because the TPJ is a vague term that 

refers to a functionally and structurally heterogeneous patch of cortex (Mars et al., 2012). The 

label ‘TPJ’ refers to a brain area that does not map clearly to anatomical structures and has 

been used inconsistently to refer to parts of the posterior superior/middle temporal gyrus, 

angular gyrus and/or supramarginal gyrus, making it difficult for researchers to compare 

findings across studies and agree on where purported function is localised (Schurz et al., 2017). 

Moreover, numerous fMRI studies have implicated the right TPJ in a variety of cognitive 

abilities that do not require mental state inference, including the perception of biological 

motion, attention reorienting, autobiographical memory, and navigation (Decety & Lamm, 
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2007; Lee & McCarthy, 2016). Further, disruption of TPJ activity by means of inhibitory 

transcranial magnetic stimulation (TMS) affects not only ToM (Filmer et al., 2019; Young et 

al., 2010), but also attention in non-social contexts (Chang et al., 2013; Krall et al., 2016; Lega 

et al., 2020; Ortiz-Tudela et al., 2018). On this basis, it has been suggested that the TPJ has a 

domain-general role in attention (Cabeza et al., 2012; Mitchell, 2008), or contextual updating 

(Geng & Vossel, 2013), and also that it represents a nexus between distinct domain-general 

cognitive systems (Carter & Huettel, 2013; Decety & Lamm, 2007). While some individual 

fMRI studies have found that ToM and attention tasks are associated with activation in distinct 

portions of the right TPJ (Gobbini et al., 2007; Scholz et al., 2009), others reported overlapping 

activation and successful cross-task classification based on activation patterns, indicative of a 

domain-general role (Lee & McCarthy, 2016; Mitchell, 2008). It seems that, despite a decade 

long debate, no consensus has been reached regarding the nature (i.e., domain-specific or 

domain-general) of the role played by TPJ in ToM.  

The case of ToM illustrates how the search for domain-specific explanations of social 

cognition has, in over 20 years, failed to generate a definitive understanding of the 

neurocognitive systems underpinning it. Currently, there are multiple possibilities; for 

example: (i) ToM might rely on a singular specialized mechanism implemented in the right 

TPJ (e.g., Saxe & Kanwisher, 2003); (ii) ToM could be underpinned by a domain-general 

function implemented in the right TPJ (e.g., Mitchell, 2008), or (iii) ToM could arise from the 

interaction of domain-specific and domain-general mechanisms supported by distinct regions 

within the right TPJ (e.g., Igelström et al., 2016).  

Going beyond the contribution of the right TPJ, ToM ability likely results from the 

interaction of multiple cognitive processes implemented in distinct brain regions/networks, not 

all of which need to be domain-specific (Gerrans & Stone, 2008; Heyes, 2014; Schaafsma et 

al., 2015; Schuwerk et al., 2017). This view is supported by individual fMRI studies and meta-

analyses that compared ToM tasks differing in terms of paradigm (e.g., false belief stories vs. 

social animations), stimuli (e.g., verbal vs. non-verbal) and/or instructions (e.g., explicit vs 

implicit). These studies demonstrated that different task types recruit different brain regions in 

addition to a core set of cortical areas that includes the right TPJ (Balgova et al., 2022; Gobbini 

et al., 2007; Molenberghs et al., 2016; Schurz et al., 2014; Spunt & Adolphs, 2014). These 

findings are in line with the view that ToM ability is underpinned by a set of dissociable 

underlying processes that are drawn upon differentially depending on task characteristics 

(Schurz et al., 2020). However, it is currently unclear what these contributing cognitive 

processes are, how they interact in the service of ToM, and under what circumstances their 
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contributions are required. In the next section, I argue that generalized frameworks adopted 

from other established research programmes can provide useful clues.   

 

Figure 1. Illustrates brain activation commonly found in response to social cognitive tasks. The 

maps were generated using Neurosynth automated meta-analysis of functional 

neuroimaging studies featuring the terms: A) ‘action observation’ and ‘motor 

performance’ to identify the set of brain regions with mirroring properties (see Section 

1.1); B) ‘mentalizing’ and C) ‘social cognition’. The right temporo-parietal junction is 

highlighted - this region has been proposed to act as a functional module for theory of 

mind and has thus received an elevated status in the social neuroscientific literature. 

Comparisons between these maps show that (i) the mirror neuron and theory of mind 

networks are dissociable and (ii) the neural correlates of theory of mind are highly 

similar to those associated with social cognition more generally. 
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2. Social cognition through a domain-general lens 

The domain-general approach favours a focus on the similarities, rather than the differences, 

between information processing in what are typically considered social and non-social 

situations (Amodio, 2019; Binney & Ramsey, 2020; Ramsey & Ward, 2020; Zaki, 2013). A 

direct implication of such generalist positions is that social and non-social cognition should be 

underpinned by largely similar neurocognitive systems, and this prediction can be tested 

empirically. It is important to note that a contribution of domain-general systems would by no 

means take away from the importance of a sense of ‘socialness’ or the ‘specialness’ of our 

everyday social experiences. Social cognition is at the heart of some of the most rewarding 

experiences, including social bonding, cooperative endeavours, and human civilization. This 

is undoubtedly special. Rather, generalist perspectives might provide a fresh starting point for 

investigations into social cognition that can help disentangle its factor structure, and bring to 

light the true uniqueness of it. In the following sub-sections, I expand on some of the reasons 

why studying social cognition through a domain-general lens holds the potential to drive 

considerable theoretical and empirical progress.  

2.1. Completing an incomplete picture 

A complete account of social cognition can only be developed if the relationship between 

domain-specific and domain-general systems is more firmly established. Even if it becomes 

clear that social cognition relies partly on specialized mechanisms, such as seems to be the case 

for person perception (Downing et al., 2006) and action understanding (Thompson et al., 2019), 

a comprehensive model must explain how these interact with general-purpose systems to create 

a coherent mental representation of the physical world. Indeed, our social interactions are 

embedded within rich contexts that encompass social, as well as non-social signals, such as 

inanimate objects, spatial scenes, internal states and motivations that nonetheless affect social 

behaviour. There is certainly something coherent in the way we experience the co-occurrence 

of social and non-social cues, indicative of integration between potentially distinct processing 

streams (Zaki, 2013).  

For instance, regardless of whether the right TPJ implements a specialized ToM 

mechanism, it is clear that its contribution alone is not enough for successful ToM performance. 

This is supported by neuropsychological investigations showing that intact TPJ in the presence 

of damage to frontal structures causes impaired ToM ability, and that the nature of the 

impairment differs depending on lesion location (Rowe et al., 2001; Samson et al., 2005, 2015; 
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Stone et al., 1998; Stuss et al., 2001). Yet, popular neurobiological models of social cognition 

mention the domain-general contribution of lateral prefrontal cortices only in passing. For 

example, Adolphs (2010) pinpoints social regulation as a key component of social cognition 

that is likely underpinned by domain-general processes. Although possible types of regulatory 

functions are listed, including cognitive control, emotion regulation, monitoring/error 

correction, self-reflection and deception, no potential underlying brain mechanisms are 

specified and most of the surrounding discussion focuses on the regulation of emotional 

behaviours. Similarly, Frith and Frith (2012) ascribe an important role of a supervisory 

mechanism in social cognition, which underpins top-down biasing of competition between 

low-level processing streams and is implemented in the dorsolateral prefrontal cortex and the 

anterior cingulate cortex. However, the level of description provided is not conducive to 

testable predictions that can advance research and theory. This is unfortunate, because the 

cognitive architecture and brain bases of social cognition cannot be elucidated unless the nature 

of domain-general contributions is understood. 

2.2. Providing a unifying framework 

Given that domain-general systems operate across contexts, generalist frameworks can 

facilitate the development of unifying models that can explain a diverse range of social (and 

non-social) phenomena. This is important because social cognition is a very broad construct, 

referring to all mental processes that underpin our ability to interact with conspecifics. This 

broad construct has been operationalised by breaking it down into a multitude of social abilities 

and behaviours that have been studied largely in parallel. Particular attention has so far been 

paid to action understanding and imitation, person and emotion recognition, mental state and 

trait attribution, empathy, and social decision-making. However, the relationships between 

these constructs, and the degree to which they rely on common or separable processes, is not 

clear (e.g., Happé et al., 2017).  

The difficulty in delineating the neurocognitive mechanisms underpinning social 

cognition is partly related to the heterogeneity and inconsistency in the terminology and 

measures used (Alcalá-López et al., 2019; Cuff et al., 2016; Quesque & Rossetti, 2020). Several 

terms are often used to describe one construct. For example, the ability to infer other people’s 

mental states has been referred to as theory of mind, mentalizing, mindreading, cognitive 

empathy, and perspective-taking. Moreover, a single term can have multiple meanings. For 

example, Cuff et al. (2016) identified 43 discrete definitions of empathy and Thompson et al. 
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(2019) identified three popular conceptualizations of action understanding, which led to 

different conclusions about its neural correlates.  

Similar issues affect the cognitive measures employed by researchers. For example, the 

popular reading the mind in the eyes task, which requires inferring other’s mental states from 

pictures of their eyes, was designed as a measure of ToM (Baron-Cohen et al., 2001). However, 

the same task has also been used to quantify empathy (e.g., Chapman et al., 2006), and emotion 

recognition ability (e.g., Maurage et al., 2011). Moreover, numerous measures of theory of 

mind exist and are frequently used (for reviews, see Achim et al., 2013; Quesque & Rossetti, 

2020; Schurz et al., 2020), but researchers disagree with regard to their construct validity 

(Kittel et al., 2022; Olderbak et al., 2019; Quesque & Rossetti, 2020). These issues illustrate 

how social cognition has been operationalised in various ways in the absence of clear 

distinctions between different constructs, potentially hampering theoretical and empirical 

advances. 

Instead of encouraging the proliferation of specific social contexts worthy of studying, 

it might be useful to re-conceptualize social cognition by identifying the similarities between 

distinct social phenomena. For example, Adolphs (2010) proposed that various forms of social 

cognition can be reduced to three principal stages of information processing: social perception, 

social cognition and social regulation (Figure 2A). Social perception involves the sensory 

transduction and perceptual processing of social signals, such as faces, bodies, and affective 

touch. Social cognition encompasses mental processes that allow us to go beyond the sensory 

input, and make inferences about unobservable aspects of the perceived social stimuli, 

“make[ing] us see the world imbued with social meaning” (Adolphs, 2010). Social regulation 

has a supervisory role, enabling the control of thoughts and behaviours in order to navigate 

complex, conflicting and/or ambiguous social signals. In this view, a central aspect of social 

cognition is ascribed to interferential processing about abstract, unobservable concepts, such 

as mental states and personality traits. Although the distinction between perceptual, cognitive 

and regulatory cognition over-simplifies the complex interactions between different levels of 

information processing, Adolph’s (2010) conceptualization highlights a striking similarity 

between social and semantic cognition. Semantic cognition also refers to the set of cognitive 

mechanisms that underpin inferences about the unobservable features of sensory inputs and, 

thus, enables the attribution of meaning to our everyday sensory experiences. From this 

semantic perspective, the same neurocognitive mechanisms come into play whether we infer 

that someone is currently tired (ToM) or generally trustworthy (trait attribution), and when we 

infer that a potted plant needs watering. Therefore, treating social cognition as one way in 
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which meaning is derived from environmental cues provides an integrative semantic 

framework that can be equally applied to understanding various forms of social cognition. This 

example shows how a generalist framework can offer a fresh perspective into the cognitive and 

brain bases of social cognition by virtue of highlighting conceptual similarities between 

cognitive domains that have been studied largely in parallel.  

The starting point provided by generalist positions contrasts with the commonly 

adopted domain-specific approach, which assumes that there is something novel that requires 

additional explanation. Therefore, domain-general frameworks might provide explanations 

that rely less on computations dedicated to navigating specific social contexts. Of course, such 

models might be too simplistic and unable to account for the wide range of forms social 

information processing can take, in which case they can be falsified. Nonetheless, they can 

help establish in which circumstances our understanding of social cognition can no longer be 

explained by domain-general mechanisms and additional domain-specific processes are 

needed. Relatedly, this approach avoids the risk of working to answer questions surrounding 

social information processing that have already been solved, at least to some extent, in the 

domain-general literature.  
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Figure 2. A. Schematic of the main stages of social information processing proposed by 

Adolphs (2010). B. Schematic illustration of the Controlled Semantic Cognition 

Framework proposed by Lambon Ralph et al. (2017). Colour coding is used to highlight 

the correspondence between the two accounts. The putative hub-and-spoke architecture 

of semantic representation highlights the contribution of both modality-specific cortices 

distributed throughout the cortex, and of a transmodal semantic hub located in the 

ventrolateral anterior temporal lobe. The control system is thought to comprise both 

task-general and semantic components. IFG = inferior frontal gyrus; IFS = inferior 

frontal sulcus; IFJ = inferior frontal junction; MFG = middle frontal gyrus; IPS = 

intraparietal sulcus; pMTG = posterior middle temporal gyrus; ATL = anterior temporal 

lobe.   
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2.3. Providing a ‘roadmap’ for future research  

Our knowledge about domain-general systems reflects well-established lines of research that 

can be effectively leveraged to understand information processing in a social context. For 

example, our current understanding of semantic cognition is based on a wealth of convergent 

computational and empirical evidence from neuropsychological, neuromodulation and 

neuroimaging studies synthesised from across the memory, language and executive function 

literatures (Jefferies, 2013; Lambon Ralph et al., 2017). This results in a theoretical framework 

for modelling social cognition that is robust and has firm empirical foundations, and provides 

novel and falsifiable predictions (Binney & Ramsey, 2020). Specifically, it proposes that 

common neuro-cognitive resources are deployed for meaning extraction across social and non-

social settings (Binney & Ramsey, 2020). As will be discussed in detail below, a main 

prediction is that social cognition relies on the interaction between a representational system 

that stores conceptual knowledge and a semantic control system that enables the context-

appropriate use of such knowledge, both of which are domain-general. This can be falsified by 

showing, for example, no or limited overlap between the brain areas that respond to social and 

non-social semantic tasks. In addition to pointing towards the contribution of a specific set of 

brain regions and associated functions, the social semantic framework provides clinically-

relevant predictions regarding the nature of social impairments caused by damage to these brain 

regions.  

Needless to say, the semantic perspective is not the only generalist framework that can 

be useful for understanding social information processing. For instance, others have recently 

highlighted the value of studying social phenomena from the perspective of memory systems 

(Amodio, 2019), domain-general priority maps (Ramsey & Ward, 2020) and perceptual 

integration (Zaki, 2013). The rationale for adopting a semantic perspective in this thesis is 

further motivated in Section 3.3.  

2.4. Interim summary 

In sum, applying a domain-general lens to the study of social cognition has a number of 

strengths: 1) it might allow the generation of a more comprehensive understanding of social 

information processing by establishing firmer links between social and non-social 

mechanisms; 2) it might facilitate the development of unifying, generalizable models that can 

account for multiple forms of social (and non-social) cognition; and 3) it provides a roadmap 

for social neuroscience research by capitalizing on a wealth of knowledge from established 
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research programmes to generate falsifiable and clinically-relevant predictions. Given these 

advantages, this thesis adopts a generalizable framework by treating social cognition as one of 

the many ways in which we gather meaning form the perceptual world, and addresses 

outstanding questions arising from this perspective. In doing so, this thesis aims to test whether 

this semantic approach can expand our understanding of the cognitive and brain bases of social 

cognition. To this end, insights from one of the most influential accounts of semantic cognition, 

the Controlled Semantic Cognition (CSC) Framework (Lambon Ralph et al., 2017), will be 

leveraged. The following section provides an overview of CSC and further motivates the choice 

of testing whether novel insights into social cognition can be gleaned by adopting a semantic 

perspective.  

3. The controlled semantic cognition framework 

3.1. Computational principles 

According to the CSC framework, the extraction of meaning from the environment relies on 

the interaction of two computationally-distinct sub-systems: semantic representation and 

control (Figure 2B; Jefferies, 2013; Lambon Ralph et al., 2017). The semantic representation 

system supports the formation and storage of meaning or conceptual knowledge, which is 

acquired through multimodal experience and is deployed to make sense of sensory input. The 

representation system has a hub-and-spoke cognitive architecture: ‘spokes’ process modality-

specific information and a central supramodal ‘hub’ integrates this information into coherent, 

generalizable concepts (for a computational instantiation, see Rogers et al., 2004).  

In contrast to amodal theories of conceptual representation, which argue that concepts 

are symbolic and processed independently of the sensorimotor system, the CSC adopts the 

view from embodied theories (for a review, see Meteyard et al., 2012) that modality-specific 

features, such as visual, auditory and affective information, are the key ingredients for 

constructing concepts. Moreover, the ‘spokes’ represent the entry and exist points of the 

system, supporting the translation from sensation to meaning (for comprehension) and from 

meaning to motor systems in order to generate meaningful verbal (e.g., speech) and non-verbal 

behaviours (e.g., use of familiar objects). This view anticipates that the activation of a ‘spoke’ 

representation (e.g., the sight of a cup) is able to cue its stored meaning (e.g., object commonly 

used to drink liquids).  

A key tenet of CSC is that interactions between the ‘spokes’ are mediated by a semantic 

‘hub’. Computationally, the existence of an intermediary hub solves the challenges associated 

with the formation of coherent abstract representations (Jackson et al., 2021b; Lambon Ralph 
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et al., 2007; Rogers et al., 2004). These challenges include the fact that i) the features relevant 

to a given concept do not always co-occur; instead, they are experienced at different time points 

and across modalities and contexts (e.g., birds can fly and lay eggs, but not at the same time 

(Jackson et al., 2021b), and ii) the relationship between conceptual structure and modality-

specific features is complex and non-linear (e.g., dalmatians and pugs look different, but they 

belong to the same conceptual category of ‘dogs’) (Lambon Ralph et al., 2010). Therefore, 

simple summation of modality-specific information is not sufficient, and the intermediary hub 

is crucial for coding the higher-order modality-invariant structure of conceptual knowledge 

(Figure 3A). This deeper level of conceptual representation can explain the ability to recognize 

exemplars of the same concept despite differences in their perceptual features (e.g., different 

breeds of dogs) and to distinguish between exemplars that share perceptual properties but 

belong to distinct conceptual categories (e.g., tree leaf vs leaf insect).  

The second semantic system implements control processes required for retrieving 

conceptual knowledge that is relevant to current situational demands (for computational 

models, see Hoffman et al., 2018; Jackson et al., 2021b). Cognitive control processes are 

necessary because we store more conceptual knowledge about the world than we need in any 

given situation, and retrieving it all would be inefficient and might interfere with our goals. For 

example, a pianist does not require to retrieve their expert knowledge about how to play the 

piano if their only task is to move the instrument across the stage (Saffran, 2000). Therefore, 

semantic control is crucial for the flexible, context- and task- appropriate use of conceptual 

knowledge. The control system is thought to include task-general control processes, like 

working memory and inhibitory control, as well as more specialized forms of control that 

operate only in semantic contexts (Figure 3B), such as when selecting among competing 

semantic representations (e.g., ‘bank’ as in river bank or financial bank) or retrieving weak or 

noncanonical conceptual associations (e.g., the association between salt-grain, compared to 

salt-pepper; see Chapter 4 for a more extensive discussion of semantic control mechanisms). 
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Figure 3. Example cognitive abilities thought to depend on the semantic hub and semantic 

control mechanisms. A. The semantic hub is considered crucial for coding the higher-

order modality-invariant semantic structure. This deeper level of semantic 

representation explains the ability to (i) distinguish between perceptually similar items 

that belong to distinct taxonomic categories – e.g., a leaf and a brimstone butterfly 

whose green wings with strong veining closely resemble leaves; and (ii) recognize 

conceptual exemplars as belonging to the same taxonomic group even when they share 

few sensory features – e.g., dahlia flower and tree leaf. B. Semantic control mechanisms 

are considered crucial for (i) retrieving weak associations – e.g., salt-grain vs salt-

pepper, and (ii) selecting among competing alternatives – e.g., select slice as the 

synonym for piece when the alternative option is also strongly-associated (cake as in 

the expression piece of cake) compared to when the alternative is weakly-associated 

(chair). The correct answers in the examples provided are underlined.  
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3.2. Neural bases 

3.2.1. The ‘spokes’ 

Modality-specific conceptual features are represented in the same unimodal cortices recruited 

during actual perception and action – the ‘spokes’ (Figure 2B). A wealth of fMRI studies have 

found that conceptual retrieval activates modality-specific sensorimotor cortices (Kiefer & 

Pulvermüller, 2012; Kuhnke et al., 2022). Moreover, the CSC acknowledges that association 

cortices that process multimodal information, such as affective, language, spatial/location and 

action systems, can also act as ‘spokes’. Importantly, not all ‘spokes’ contribute equally to all 

concepts and tasks; rather, the ‘spokes’ are recruited dynamically depending on the task and 

type of concept (Chiou et al., 2018; Kuhnke et al., 2020; Pobric et al., 2010b). For example, 

some concepts are more strongly associated with one modality than another - you can hear the 

wind, but you cannot see it, so the representation of wind would rely more on the auditory 

‘spoke’. Other concepts, like liberty and infinite, lack sensorimotor features, so they might rely 

more on emotion and language ‘spokes’ (Borghi et al., 2019; Kousta et al., 2011).   

3.2.2. The ‘hub’ 

The semantic hub is thought to be underpinned by the bilateral ventrolateral anterior temporal 

lobes (Figure 2B). This is partly based on evidence from neuropsychological investigations of 

semantic dementia (SD), a neurodegenerative disorder characterized by atrophy and 

hypometabolism of the bilateral anterior temporal lobe, which leads to severe semantic 

impairments despite otherwise relatively preserved cognitive abilities, like visuospatial 

processing, problem-solving and memory for recent events (Hodges & Patterson, 2007a; 

Patterson et al., 2007). The semantic impairments affect virtually all conceptual categories 

(e.g., living and artefacts), input modalities (e.g., written and spoken language, pictures, 

sounds), and output modalities (e.g., speech, object use), suggestive of a generalized semantic 

disorder (Bozeat et al., 2000; Coccia et al., 2004; Hodges & Patterson, 2007b; Lambon Ralph 

& Patterson, 2008; Luzzi et al., 2007; Piwnica Worms et al., 2010). Moreover, when asked to 

categorise objects, SD patients are influenced by perceptual similarities and consequently over- 

and under-generalise the category label to incorrect exemplars (cf., Figure 3A). This is 

consistent with degradation of modality-invariant conceptual information as a result of ATL 

damage and a consequent over-reliance on perceptual features (Lambon Ralph et al., 2010).  

Further support that the ventrolateral ATL functions as a semantic hub comes from 

cortical stimulation (Shimotake et al., 2015) and functional neuroimaging findings showing 
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that its ventrolateral portion responds to semantic tasks irrespective of input/output modality 

or conceptual category (Binney et al., 2010, 2016; Hoffman et al., 2015; Visser et al., 2012; 

Visser & Lambon Ralph, 2011). Moreover, multivoxel pattern analyses and 

electrocorticography investigations have showed that the semantic representations in this 

region are abstracted away from perceptual features (Chen et al., 2016; Coutanche & 

Thompson-Schill, 2015; Peelen & Caramazza, 2012). The causal contribution of the ATL is 

supported by studies showing that inhibitory TMS over the lateral ATL induces a domain-

general semantic impairment (Pobric et al., 2009, 2010a, 2010b); by contrast, disruption of 

more posterior regions has modality-selective effects (Pobric et al., 2010b). 

3.2.3. Semantic control  

Semantic control relies on a distributed left-lateralized set of brain regions (Figure 2B), 

including the ventrolateral prefrontal cortex, pre-supplementary motor area, intraparietal sulcus 

and posterior temporal cortex (Jackson, 2021; Noonan et al., 2013). Damage to these regions 

following left-hemisphere stroke often results in semantic aphasia (SA), an acquired disorder 

characterized by multimodal semantic impairments. In contrast to SD patients, their semantic 

deficits are qualitatively different and are suggestive of deficient control and a relatively intact 

semantic store (Corbett et al., 2009; Jefferies & Lambon Ralph, 2006; but see Chapman et al., 

2020). For example, when performing picture naming tasks, SA patients show strong effects 

of cuing and miscuing, with improved performance in the presence of helpful cues that are 

consistent with the representation to be retrieved (retrieving tiger when hearing the phoneme 

“T”) and difficulty in the presence of distractors that activate irrelevant conceptual features that 

must be ignored (retrieving tiger when hearing “L”) (Corbett et al., 2011; Jefferies et al., 2008; 

Noonan et al., 2010; Soni et al., 2009). Further support for a role of these regions in semantic 

control comes from fMRI studies that have showed they activate more when weak (relative to 

strong) semantic associations must be retrieved or when there is a need to select one of multiple 

competing semantic representations (see Figure 3B for example cognitive manipulations) 

(Badre et al., 2005; Bedny et al., 2008; Snyder et al., 2011; Thompson-Schill et al., 1997; 

Wagner et al., 2001). Moreover, neuromodulation studies provide evidence for the causal 

involvement of these regions in semantic control (Davey et al., 2016; Hoffman et al., 2010; 

Whitney et al., 2011, 2012).  

The semantic control network (SCN) partially overlaps with the ‘multiple-demand’ 

network (MDN), which is thought to implement task-general executive functions (Duncan, 

2010). The areas of overlap include the inferior frontal sulcus/junction, precentral gyrus, pre-

18



CHAPTER 1: GENERAL INTRODUCTION 

supplementary motor area, intraparietal sulcus and posterior inferior temporal gyrus (Hodgson 

et al., 2021; Jackson, 2021). An established body of research suggests that the MDN responds 

reliably to difficulty manipulations across a range of task demands, including working memory 

(e.g., n-back task), inhibitory control (e.g., Stroop task), sustained attention and vigilance (e.g., 

stimulus detection, oddball discrimination), cognitive flexibility (e.g., task switching), and 

planning (e.g., tower of London task) (Camilleri et al., 2018; Fedorenko et al., 2013; Hugdahl 

et al., 2015; Niendam et al., 2012). This type of control is also relevant when conceptual 

knowledge is used to guide goal-driven behaviour (Gonzalez Alam et al., 2018). However, 

functional neuroimaging studies have showed that the SCN and MDN are dissociable, with the 

SCN additionally recruiting the anterior IFG and posterior middle temporal gyrus (Jackson, 

2021). This dissociation is also corroborated by causal evidence showing that inhibitory TMS 

over the intraparietal sulcus, which is part of the MDN, disrupts both semantic and non-

semantic tasks, whereas stimulation of the posterior middle temporal gyrus and left IFG affects 

only semantic performance (Whitney et al., 2011, 2012). Moreover, activity patterns in the 

MDN can successfully cross-classify the difficulty of semantic and non-semantic tasks, 

whereas those in the SCN cannot, indicative of a lack of task-general neural coding of cognitive 

demands in the SCN (Gao et al., 2021).  

3.3. Towards a general semantics model of controlled social cognition 

The rationale for adopting a semantic framework in this thesis is three-fold (also see Binney & 

Ramsey, 2020). First is the recognition that social interactions often involve extracting meaning 

from environmental cues. There is no reason for an a priori assumption that the way we derive 

meaning in social contexts is fundamentally different from non-social contexts. Such a position 

would be well-justified only if or when evidence accumulates against the involvement of 

domain-general semantic processes in social cognition.  

Second, there is clear correspondence between the three stages of social information 

processing outlined by Adolphs (2010) and the main components of CSC (Figure 2). Similar 

to the ‘spokes’, social perception is concerned with processing perceptual inputs. According to 

the CSC , going beyond observable sensory inputs and making inferences about unobservable 

characteristics, an ability attributed to social cognition, depends on access to modality-invariant 

conceptual knowledge extracted by the semantic hub. Lastly, social regulation, like semantic 

control, is essential for dealing with ambiguous and conflicting information. 

Third, the constructs of conceptual knowledge and cognitive control are not alien to the 

social neuroscientific literature. Indeed, the importance of social knowledge acquired through 
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our interactions with others, such as stereotypes and situational scripts, has been recognized 

(Freeman & Johnson, 2016; Frith, 2007). As such, some researchers have argued for a key 

contribution of declarative memory systems (Amodio, 2019; Binney & Ramsey, 2020; Spreng, 

2013). For example, Kilner (2011) argued that action understanding depends on a semantic 

retrieval pathway supported by the left IFG and the posterior middle temporal gyrus. Similarly, 

the control component of CSC mirrors the debate about the necessity of controlled processing 

in social cognition, which often takes the form of dual-route models that propose the existence 

of distinct systems for automatic and controlled cognition (e.g., Happé et al., 2017; Satpute & 

Lieberman, 2006). For example, failure of controlled processing has been invoked to account 

for anomalous social phenomena such as stereotyping, prejudice and discrimination (Devine, 

1989; Fiske, 1998). In addition to these previous accounts, the CSC formalizes the links 

between the systems for conceptual knowledge and control, providing a mechanistic account 

of their complementary functions and their interaction, and implicates precise brain structures.  

4. Outstanding questions and research aims 

The social semantics framework prompts novel questions about the cognitive and brain bases 

of social cognition, which this thesis begins to answer. In keeping with the key distinction 

between conceptual knowledge and cognitive control advocated by the CSC, questions 

surrounding these two systems are addressed separately. Chapters 2 and 3 are concerned with 

the role of conceptual knowledge, whereas Chapters 4 and 5 are related to the role of cognitive 

control. The remainder of the present Chapter provides further background and rationale for 

each subsequent empirical chapter and their research objectives.  

4.1.   The role of conceptual knowledge: are social concepts special? 

According to the social semantics framework, social cognition relies on semantic mechanisms 

to access and use the wealth of socially-relevant conceptual knowledge we acquire throughout 

life to guide context-appropriate social inferences and behaviours (Binney & Ramsey, 2020). 

Therefore, a direct prediction is that the ATL semantic hub should support access to coherent 

concepts in social contexts. Indeed, there is growing evidence suggesting not only that the ATL 

makes an important contribution to social cognition, but also that its role seems to be semantic 

in nature (for reviews, see Binney & Ramsey, 2020; Olson et al., 2013). For example, studies 

concerned with how knowledge about familiar others is retrieved have identified the ATL as a 

key contributor that codes identity representations that generalize across perceptual and 

affective characteristics (Anzellotti et al., 2014; Anzellotti & Caramazza, 2016; Nestor et al., 
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2011), as well as the medium through which they are accessed (e.g., via another’s name or a 

picture of their house) (Wang et al., 2017). The findings from this line of work suggest that the 

person-identity information represented in the ATL is abstract in nature, in line with its role as 

a semantic hub.  

Of particular relevance to the current work is an fMRI study that set out to directly test 

the prediction arising from the social semantic framework that conceptual processing and high-

level social abilities rely on common activation within the ATL (Balgova et al., 2022). 

Participants were scanned while performing a non-social conceptual similarity judgement task, 

as well as three ToM tasks. The same region of the left ventrolateral ATL responded to 

demands for both semantic judgements and mental state inferences, perhaps indicative of 

shared cognitive processes. Also, this region activated across three different tasks designed to 

probe ToM and differing in terms of stimuli (verbal, non-verbal) and instructions (explicit, 

implicit), suggesting that the contribution of the ATL is attributable to the requirement for 

mental state inference rather than idiosyncratic task features. Interestingly, the magnitude of 

BOLD change in the bilateral ventral ATL was comparable to that in the right TPJ, which has 

been ascribed a crucial role in ToM. Overall, this study suggests that semantic and social 

cognition share neurocognitive correlates in the left ATL, consistent with the view that 

conceptual knowledge plays an important role in social cognition.   

Abstract2 social concepts, a type of concept that cannot be experienced directly through 

the senses, are also an important kind of socially-relevant knowledge. To make sense of our 

social interactions, we often use concepts like those referring to mental (confusion) and 

emotional states (excitement), dispositional traits (honesty) and types of interpersonal 

relationships (friendship). Such concepts are drawn upon when interpreting complex social 

signals like other’s emotional facial expressions (e.g., Brooks & Freeman, 2018; Gendron et 

al., 2012; Nook et al., 2015). For example, a pre-requisite for the ability to infer that someone 

is happy is knowing what happiness means, including how and when it typically manifests (cf.,  

 
2 Here I refer to the construct of abstractness, which is distinguishable from abstraction (for more 

extended discussions on this distinction, see Borghi et al., 2019; Dove, 2016). Abstractness is a 

characteristic of concepts whose referents are not single bounded objects/entities that can be directly 

experienced through the senses. This property distinguishes abstract concepts like freedom, infinity, and 

friendship from concrete concepts like animal, chair and tool. In contrast, abstraction refers to a process 

in which representation become increasingly decoupled from perceptual information and leads to the 

emergence of hierarchically ordered categories via generalization over individual exemplars. For 

instance, the concept cat generalizes across specific individual cats, whereas the superordinate category 

animals generalizes over cats, dogs and other sub-categories. From this perspective, the concept animal 

is more abstract (or higher-order) than cat, but its referents are nonetheless perceivable. 
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Barrett et al., 2011). The representation of social abstract concepts has been explored in two 

parallel literatures that focused on how meaning is accessed through the medium of language. 

Chapter 2 synthesises the insights gained in these two lines of research and identifies 

important methodological limitations and outstanding questions.  

As detailed in Chapter 2, some researchers have claimed that social concepts are stored 

separately from non-social conceptual knowledge on the basis of observed differences between 

the neural correlates of social and non-social words (Ross & Olson, 2010). However, others 

have reported common activation of the semantic hub regardless of the social or non-social 

nature of the words and argued against these domain-specific claims (Binney et al., 2016; Rice 

et al., 2018). Yet, comparing the findings of previous studies is challenging because there is no 

clear distinction between which concepts are considered social and which are not. Concepts’ 

social quality, or socialness, has been defined and measured inconsistently across extant 

behavioural and neuroimaging studies, hampering our ability to draw strong conclusions about 

socialness as a distinct aspect of semantic representation.   

 The research reported in Chapter 3 aimed to address this methodological limitation 

by collecting and validating socialness ratings for over 8,000 individual words. These ratings 

were acquired using a novel definition of socialness, which incorporates various previous 

conceptualisations of the construct. The resulting ratings were used to address two outstanding 

questions about the role of socialness in semantic representation. First, it is unclear whether 

socialness captures a distinct aspect of meaning, or merely the same information as other 

established semantic dimensions, like those quantifying emotional experiences and 

abstractness. Related investigations have been limited in scale until now, raising questions 

about the generalizability of findings to larger sets of concepts and word types. Second, to 

demonstrate that socialness makes an important contribution to the representation of concepts, 

its association with behavioural indices of conceptual processing should be established. Yet, 

the relationship between words’ degree of social content and lexical-semantic performance has 

never been assessed.  

4.2. The role of cognitive control 

4.2.1. Does the semantic control system contribute to social cognition? 

There is no doubt that cognitive control mechanisms are crucial for flexible and context-

appropriate social and non-social behaviour (Ramsey & Ward, 2020). However, as previously 

discussed, the contribution of executive functions is underspecified in popular accounts of 

social cognition. When control has been incorporated into social cognitive models, it was often 

22



CHAPTER 1: GENERAL INTRODUCTION 

from a domain-specific perspective. For example, on the basis of investigations into automatic 

imitation, it has been argued that social control is underpinned by a specialized self-other 

distinction mechanism, implemented in the right TPJ, that enables us to distinguish between 

the representations of our own actions, precepts, and mental states and those of others (Brass 

et al., 2009; Lamm et al., 2016; Quesque & Brass, 2019; Sowden & Shah, 2014; Steinbeis, 

2016). Given evidence that processing these attributes in others recruits the same neural regions 

as processing one’s own experience of them (e.g., mirror neurons) (Brass & Heyes, 2005; 

Decety & Grèzes, 2006; Lamm et al., 2016), separating self and other-related representations 

is considered crucial for a number of socio-cognitive abilities, including the suppression of 

automatic imitation tendencies, visual perspective-taking, ToM and empathy (de Guzman et 

al., 2016; Happé et al., 2017; Lamm et al., 2016; Santiesteban et al., 2012).  However, recent 

findings resulting from studies with greater statistical power suggest that, at least in the case of 

automatic imitation, social control is underpinned by domain-general control systems, rather 

than the TPJ (Darda et al., 2018; Darda & Ramsey, 2019).  

Indeed, accumulating evidence points towards an important role for domain-general 

control and the MDN in some aspects of social cognition. The MDN comprises the precentral 

gyrus, inferior frontal sulcus extending into the neighbouring inferior and middle frontal gyri, 

anterior insula, (pre)-supplementary motor area extending into anterior cingulate cortex, 

intraparietal sulcus and posterior inferior temporal gyrus (Assem et al., 2020; Duncan, 2010). 

Brain regions that are part of the MDN have been implicated in working memory for social 

information (e.g., Meyer et al., 2012, 2015; Smith et al., 2017; Xin & Lei, 2015; for a review, 

see Meyer & Lieberman, 2012), false belief reasoning and self-perspective inhibition 

(Hartwright et al., 2015; Rothmayr et al., 2011; Saxe et al., 2006; Van der Meer et al., 2011), 

visual perspective-taking (Bukowski, 2018; Qureshi et al., 2020; Ramsey et al., 2013) and 

resolving conflicts between social cues (Wang et al., 2022; Zaki et al., 2010). Overall, these 

findings suggests that domain-general control processes implemented in the MDN, such as 

interference resolution and inhibitory control, support information processing in social 

contexts. 

According to the social semantics framework, semantic control processes should also 

be needed to retrieve context-appropriate conceptual knowledge during social tasks (Binney & 

Ramsey, 2020). A clear prediction arising from this view is that social cognition should rely 

on the semantic control network, which is partially dissociable from the MDN (Chiou et al., 

2022; Gao et al., 2021; Whitney et al., 2011, 2012). To date, this has not been directly tested, 

although a few studies provide indirect support. Specifically, one study demonstrated that 
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patients diagnosed with SA, a disorder thought to affect semantic control, show deficient 

performance on social tasks involving emotion recognition (Souter et al., 2021). This finding 

is consistent with the idea that semantic control is required to retrieve appropriate emotion 

concepts. Moreover, an fMRI study has shown that the controlled retrieval and selection of 

social concepts activates the left IFG, which is a key node of the SCN (Satpute et al., 2014). 

However, it is unclear whether the SCN contributes to higher-order social abilities, such as 

mental state inference.  

The main aim of Chapter 4 is to directly test whether regions that respond to semantic 

control demands are recruited by social tasks. To this end, the neural correlates of social 

cognition and semantic control will be compared. The study design addresses two 

methodological issues discussed above. First, social cognition is a multifaceted construct 

encompassing a range of social abilities. Therefore, we selected four distinct abilities thought 

to rely on inferential processing and studied their neural correlates in parallel. We predicted 

that brain regions activated by all these abilities will include key nodes of the SCN. If semantic 

control regions are engaged by these various forms of social information processing, this would 

provide empirical support for the claim that the semantic framework offers a unifying account 

of social cognition. The second consideration was the considerable impact that the choice of 

paradigm, instructions and stimuli can have on the neural correlates observed in individual 

fMRI studies (cf., Balgova et al., 2022). Therefore, we adopted a meta-analytic approach that 

can identify reliable trends in extant functional neuroimaging data.  

4.2.2. Does the left inferior frontal gyrus make dissociable contributions? 

The study reported in Chapter 4 revealed that the left IFG, a key node of the SCN, is reliably 

recruited by all four social abilities investigated. This finding is perhaps not surprising given 

that this region has been implicated in numerous cognitive domains, to the extent that it has 

been ascribed a general-purpose control function in some accounts (Goghari & MacDonald, 

2009, 2009; Hugdahl et al., 2015; Swick et al., 2008; Tops & Boksem, 2011). However, 

alongside common activation in the posteroventral IFG, the four types of social tasks engaged 

other portions of the IFG differently. This suggests that, instead of supporting a single domain-

general function, the left IFG might have multiple dissociable functions. Indeed, there is 

evidence to suggest that the left IFG makes dissociable contributions to semantic control. 

Particularly, while the dorsal and posterior portions of left IFG are responsive to both semantic 

and non-semantic control demands, in line with a domain-general control function (Assem et 

al., 2020; Diachek et al., 2020; Fedorenko et al., 2013), the anteroventral left IFG contributes 
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to challenging semantic tasks specifically (Chiou et al., 2022; Gao et al., 2021; Hodgson et al., 

2021). Therefore, it is possible that the left IFG underpins multiple forms of control that are 

recruited differently during social information processing depending on task/context. To gain 

insight into the functional organisation of the left IFG, Chapter 5 provides a detailed data-

driven exploration of its voxel-wise patterns of functional connectivity. In line with the 

domain-general approach, the left IFG is studied in the context of its cross-domain 

contributions, enabling insight into its core function(s), rather than as restricted to social 

contexts.  

 

The final chapter, Chapter 6, summarises the findings from Chapters 3-5 and 

highlights their implications for our understanding of the neurocognitive underpinnings of 

social cognition. The chapter concludes by reflecting on whether studying social information 

processing from a semantic perspective can be a fruitful endeavour.  
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CHAPTER 2. SOCIALNESS AND CONCEPT REPRESENTATION 

Abstract 

Abstract concepts, like justice and friendship, are a central feature of our daily lives. 

Traditionally, abstract concepts are distinguished from other concepts in that they cannot be 

directly experienced through the senses. As such, they pose a challenge for strongly embodied 

models of semantic representation that assume a central role for sensorimotor information. 

There is growing recognition, however, that it is possible for meaning to be ‘grounded’ via 

cognitive systems, including those involved in processing language and emotion. In this article, 

we focus on the specific proposal that social significance is a key feature in the representation 

of some concepts. We begin by reviewing recent evidence in favour of this proposal from the 

fields of psycholinguistics and neuroimaging. We then discuss the limited extent to which there 

is consensus about the definition of ‘socialness’ and propose essential next steps for research 

in this domain. Taking one such step, we describe preliminary data from an unprecedented 

large-scale rating study that can help determine how socialness is distinct from other facets of 

word meaning. We provide a backdrop of contemporary theories regarding semantic 

representation and social cognition and highlight important predictions for both brain and 

behaviour. 
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1. Introduction  

“You are mistaken, Mr Darcy, if you suppose that the mode of your declaration 

affected me in any other way, than as it spared me the concern which I might 

have felt in refusing you, had you behaved in a more gentleman-like manner." 

– Jane Austen, Pride and Prejudice (1813/2019) 

This brief extract from Pride and Prejudice, a classic tale in the importance of personal 

character, integrity and morality, is rich with references to concepts of a social nature (e.g., 

manner, gentleman, and refuse). Indeed, a large portion of even the most everyday vocabulary 

is occupied by abstract words imbued with a sense of socialness. Arguably, this reflects the 

vital role of social conceptual knowledge in navigating our interpersonal world. After all, 

humans are intrinsically and uniquely social. We exhibit a natural propensity to cooperate, to 

coordinate, and to learn from one another, and to a very large extent this is done though the 

medium of language. It is argued that our advanced social cognitive and emotional abilities, as 

well as the evolution of language, are an adaptation to, and thus a direct consequence of life 

lived in groups (Tomasello, 2009; Tomasello, 2020). By extension, this suggests there could 

be a fundamental nature to the social qualities of words. 

Recent work in the field of cognitive science has begun to elucidate the ways in which 

socialness impacts the structure of concepts and the representation of semantic knowledge in 

the human brain, and this work will be the subject of the first two parts of this paper. In Part A, 

we will begin with a brief overview of general theories of semantic memory, with a particular 

emphasis on what is known as the grounding problem and the difficulties it poses for 

representing abstract word knowledge. Then we will introduce nascent theories that posit social 

experience as a mechanism for grounding conceptual knowledge, together with a review of 

recent semantic feature generation/ratings studies that identify socialness as an important factor 

for distinguishing amongst different ‘types’ of concepts. In Part B, we will review a set of 

neuroimaging studies that have approached socialness from a different methodological 

perspective, exploring if and how socialness of concepts is represented at the level of 

macroscale brain anatomy. This includes evidence that is in line with claims that social 

concepts have a special, or even privileged status over other types of concepts, and suggests 

socialness drives the functional organisation of neurobiological systems. 

 Moreover, a key aim of this paper is to highlight major outstanding questions, and this 

includes one very fundamental issue that arises from the work described in both Parts A and 

B; what is it exactly that defines a word as being ‘social’? In Part C, we will discuss the limited 
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extent to which there is consensus on the kinds of semantic features that amount to ‘socialness’ 

and the degree to which it has been established as a valid and meaningful construct. 

Consequently, we argue that to further progress theory, the field must first establish a clearer 

working definition of socialness. To this end, we describe preliminary data from a large-scale 

rating study in which Diveica et al. (2022) provided participants with an inclusive definition of 

socialness and asked them to collectively rate over 8,000 English words. This includes findings 

that appear to confirm that these ratings capture aspects of word meaning that are distinct from 

those measured via other semantic variables like concreteness.  

The issue of whether social concepts are a distinct type, either from other forms of 

abstract concept, or even more generally speaking (i.e., such that this extends to concrete social 

concepts), has important theoretical implications regarding the fundamental organisational 

principles underpinning semantic representation.1 In turn, it has implications for our 

understanding of the configuration of brain systems, including those responsible for language 

and social cognition. These implications extend to applied areas of research where an improved 

framework for understanding the way social and affective concepts are learned, represented 

and impaired, could have important implications for educational and clinical practice (see 

Binney, Zuckerman, et al., 2016; Nook et al., 2020). 

2. Part A – Abstract word representation: a role for socialness? 

There are now numerous theories of semantic knowledge, which vary in the extent to which 

sensorimotor information (e.g., visual, auditory, or tactile experience) plays a role in the 

representation and processing of word meaning. At one end of the spectrum, amodal theories 

posit that semantic knowledge is represented symbolically, distinct from the ways we 

experience the world (e.g., Pylyshyn, 1984; Quillian, 1969). At the other end, strongly 

embodied theories posit that knowledge is represented by sensory and motor systems (e.g., 

Glenberg, 2015; Glenberg & Gallese, 2012). Between these poles lie multimodal or multiple 

representation theories, which posit that semantic knowledge is represented in many ways (e.g., 

via language, emotion, introspection, and sensorimotor systems), and some versions of those 

theories include an intermediary supramodal hub (e.g., Lambon Ralph et al., 2017; Patterson 

et al., 2007). The hub accounts position language information as one of many types of 

knowledge connected to the hub. Further, the multiple representation accounts assume that 

 
1 There is some debate about whether the conceptual system is separate from the lexical-semantic 

system. We take the position that the conceptual system is not separate from the semantic meaning 

accessed during language processing.  
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different kinds of information are important for different types of concepts (e.g., Barsalou, 

2008; Borghi et al., 2019).  

Proponents of semantic theories that include reliance on sensorimotor systems have 

argued that these theories have the advantage of addressing the grounding problem (Harnad, 

1990; Searle, 1980). The grounding problem asks, in essence, if knowledge is represented as 

symbols, then how do those symbols map to the world? Embodied theories solve that problem 

by proposing that cognition engages modal systems (e.g., those used for perception, action) to 

represent semantic knowledge. Strongly embodied theories, however, run into difficulty 

explaining representation of abstract words. The meanings of abstract words, by definition, 

cannot be learned or experienced through sensorimotor systems, so they cannot be accounted 

for by embodied theories. To explain knowledge of abstract words, other means of learning 

and representation must be considered. Barsalou and colleagues (e.g., Barsalou & Wiemer-

Hastings, 2005; Barsalou, 2020) have noted that too many approaches to abstract concepts 

emphasize what they do not contain (sensorimotor information) and that a more positive 

approach is needed to explore what they do contain. To that end, Barsalou and Wiemer-

Hastings (2005) used a property generation task to compare the features of a small set of 

abstract and concrete words (see also Wiemer-Hastings & Xu, 2005). They found that abstract 

words were notably different in that their meanings were mainly associated with introspections 

and, in particular, social aspects of situations, such as people, communication, and social 

institutions.  

In addition, work has begun to identify concept “types” within the abstract realm. Much 

of this work is inspired by multiple representation views, and considers multiple sources of 

grounding beyond the sensorimotor, including the potential contributions of action, language, 

interoception, emotion, cognition, and other internal states. Notably, Borghi and colleagues 

have proposed the Words as Social Tools (WAT) account, which focuses particularly on the 

acquisition and representation of abstract word meaning (Borghi et al., 2019; Borghi & 

Binkofski, 2014). They argue that abstract words are associated with richer linguistic, inner 

and, importantly for present purposes, social experience, than are concrete words (also 

Zdrazilova & Pexman, 2013). Further, they suggest that there could be different types of 

abstract concepts which vary in their reliance on these different types of information. They 

suggested that these types of abstract concepts might include institutional, temporal, mental 

states, emotional, numerical, and social concepts.  

In related empirical work, researchers have explored the features or properties of 

abstract word meanings in order to derive potential clusters or types. For instance, Harpaintner 

30



CHAPTER 2. SOCIALNESS AND CONCEPT REPRESENTATION 

et al. (2018) examined the features listed for 296 abstract words and found that they fell into 

three clusters. The largest cluster was primarily distinguished by a higher proportion of 

sensorimotor features, with some social features. A second cluster was distinguished by a high 

proportion of internal/emotional features and more social features than either of the other 

clusters. The third, smallest cluster was distinguished by a high proportion of verbal association 

features. Similarly, Troche et al. (2014) investigated the organization of abstract and concrete 

English nouns by asking participants to rate 200 concrete and 200 abstract words on 12 

dimensions. They analyzed the ratings and identified three latent semantic factors: affective 

association/social cognition, perceptual salience, and magnitude (also see Troche et al., 2017). 

Abstract word meanings relied more heavily on affective association/social cognition than did 

concrete meanings. Villani et al. (2019) asked participants to rate 425 abstract Italian nouns on 

15 dimensions and identified four clusters: philosophical/spiritual concepts, physical, spatio-

temporal and quantitative concepts, emotional/inner state concepts, and self and sociality 

concepts. Additional analyses showed that the involvement of the dimension they called social 

metacognition (defined as a reliance on other people to understand the meaning) distinguished 

abstract from concrete words, with more abstract words tending to have higher ratings of social 

metacognition. In addition, ratings on a dimension that they termed social valence (defined as 

evocative of social situations) were associated with emotion ratings, and with ratings of mouth 

movement and hearing. These latter relationships were attributed to the important role that 

language is assumed to play in representing abstract concepts, and to the importance of mouth 

movement and hearing to language. 

Similar conclusions about the existence of types of abstract concepts were drawn from 

an fMRI study reported by Vargas and Just (2020). They investigated the clustering of 28 

abstract words in terms of neural signatures, after participants were scanned while thinking of 

properties of each word. Results showed that there tended to be commonalities across 

participants in terms of the neural signatures of each word, and the authors identified three 

latent factors including verbal representation, externality/internality, and social content (also 

see Huth et al., 2012, 2016).  

Thus, there is evidence from some property-generation and feature-rating studies that 

social words may be a distinct type of abstract word, consistent with assumptions of the WAT 

theory and other multimodal accounts. Each of these studies, however, has involved a relatively 

small sample of abstract words, many fewer than people actually know. Therefore, it is possible 

that the results could be specific to the words tested and may not generalize to a larger set. 

Thus, there is a need to explore socialness at a much larger scale and right along the 
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concreteness continuum. There is also a need to investigate behavioural effects of socialness. 

That is, if social words are a distinct type, then one might expect that a word’s degree of 

socialness would be reflected in some way in behavioural measures of lexical-semantic 

processing, as much as semantic dimensions like valence (Warriner et al., 2013) and 

concreteness (Brysbaert et al., 2014) are related to such processing (e.g., Kousta et al., 2011; 

Newcombe et al., 2012; Pexman & Yap, 2018). One might also expect behavioural responses 

to social abstract words to be different to those given to other types of abstract words (see 

Muraki et al. (2020) for an example of this approach). And yet, comparisons between social 

abstract words and other abstract word types have still to be made in the context of larger scale 

behavioural studies. However, they have been contrasted in the neuroimaging literature, 

reviewed next. 

3. Part B – Socialness and the brain 

A review of neuroimaging literature concerning the representation of abstract concepts 

identified a small number of papers that treat social concepts a priori as a discrete ‘category’ 

(Conca et al., 2021). Most of these studies contrasted social words with a more general class 

of abstract or concrete words and set out to identify common activity, and/or that which is 

uniquely associated (Binney, Hoffman, et al., 2016; Rice et al., 2018; Ross & Olson, 2010; 

Zahn et al., 2007). The earliest of these studies generated a hypothesis that social concepts are 

a class of concepts with a special, or even privileged status over other types of conceptual 

knowledge (Ross & Olson, 2010; Zahn et al., 2007). In this context, social conceptual 

knowledge has been broadly defined as person-specific knowledge (Simmons et al., 2010), but 

also knowledge about interpersonal relationships, social behaviours, and of more abstract social 

concepts such as truth and liberty (Olson et al., 2013; Zahn et al., 2007). These early studies 

revealed a patch of anterior temporal association cortex that the authors claimed is selectively 

involved in processing semantic information of a social nature (Olson et al., 2013; Simmons et 

al., 2010).  

The ‘social knowledge hypothesis’ (Olson et al., 2013; Zahn et al., 2007) can be likened 

to other forms of ‘multiple semantics’ views (Meteyard et al., 2012; Shallice, 1987; Warrington 

& McCarthy, 1994) in which the semantic system is composed of multiple independent stores 

that are differentiated by their link to distinct sensorimotor modalities. Of course, the difference 

is that the social distinction is based on domain-specificity rather than modality. To understand 

how this hypothesis formed the starting point for this particular set of neuroimaging studies, 

one can look to the broader social neuroscience field from which they stemmed. The emergence 
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of this field was triggered, at least in part, by the ‘social brain hypothesis’ (Brothers, 1990; 

Dunbar, 1998), which states that the expansion of frontal and temporal neocortices across 

primate species in the human evolutionary lineage is explained by their increasingly high levels 

of sociality (for a related review, see Braunsdorf et al., 2021). This created a pervasive 

assumption, sometimes implicit, that there is a circumscribed set of brain regions that are 

dedicated to, and, by inference, support specialized processes for social perception and 

cognition (Brothers, 1990; Frith, 2007). The extent to which domain-specificity of systems for 

processing social information exists is hotly debated (Amodio, 2019; Binney & Ramsey, 2020; 

Kilner, 2011; Spunt & Adolphs, 2017), but there is evidence for the existence of brain regions 

or pathways that are sensitive to socialness, particularly at the level of perceptual processes 

(Adolphs, 2010; Kanwisher, 2010; Pitcher & Ungerleider, 2021). This includes visual cortex 

with ostensibly selective engagement by faces (Kanwisher & Yovel, 2006), bodies (Downing 

et al., 2001), and social interactions (Isik et al., 2017). Whether this putative specialisation 

cascades downstream to higher-order cognitive systems (e.g., memory; executive function) is 

a more contentious issue (Adolphs, 2003; Binney & Ramsey, 2020; Mars et al., 2012; 

Rushworth et al., 2013). 

To date, the leading candidate in terms of a locus for a selective social semantic system 

lies within the dorsolateral aspects of the anterior temporal lobe (ATL), specifically the anterior 

superior temporal gyri/sulci (Arioli, Gianelli, et al., 2021; Olson et al., 2013; Rice, Lambon 

Ralph, et al., 2015). These ATL subregions exhibit elevated BOLD responses when semantic 

judgments made on socially relevant stimuli are compared to those made on non-social stimuli 

(Binney, Hoffman, et al., 2016; Lin et al., 2019; Lin, Wang, et al., 2018; Rice et al., 2018; Ross 

& Olson, 2010; Zahn et al., 2007). The dorsolateral ATL also appears to increase its response 

in line with an accumulation of social meaning across connected text (Zhang et al., 2021). The 

role of the ATL in representing social knowledge has been ascribed with a right lateralisation 

within some accounts (Gainotti, 2015), although individual fMRI studies (Binney, Hoffman, 

et al., 2016; Lin et al., 2015, 2019; Rice, Lambon Ralph, et al., 2015; Ross & Olson, 2010) and 

meta-analyses (Arioli, Gianelli, et al., 2021; Rice, Lambon Ralph, et al., 2015) indicate bilateral 

involvement (also see Eleonora Catricalà et al., 2020; Pobric et al., 2016). 

More recent neuroimaging studies have attempted to disentangle the socialness effect 

driving some ATL activations from other potentially confounding variables. For example, it is 

possible that the social concepts explored in neuroimaging studies are, on average, more 

abstract than more general classes of concepts. However, studies have shown that preferential 

left hemisphere dorsolateral/polar ATL activation cannot be easily explained by differences in 
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concreteness, or at least imageability, between social words and control words (Binney, 

Hoffman, et al., 2016; Lin et al., 2019; Lin, Wang, et al., 2018; Wang et al., 2019), nor by 

differing degrees of multiplicity of single word meanings (sometimes referred to as ‘semantic 

diversity’; see Hoffman et al., 2013) (Binney, Hoffman, et al., 2016). A putative involvement 

of these regions in combinatorial conceptual processes does also not appear to explain 

differential engagement by social and non-social words (Lin et al., 2020; Lin, Yang, et al., 

2018). Many of these studies have also been careful to rule out explanations in terms of 

fundamental lexical properties such as word frequency or syllable/word length (Binney, 

Hoffman, et al., 2016; Lin et al., 2015, 2019; Lin, Wang, et al., 2018). Another semantic factor 

that could covary with socialness, and account for some preferential activations, is emotional 

valence. Indeed, one study has shown that social-emotional stimuli elicit stronger responses in 

the left dorsolateral/polar ATL than other social words, which in turn activate the region more 

strongly than stimuli lacking any social meaning (Mellem et al., 2016). However, Wang et al. 

(2019) demonstrated at least partially dissociable responses across left lateral ATL subregions 

to the socialness, valence and abstractness dimensions underlying word meanings. Overall, this 

collection of neuroimaging studies suggests that the socialness of a concept makes a unique 

contribution to driving differential recruitment of the brain regions involved in processing 

meaning (for neuropsychological evidence, see Catricalà et al., 2014; 2021). Moreover, they 

are to some extent compatible with the claim that there is a semantic system dedicated to the 

representation of social conceptual knowledge, and that this is located in the left 

dorsolateral/polar ATL (Olson et al., 2013; Simmons et al., 2010; Zahn et al., 2007). 

Of course, an alternative to the notion of a ‘social brain’ or, more precisely, that there 

are networks or subsystems specialised for social processes, is that social cognition is 

underpinned by a set of domain-general systems (Amodio, 2019; Binney & Ramsey, 2020; 

Spunt & Adolphs, 2017). As alluded to above, from a strong version of this perspective, 

socialness effects at the levels of brain and behaviour reflect variations amongst more general 

properties of stimuli and/or task demands, rather than socialness per se. From a more 

compromising perspective, it is argued that social interaction could draw on an array of 

neurocognitive systems in something of a unique way, but, fundamentally, those systems are 

built for more generalised processes (e.g., Binney & Ramsey, 2020; Spunt & Adolphs, 2017). 

For example, an alternative to domain-specific accounts of ATL function like the social 

knowledge hypothesis is the ‘graded semantic hub’ account proposed by Binney, Hoffman, 

Lambon Ralph and colleagues (Balgova et al., 2021; Binney et al., 2012; Binney, Hoffman, et 

al., 2016; Rice, Hoffman, et al., 2015). According to this framework, the whole ATL comprises 
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a unified semantic representational space, all of which is engaged by the encoding and retrieval 

of concepts, and by concepts of any kind. At the centre of this space lies the ventrolateral ATL, 

which has a supramodal semantic function, meaning that its engagement during semantic 

processing is invariant to, for example, idiosyncratic task features, including the modality 

through which concepts are accessed. Near the edges of this space, however, there are 

connectivity-driven gradual shifts in semantic function towards subspecialisations for 

processing certain types of semantic features (for a computational exploration of this general 

hypothesis, see Plaut, 2002). This might include, for example, at the dorsolateral aspects, a 

specialisation for processing socio-emotional semantic features (Binney, Hoffman, et al., 

2016), which could arise from greater proximity and connectivity to the limbic system (Binney 

et al., 2012; Jung et al., 2017; Plaut, 2002). Consistent with this account are a series of 

neuroimaging studies by Binney, Lambon Ralph and colleagues which show that, when care is 

taken to ensure that fMRI signal can be acquired from across the whole ATL, it becomes clear 

that the ventrolateral ATL activates strongly and equivalently during semantic judgements 

made on social and non-social stimuli (Binney, Hoffman, et al., 2016; Rice et al., 2018; also 

see Balgova et al., 2021). This same ventrolateral ATL region is implicated in general semantic 

processing in several neuropsychological, neurostimulation, neuroimaging, and 

electrophysiological studies that have used a variety of verbal and nonverbal tasks/stimuli 

(Binney et al., 2010; Binney & Lambon Ralph, 2015; Chan et al., 2011; Marinkovic et al., 

2003; Pobric et al., 2007, 2010a; Shimotake et al., 2015; Visser & Lambon Ralph, 2011). 

Critical for this graded hub account is the additional fact that the omni-category response of 

the ventrolateral ATL is much greater in magnitude than that of the social-selective response 

of the dorsolateral ATL (Binney, Hoffman, et al., 2016; Rice et al., 2018). Therefore, these 

latter studies suggest that, at least within the ATL, differences in the way the brain is engaged 

by social and non-social concepts are small, or subtle, compared to the similarities. This is 

consistent with the claim that, rather than there being distinct systems for social and general 

semantic representation, there is a single domain-general conceptual system and parts of this 

system are dynamically and differentially engaged by different types of meaningful stimuli and 

semantic task demands (cf., the Social Semantics framework outlined by Binney and Ramsey, 

2020; also Lambon Ralph et al., 2017).  

The graded hub hypothesis is an extension of the hub-and-spoke model of semantic 

representation proposed by Patterson, Rogers, Lambon Ralph and colleagues (Lambon Ralph 

et al., 2017; Patterson et al., 2007). According to this framework, the ATL sits at the heart of a 

spoked semantic architecture comprised of association regions involved in modality-specific 
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sensorimotor processing, as well as affective and linguistic processes. The hub-and-spoke 

model emphasises that semantic representation arises from the conjoint action of modal 

systems and an intermediary supramodal hub (Lambon Ralph et al., 2017). It offers a 

reconciliation between distributed-only embodied accounts in which concepts are dependent 

upon systems involved in sensory and motor processing (Barsalou, 2009; Gallese & Lakoff, 

2007; Pulvermüller, 2001; Vigliocco et al., 2004) and neuropsychological and computational 

modelling data that point towards the existence of a hub (e.g., Lambon Ralph et al., 2010; 

Rogers et al., 2004). A fuller discussion surrounding the necessity of a hub is beyond the scope 

of this review, and for a starting point we refer the reader to Lambon Ralph et al. (2017), as 

well as Meteyard et al. (2012). However, we have chosen to raise this broader hub-and-spoke 

proposal here because it is a neurobiologically-constrained model that, like multimodal or 

multiple representation views, acknowledges sources of semantic information beyond 

sensorimotor experience, including contributions from language, emotion, and other internal 

states (Lambon Ralph et al., 2017). Moreover, like some of the multimodal views described in 

the previous section (e.g., Barsalou, 2008; Borghi et al., 2019), it hypothesises that different 

types of concepts (e.g., tools) can vary in their reliance on different sources of information 

(e.g., object affordances, and kinematics), which will be reflected in differential engagement 

of spoke regions (Chiou & Lambon Ralph, 2019; Pobric et al., 2010b; also see Wilson-

Mendenhall et al., 2013). This notion lends one interpretation to neuroimaging studies that 

investigate social concept representation and implicate brain regions outside of the ATL. For 

example, two recent studies have demonstrated an apparent selective engagement of the 

precuneus, a region associated with visual-spatial imagery (Bzdok et al., 2015), during the 

processing of abstract social words (Leshinskaya et al., 2017; Vargas & Just, 2020). This could 

reflect a tendency for social concepts to draw differentially upon systems that capture visual or 

spatial elements of interpersonal contexts (Vargas & Just, 2020). 

4. Part C – What is ‘socialness’? 

In the sections above we have provided a brief overview of two parallel literatures amongst 

which socialness has begun to emerge as an important organisational principle underpinning 

semantic representation. In Part A, we described property generation and feature rating studies 

that have explored the attributes of abstract words and have extracted socialness as a latent 

factor that distinguishes abstract from concrete words, and even distinguishes different types 

of abstract words. In Part B, we reviewed a literature that has emerged in parallel, describing a 

set of neuroimaging studies that have probed socialness as a predictor of differential patterns 
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of brain activation evoked during semantic processing. In contrast to property-generation 

research, most of these neuroimaging studies approached social concepts as an a priori discrete 

type of concept. This has, thus far, been fruitful in that this brain-based evidence points to 

socialness being independent of more general semantic properties, such as abstractness, 

emotional valence and other facets of single word meaning. There is now a burgeoning debate 

regarding the relative size of the contribution that socialness makes to semantic representation. 

On one hand, it has been argued that social words are a distinct type and, moreover, that there 

are specialised neural systems underpinning social semantics. On the other hand, socialness 

can be framed as one of many dimensions that coexist to define a single representational space 

underlying general semantics.  

However, we assert that, while these lines of research are both intriguing and promising, 

the conclusions and discussions that have transpired from them are mostly premature, because 

the ostensive evidence has accumulated in the absence of clear boundaries between what is 

social, and what is not. This is true both at the level of theory and in the empirical measures. 

Without agreeing on this definition, at least to some extent, it will not be possible to compare 

theories and evaluate evidence in support of them. So, what is socialness actually? 

Socialness as a construct has been characterised variably in terms of behavioural 

descriptiveness, and social concepts have been distinguished from non-social concepts on 

divergent sets of criteria. To illustrate this point, we have collected examples in Table 1 (also 

see Conca et al., 2021). Many of these studies focused on a word’s reference to social 

interaction by measuring, for example, the extent to which a word refers to relationships 

between people (Troche et al., 2014, 2017), or how often its referent involves interaction 

between people (Lin et al., 2019, 2020; Lin, Wang, et al., 2018; Wang et al., 2019). In contrast, 

other definitions emphasize specific aspects of social experience, such as how well a word 

describes social behaviours (Zahn et al., 2007), or the degree to which word meanings relate to 

the relationship between self and others (Crutch et al., 2012).  
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Table 1. Definitions used to measure socially-relevant semantic constructs in previous studies. 

Publication 
Name of 

Construct 
Type Definition 

Arioli et al. (2021) sociality dimension 
how much a word inherently refers to information concerning social as opposed to 

individual contexts  

Binder et al. (2016) 

social dimension 
the degree to which one thinks of a thing as an activity or event that involves an 

interaction between people 

human dimension 
the degree to which one thinks of a thing as having human or human-like intentions, 

plans, or goals 

communication dimension 
the degree to which one thinks of a thing as a thing or action that people use to 

communicate 

self dimension 
the degree to which one thinks of a thing as related to your own view of yourself, 

a part of your self-image  

Catricalà et al. (2020) social dimension 
how much a word is linked to a social situation or to an interaction among people, 

both in terms of inclusion and exclusion  

Crutch et al. (2012) social interaction dimension the degree to which concepts relate to the relationships between self and others  

Diveica et al. (2022) socialness dimension 

the degree to which a word’s meaning has social relevance by describing or 

referring to a social characteristic of a person or group of people, a social behaviour 

or interaction, a social role, a social space, a social institution or system, a social 

value or ideology, or any other socially-relevant concept  

Harpaintner,et al. 

(2018) 

social 

constellation 
category 

a feature or a situation that describes the coexistence of different persons or which 

implies an interaction between at least two different persons  

Lin et al. (2015) 
sociality dimension the number of people involved in an event to which a verb refers  

biological motion dimension the extent to which the meaning of a verb brings to mind biological motion  

38



CHAPTER 2. SOCIALNESS AND CONCEPT REPRESENTATION 

Lin et al. (2019, 2020)  

Lin, Wang, et al. 

(2018) 

Wang et al. (2019)  

sociality dimension 
how often the meaning of a word/the use of an object involves an interaction 

between people  

Mellem et al. (2016) social content category referring to people either by a proper name or the name of an occupation/title  

Roversi et al. (2013) 

institutional 

objects 
category 

an artefact that performs its function via the collective acceptance displayed by a 

given community (status function) and not in virtue of its physical features  

social objects category 

an entity that presupposes the existence of at least two agents engaged in some 

form of common activity and that does not have a clear status function attached to 

it  

Troche et al. (2014, 

2017) 

social interaction dimension the degree to which the word relates to relationships between people  

morality dimension 
the degree to which the word relates to morality, rules, or anything that governs 

one’s behaviour  

Vargas and Just 

(2020) 
social content dimension 

the degree to which the concept involves social interaction or self-perception as 

affected by social interaction  

Villani et al. (2019) 

social 

metacognition 
dimension how much others were needed to understand the meaning of the word  

social valence dimension the degree to which the concept evokes social circumstances  

Villani et al. (2021) 

pure institutional 

objects 
category entities constituted by formalized rules in a social framework 

meta-institutional 

objects 
category 

concepts that are necessary to define the content of institutions but are not defined 

by those institutions 
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Zahn et al. (2007) 

behaviour 

descriptiveness 
dimension how well a word describes a detailed specific set of social behaviours of persons  

social category 

breadth 
dimension how many different kinds of social behaviours of persons a word can apply to  

Zhang et al. (2021) 
social semantic 

richness 
dimension 

the extent to which the word/sentence/narrative is related to interactions between 

people 

40



CHAPTER 2. SOCIALNESS AND CONCEPT REPRESENTATION 

Following a review of the material presented in Table 1, we suggest that there are two 

distinct emerging approaches to the construct of socialness. On one hand, there are social 

measures designed to capture contextual information, such as the degree to which a word 

meaning evokes a set of social circumstances (Villani et al., 2019), or whether it applies to 

social as opposed to individual contexts (Arioli, Basso, et al., 2021). On the other hand, there 

are measures probing specific social features of word meaning such as the scale of 

interaction/number of agents implicated (Lin et al., 2015) and the degree to which a referent 

has human-like intentions, plans, or goals (Binder et al., 2016). This distinction might reflect 

different representational frameworks for meaning such as those based on features/similarity 

and those based on association (Crutch et al., 2007; Crutch & Warrington, 2005), and it could 

be an important avenue for future research into the mechanisms by which socialness is 

attributed to concepts. However, the heterogeneity in definitions across this set of studies is 

striking, highlights theoretical inconsistencies, and hinders our ability to compare findings 

across studies. Certainly, it imposes grave limitations on the conclusions that can be made 

presently about socialness as a neurobiologically and/or behaviourally relevant principle. 

We argue that, to further progress theory, the field must first establish a clearer working 

definition of socialness. Further, the field would be advanced if large-scale norms of rated 

socialness were available, much as they have been made available for thousands of words for 

semantic variables like concreteness (Brysbaert et al., 2014), emotional valence (Warriner et 

al., 2013) and others. We believe this can best be achieved, at least initially, by adopting a 

broad definition of socialness. To aid this endeavour, we recently obtained ratings for 8,388 

English words by asking participants to rate socialness according to the following definition 

(Diveica et al., 2022):  

the extent to which each word has social relevance by describing or referring 

to a social characteristic of a person or group of people (e.g., ‘trustworthy’), a 

social behaviour or interaction (e.g., ‘to fight’), a social role (e.g., ‘teacher’), 

a social space (e.g., ‘pub’), a social institution (e.g., ‘hospital’) or system (e.g., 

‘nation’), a social value (e.g., ‘righteousness’) or ideology (e.g., ‘feminism’), or 

any other socially-relevant concept.  

To our knowledge, the resulting norms are the largest set of openly available word 

socialness ratings. We believe that employing an inclusive definition was a crucial next step 

for understanding the construct of socialness. This allowed us to test the extent to which 

socialness is reliably perceived as a broad construct, and as applicable to various types of 
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words/parts of speech. Initial explorations of the ratings reveal that, when broadly defined, 

socialness ratings have good reliability and validity. We have begun exploring to what extent 

these new socialness ratings capture aspects of word meaning that are distinct from those 

measured via other semantic variables, such as concreteness and emotional valence (see Figure 

1). Results showed that socialness is negatively correlated with concreteness (Brysbaert et al., 

2014), but also that the two variables share only a modest 10% of variance. Another key 

observation was that words rated as high in socialness spanned the entire concreteness 

dimension, from concrete concepts like people and festival to abstract ones like democracy and 

cooperate. As might be expected (Troche et al., 2014), socialness was positively associated 

with valence extremity measured as the absolute difference between the valence rating and the 

neutral point of the original valence scale (Warriner et al., 2013), but it shared only 4.8% of 

variance. We provide more extensive description and exploration of the socialness norms in 

Diveica et al. (2022) but, in summary, our preliminary analyses indicated that this socialness 

measure captures a distinct psycholinguistic construct. 
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Figure 1. The relationship between socialness ratings (Diveica et al., 2022) and concreteness 

ratings (Brysbaert et al., 2014) for 8,388 English words is illustrated and highlighted 

by the loess line. The colour of the dots represents valence (Warriner et al., 2013) 

extremity – the darker the colour, the more valenced the word. The density distributions 

of the socialness and concreteness dimensions are plotted on the top and right of the 

graph, respectively. The graph shows that words with high mean socialness ratings span 

the entire concreteness dimension, and that the socialness measure captures information 

distinct from valence. 

 

5. Conclusions and future directions 

The research we have reviewed here suggests that socialness, broadly construed, is a dimension 

of word meaning that can be distinguished from other dimensions such as concreteness and 

valence. Moreover, there is some evidence that socialness is reflected within the organisation 

of neural systems that support semantic processing. It remains to be seen whether this is 
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indicative of social words being a distinct type, or whether socialness is just one of many 

dimensions that define a unified domain-general semantic space. At present, there remain two 

key shortcomings in this exciting area of research. First, researchers need to begin agreeing on 

terms and definitions of ‘socialness’ so that we are better able to compare theories and evaluate 

evidence in support of them (Gray, 2017). Second, there is very little research on the 

behavioural consequences of socialness and behavioural relevance is, of course, a gold standard 

for psychological theory. In terms of refining models of semantic representation, we believe 

that there are four key avenues for future research, and they have been made possible by the 

availability of the new socialness ratings (Diveica et al., 2022) described above. We will outline 

these research questions in the paragraphs below. 

First, there are testable predictions that can be derived from WAT and other multiple 

representation theories. For instance, WAT proposes that social experience is key to learning 

and representing abstract concepts (Borghi et al., 2019). In line with this proposal, one could 

predict that (i) socialness facilitates the acquisition of abstract words, (ii) socialness contributes 

to the acquisition of abstract words more than to that of concrete words and (iii) abstract words 

are associated with more social content than are concrete words. In addition, WAT proposes a 

close link between linguistic and social experience. Consistent with this, Villani et al. (2019)  

found that, in a sample of abstract words, the more the words evoked social circumstances, the 

more they relied on auditory experiences, and on mouth motor system activation. These 

relationships could be further evaluated to understand how linguistic and social information 

jointly support acquisition and representation of abstract words.  

Second, Diveica et al. (2022) characterized socialness in a broad and inclusive way and 

found this to be a useful and meaningful starting point. However, subsequent research is needed 

to more thoroughly explore the nature of the information captured by the socialness dimension 

and to evaluate whether there are important distinctions that it does not capture. In future 

research it will be helpful to consider narrower definitions to explore whether there are clusters 

or subtypes of social words. Moreover, it remains to be seen what aspects of the social 

experience, such as those measured by the more specific socially-relevant dimensions listed in 

Table 1, are most related to lexical-semantic processing, in terms of both behaviour and brain. 

It is possible that there are sub-types of social words that rely on different kinds of information. 

To some degree, this could mirror the more general concrete-abstract distinction, possibly in 

terms of how concepts rely differentially upon qualitatively different representational 

frameworks, such as those based on features/similarity and those based on association (cf., the 

proposal outlined by Crutch and Warrington in Crutch et al., 2007; Crutch & Warrington, 
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2005). For example, Roversi et al. (2013) investigated the properties associated with two 

potential sub-types of social concepts. They found that “social objects” (defined in Table 1), 

such as choir, elicited mainly contextual situations (e.g., concert), while institutional artefacts, 

such as marriage, evoked a higher proportion of normative relations (e.g., commitment). 

Further, the abstract-concrete distinction was more marked for social objects compared to 

institutional artefacts. Social objects that are concrete were associated with thematic/situational 

relations, while those that are abstract elicited more mental associations. In a related study, 

Villani et al. (2021) proposed a further distinction between pure institutional concepts (e.g., 

marriage) that relied more on exteroceptive information, and meta-institutional concepts (e.g., 

duty) for which interoceptive, affective and metacognitive information was more important. 

Future research that applies a data-driven approach across a large sample of abstract and 

concrete words will shed light on more specific socialness constructs and the way in which 

individual social word meanings potentially cluster together into sub-types.  

Third, there are several implications for neuroimaging research into the representation 

of social concepts, and we have some recommendations. Now that large-scale socialness 

ratings are available and their independence from measures of concreteness and emotional 

valence has been more firmly established (Diveica et al., 2022), researchers are better 

positioned to comprehensively disentangle the neural correlates of socialness from other 

semantic variables. Indeed, right across the line of neuroimaging research reviewed in Part B, 

there is a need for greater integration of the kind of property generation, feature rating and 

behavioural research we reviewed in Part A. It will be instrumental for driving the next set of 

key questions, including those regarding the neural correlates of different types of concepts, 

and a putative privileged status afforded by socialness (Binney & Ramsey, 2020). At present, 

there is a lack of clear evidence in favour of an absolute boundary between social concepts and 

other types of concepts, and this suggests that there is going to be considerable overlap in the 

systems that represent them (Binney, Hoffman, et al., 2016; Rice et al., 2018). In this case, it 

will be important to use experimental designs and analytical techniques that allow for detecting 

more graded distinctions. To date, socialness has only been explored using univariate, 

magnitude-based approaches, whereas information-based approaches, including multivariate 

pattern analysis and repetition suppression paradigms, will be essential, particularly for 

understanding overlapping activation, which could reflect either shared processes, or tightly 

yet separately packed cognitive functions that only dissociate when investigated at higher 

spatial resolutions (Henson, 2006; Humphreys et al., 2020). Moreover, a key methodological 

determinant for obtaining a complete picture of the neural basis of social concepts will be the 
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use of neuroimaging techniques that maximise the signal obtained from across the entirety of 

key brain regions. This includes the anterior temporal lobe, of which some subregions are 

invisible to standard fMRI (Balgova et al., 2021; Binney, Hoffman, et al., 2016; Embleton et 

al., 2010). 

Fourth, it is worth noting that concepts are not static and that their representation 

depends on ongoing task contexts as well as prior experience (Pexman, 2020; Yee & 

Thompson-Schill, 2016). For example, it has been shown that concepts are to some degree 

influenced by culture and the language spoken (Malt & Majid, 2013; Thompson et al., 2020). 

Given that cultural environments are intrinsically linked to our social experiences, social 

concepts might be particularly susceptible to cultural influences. Moreover, a variety of 

socially relevant characteristics (e.g., race, gender) impact our social experiences, which can 

consequently lead to between-individual variability in the representation of social concepts. In 

line with this, Mazzuca et al. (2020) showed that the features participants associated most 

strongly with the social concept gender depended on their gender identity and sexual 

orientation. This potential variability could be investigated in future research and might 

manifest in various ways. For instance, some abstract words, including those high in social 

content, might place greater demands upon cognitive control processes because their exact 

meaning is dependent on context. This might be reflected in differential engagement of regions 

associated with controlled semantic selection and retrieval, such as the left inferior frontal 

gyrus (IFG; for related discussions, see Diveica et al., 2021; Hoffman et al., 2015; Hoffman & 

Tamm, 2020). Consistent with this, some individual neuroimaging studies reported greater 

activation of semantic control regions (the IFG) during the processing of social, as compared 

to non-social words/sentences (Binney, Hoffman, et al., 2016; Mellem et al., 2016; also see 

Satpute et al., 2014). In addition, there is some limited behavioural evidence that implicit 

semantic processing of social words compared to non-social words slows reaction times in a 

Stroop task in adults (Arioli, Basso, et al., 2021) and in a selective attention task in children 

(Pérez-Edgar & Fox, 2007), indicating a greater demand for cognitive control. However, more 

research is needed to understand what task contexts and concept features might drive an 

increased need for regulatory mechanisms when processing social concepts.  

In summary, in the present paper we have outlined the ways in which two different 

literatures have explored the idea that social concepts might be a special type and have offered 

suggestions for integrating and advancing these research efforts. Further, we presented initial 

psycholinguistic explorations of a new and openly available set of socialness ratings for over 

8,000 words (for a detailed description, see Diveica et al. 2022). These suggest that socialness 
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is indeed a distinct aspect of word meaning, and one that should be incorporated in theories of 

semantic representation. Social words, like manner, gentleman, and refuse, convey information 

about our relationships with people, and inform our understanding of their actions. Socialness 

gives words salience and gives meaning to the interactions and events that make up sources 

like Pride and Prejudice, and that occur in the personal and interpersonal complexities of our 

everyday lives. 
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Abstract 

It has been proposed that social experience plays an important role in the grounding of 

concepts, and socialness has been proffered as a fundamental organisational principle 

underpinning semantic representation in the human brain.  However, the empirical support for 

these hypotheses is limited by inconsistencies in the way socialness has been defined and 

measured. To further advance theory, the field must establish a clearer working definition, and 

research efforts could be facilitated by the availability of an extensive set of socialness ratings 

for individual concepts. Therefore, in the current work we employed a novel and inclusive 

definition to test the extent to which socialness is reliably perceived as a broad construct, and 

we report socialness norms for over 8000 English words, including nouns, verbs and adjectives. 

Our inclusive socialness measure shows good reliability and validity, and our analyses suggest 

that the socialness ratings capture aspects of word meaning which are distinct to those 

measured by other pertinent semantic constructs, including concreteness and emotional 

valence. Finally, in a series of regression analyses, we show for the first time that the socialness 

of a word's meaning explains unique variance in participant performance on lexical tasks. Our 

dataset of socialness norms has considerable item overlap with those used in both other 

lexical/semantic norms and in available behavioural mega-studies. They can help target 

testable predictions about brain and behaviour derived from multiple representation theories 

and neurobiological accounts of social semantics. 
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1. Introduction 

Conceptual knowledge is the foundation of our complex interactions with the environment, 

bringing meaning to the objects, words and social agents we encounter. A major challenge for 

the cognitive sciences is therefore to characterise how meaning is represented in the brain. Of 

particular interest has been the issue of how the mental representations of concepts become 

connected to their referents, termed the symbol grounding problem (Harnad, 1990; Searle, 

1980). Within multiple representation accounts of semantic processing, concepts are mapped 

to the world, or grounded, by being directly represented within the neural systems 

underpinning multiple experiential channels such as perception, action, emotion, language and 

cognition (Borghi et al., 2018; Kiefer & Harpaintner, 2020). Sensorimotor systems are 

particularly important for grounding concrete concepts such as festival and politician. In 

contrast, abstract concepts like romance and democracy cannot, by definition, be directly 

experienced through the senses, and may thus rely to a greater degree on other types of 

information, such as affective (Fingerhut & Prinz, 2018; Kousta et al., 2011), introspective 

(Shea, 2018) and linguistic experience (Borghi et al., 2019; Dove, 2018). Further, there is 

growing recognition that there are different types of abstract concepts which depend to varying 

extents on these manifold sources of information (Harpaintner et al., 2018; Villani et al., 2019) 

and which elicit different patterns of behavioural responses in lexical-semantic tasks (Muraki 

et al., 2020).   

Recently, there has been a rise in interest concerning the role that social experience 

plays in the acquisition and representation of concepts. Indeed, there are proposals in which 

social interaction and social context are pinpointed as a key source or mechanism for grounding 

that may be particularly important for the representation of abstract concepts (Barsalou, 2020; 

Borghi et al., 2019). For instance, Barsalou (2020) proposed that the social environment (e.g., 

agents, social interaction, culture) provides one form of grounding, in addition to that afforded 

by perceptual modalities, both of which are distinguished from the body, and the physical 

environment. Likewise, Borghi et al. (2019) argued that both social interactions and linguistic 

inputs are crucial for the acquisition of abstract concepts (also see Borghi & Binkofski, 2014). 

In Pexman et al. (2021), we have reviewed these theoretical perspectives as well as two parallel 

sets of empirical literature which provide some evidence for socialness being a key principle 

underpinning semantic representation. For example, property generation and feature ratings 

studies found that social semantic content, or socialness, helps distinguish concrete from 

abstract concepts (Barsalou & Wiemer-Hastings, 2005; Troche et al., 2014; Wiemer-Hastings 

50



CHAPTER 3. QUANTIFYING SOCIALNESS 

& Xu, 2005) and even different sub-types of abstract concepts (Harpaintner et al., 2018; Villani 

et al., 2019). In parallel, a set of neuroimaging studies have found that words high in socialness 

are associated with differential patterns of brain activation during semantic processing (e.g., 

Arioli et al., 2021; Binney et al., 2016; Mellem et al., 2016; Rice et al., 2018; Wang et al., 

2019; for another review, also see Conca et al., 2021). Some authors have argued for a special 

status of social concepts over other types of concepts, and have suggested that socialness may 

even be a fundamental driver behind the functional organisation of the semantic system (Lin 

et al., 2018; Ross & Olson, 2010; Simmons et al., 2010; Zahn et al., 2007). These studies were 

all based on limited word samples, but they provide some evidence that social words might be 

a distinct type of concept, in line with proposals of some multimodal (e.g., Borghi et al., 2018; 

Kiefer & Harpaintner, 2020) and neurobiological models (e.g., Olson et al., 2013) of 

conceptual processing.  

These theories are nascent and there are many outstanding questions about the nature 

and extent of the contribution that socialness makes to semantic representation. One 

fundamental question is whether socialness is a behaviourally relevant principle as indexed, 

for example, by its ability to account for variance in performance on lexical-semantic tasks. 

However, the extant empirical support is limited by the way socialness has been defined and 

measured. To our knowledge, the largest source of openly available socialness norms was 

compiled by Troche et al. (2017) and includes social interaction ratings for 750 English nouns. 

Another dataset collected by Binder et al. (2016) includes ratings for 434 nouns, 62 verbs, and 

39 adjectives on four socially-relevant dimensions labelled social, communication, human and 

self. Thus, the scale and scope (i.e., the syntactic classes of words) at which socialness has been 

explored has been limited to date. Moreover, socialness as a construct has been defined 

variably in terms of behavioural descriptiveness, and there is no consensus on the criteria that 

differentiate social from non-social concepts. The heterogeneity in definitions is summarised 

by Pexman et al. (2021); some researchers have measured socialness as, for example, the 

degree to which a word’s meaning refers to relationships between people (Troche et al., 2014, 

2017), to social as opposed to individual contexts (Arioli, Basso, et al., 2021), or to the 

relationship between self and others (Crutch et al., 2012), and socialness has also been defined 

as how well words describe social behaviour (Zahn et al., 2007). This variability in the 

operationalisation of socialness hinders our ability to compare findings across studies and glean 

a broader understanding of the contribution made by socialness to conceptual representation in 

the brain, and its behavioural consequences. Thus, we argue that to further progress theory, the 

field must first establish a clearer working definition of socialness. 
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Moreover, many of these past studies employed socialness definitions that emphasise 

specific aspects of social experience (Pexman et al., 2021). These narrow definitions might 

neglect important aspects of our highly complex interactions with the social environment. 

Thus, taking a crucial next step for understanding the construct of socialness, we aimed to 

collect ratings using an inclusive definition designed to capture all manner of features that are 

deemed to be socially relevant. This allowed us to test the extent to which socialness is reliably 

perceived as a broad construct. Relatedly, our socialness definition can be equally applied to a 

wide range of words, from nouns like those referring to social roles (e.g., lawyer) or institutions 

(e.g., government), to verbs like to befriend, and adjectives like trustworthy. This broad and 

inclusive definition can be used as a starting point for future studies exploring more fine-

grained aspects of the socialness construct.  

In summary, the aims of the present study were as follows: 1) collect socialness ratings 

for a large set of English words to provide a useful resource for future research endeavours; 2) 

use an inclusive definition to assess the extent to which socialness is reliably perceived as a 

broad construct; 3) explore to what extent these new socialness ratings capture aspects of word 

meaning that are distinct from those measured via other related semantic variables, such as 

concreteness and emotional valence, and 4) test whether socialness is a behaviourally relevant 

construct.  

2. Methods 

2.1.  Participants 

Participants were recruited via the online platform Prolific (https://www.prolific.co/). 

Responders were restricted to those who self-reported being fluent in English and having no 

language disorders. A total of 605 participants (359 male, 240 female, six unspecified, Mage = 

29.44 years, SDage = 10.6) completed the study. Participants completed the rating task in 34 

minutes on average and were compensated with GBP £4. Following exclusions (see below), 

the final sample consisted of 539 participants, with ages ranging from 18 to 76 years (M = 29.7; 

SD = 10.67). Of the participants, 216 (40.07%) were female, 317 (58.81%) male and six 

(1.11%) unspecified. English was the first language for 273 (50.65%) participants. Of the 

remaining 266 (49.35%) participants, 111 self-reported as being proficient in English, 124 

advanced and 31 beginner/intermediate. A total of 185 (34.32%) participants were 

monolingual, while the remaining 354 (65.68%) reported speaking more than one language. 
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2.2.  Stimuli  

The stimuli were 8948 words, including 5569 nouns, 1343 verbs, 2009 adjectives, and 26 other 

parts of speech (based on the dominant part-of-speech norms in Brysbaert et al., 2012) 1. We 

compiled our stimulus set from two sources: the Calgary Semantic Decision Project (Pexman 

et al., 2017) and Brysbaert et al. (2014)’s dataset of concreteness ratings. Ratings on emotion 

dimensions (valence, arousal, dominance) from Warriner et al. (2013) and on concreteness 

from Brysbaert et al. (2014) are available for all of the words included and the selected words 

span the entire continuum of these dimensions. In addition, we specifically selected these 

words so that there would be considerable overlap with behavioural mega-studies and other 

theoretically important psycholinguistic dimensions, some of which were used in analyses 

reported below, whereas others might be of interest in future research (e.g., Calgary Semantic 

Decision Project (Pexman et al., 2017), the Lancaster Sensorimotor Norms (Lynott et al., 

2020), the Glasgow norms (Scott et al., 2019), word association norms (De Deyne et al., 2019), 

word prevalence norms (Brysbaert et al., 2018)).  

We used 30 of the 8,948 words as a set of control items which were to be presented to 

every participant and used during the data cleaning process (see below). These words were 

selected based on the ratings received in a pilot study (N = 36 participants) that was run to 

obtain an initial assessment of whether participants understand the task instructions and, in 

particular, the description of the inclusive socialness measure, and whether they provide 

reliable ratings (for a detailed description, see Section S1 of Supplementary Materials). Control 

words were selected to vary in the mean pilot socialness ratings, as well as in their concreteness 

(Brysbaert et al., 2014) and valence ratings (Warriner et al., 2013).  

In addition to the 8948 words, we selected 12 practice words to be rated before the main 

ratings task so that participants could become familiar with the task requirements. We selected 

practice words that vary in concreteness (Brysbaert et al., 2014) and valence (Warriner et al., 

2013), and that span the whole range of the social interaction dimension as measured by Troche 

et al., (2017) to ensure that participants practised both items with high and with low socialness 

ratings.  

We used Qualtrics software (Qualtrics, 2020) to create two questionnaires for 

presentation to participants. To facilitate efficient Qualtrics processing, we divided the 8918 

words into two lists of 4459 words from which each participant saw a random subset. These 

 
1Note that part-of-speech information was not available for one word: hip hop. 
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lists were equated for letter length, frequency (log subtitle frequency; Brysbaert & New, 2009), 

concreteness (Brysbaert et al., 2014) and valence (Warriner et al., 2013) to control for the 

probability of selecting words with different characteristics from each list. The control words 

were then added to both lists, resulting in two questionnaires each with 4489 words.  

2.3.  Procedure 

The word stimuli were presented using Qualtrics (2020) and linked to the Prolific online 

recruitment platform (www.prolific.co). Following the consent form, a demographics survey 

and instructions, participants rated the 12 practice words, then proceeded to rate the main set 

of items. Each participant rated 370 words randomly selected from one of the two item lists, 

plus the 30 control words. The control words were randomly intermixed with other items. The 

full instructions given to participants are presented in Section S2 of supplementary materials. 

In short, the participants were asked to rate the degree to which the words’ meaning has social 

relevance by describing or referring to the following: 

 a social characteristic of a person or group of people, a social behaviour or 

interaction, a social role, a social space, a social institution or system, a social 

value or ideology, or any other socially-relevant concept.  

Participants provided their answers using a seven-point Likert scale presented horizontally 

below each word. In addition, there was an “I don’t know the meaning of this word” option. 

There were 25 words presented per page. We collected data until we obtained at least 25 ratings 

per word. 

2.4.  Data cleaning 

In total, we collected 241,575 observations. The data cleaning pipeline involved sequentially 

implementing several techniques consistent with recommendations for identifying careless or 

insufficient effort responders (Curran, 2016) and computer-generated random responding 

(Dupuis et al., 2019), as well as other data cleaning procedures used in previous word norming 

studies (Brysbaert et al., 2014; Pexman et al., 2019; Warriner et al., 2013). First, we removed 

data from participants if they completed less than 33% of the ratings task (n = 0), responded 

with “I don’t know the meaning of this word” for more than 25% of items (n = 8) and provided 

the same rating for more than 25 words in a row (n = 17). Next, we examined each participant’s 

ratings of the 30 control words and generated correlations with the mean ratings of those words 

obtained in the pilot study. We removed data from 36 participants with a correlation coefficient 

less than .20. We then computed the correlation between each participant’s ratings and the 
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mean ratings of all other participants. We deleted data from five participants with a correlation 

coefficient less than .10. Finally, if more than 15% of raters reported not knowing a particular 

word, we removed those words from the analyses reported below. This led to the exclusion of 

560 words.  

The final dataset was comprised of 8388 words and 202,841 observations, of which 

3542 were “I don’t know the meaning of this word” responses. Not taking into account the 

control words rated by all participants, each word in the final dataset had 21.92 valid ratings 

on average (SD = 1.68), ranging from 15 to 27 ratings. Overall, 7703 (91.83%) words had at 

least 20 valid ratings. 

2.5.  Data analysis overview 

Data pre-processing, analysis and visualisation was accomplished using R version 3.6.1 

(RStudio Team, 2020). We first computed descriptive statistics for the socialness ratings and 

assessed their reliability. Then, to begin to explore the nature of the information captured by 

the socialness dimension and characterize its relationship with other pertinent psycholinguistic 

constructs, we computed the zero-order correlations between the mean socialness ratings and 

a variety of lexical and semantic properties of the words. Next, we conducted a series of 

hierarchical regression analyses to examine whether the socialness measure is related to 

behaviour in lexical tasks, using behavioural responses from the English Lexicon Project (ELP) 

lexical decision task (Balota et al., 2007) and the English Crowdsourcing Project (ECP) word 

knowledge task (Mandera et al., 2020). The LDT outcome variables quantify the speed and 

accuracy with which participants could distinguish between words and non-word letter strings. 

The ECP RT outcome variable measures the speed with which participants could recognize a 

word as known to them, while the percentage of participants reporting not knowing a word 

(henceforth proportion unknown) is a measure of word prevalence. We selected these tasks 

because they require only a fairly shallow level of semantic access (Muraki et al., 2020) and 

thus provide a conservative test of the relationship between this measure and lexical semantic 

processing. In addition, in both of these tasks, all word stimuli received the same behavioural 

response (“word” in the ELP LDT, or “I know that word” in the ECP) unlike, for instance, 

semantic decision tasks (e.g., Pexman et al., 2017) which involve different responses for 

different types of words. All predictor variables were mean-centred and we used reaction times 

standardized as z-scores because these reduce the influence of individual differences on overall 

processing speed (Faust et al., 1999).  
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3. Results 

3.1. Descriptive statistics 

The raw data and resulting socialness ratings are provided on the Open Science Framework 

(OSF) project page (available at: https://osf.io/2dqnj/). The socialness ratings have a unimodal 

distribution with a mean of 3.63 (SD = 1.24) (Figure 1a). More descriptive statistics for the 

mean ratings are provided in Table 1 and the distribution of ratings as a function of part of 

speech is depicted in Figure 1b. The ratings have an average standard deviation of 1.85 (SD = 

0.35) and participants provided more consistent responses at the extremes of the scale (Figure 

1c). Examples of words at the extremes of the socialness dimension are given in Table 2. Words 

like friendship, people and sociable received high socialness values, while words like 

avalanche, millimeter and hemoglobin received low socialness ratings, suggesting good face 

validity. 

 

Table 1. Descriptive Statistics for Socialness Ratings for 8388 Words. 

Descriptive Statistic 
Value 

Mean 3.63 

Median 3.57 

Standard Deviation 1.24 

Minimum 1.05 

Maximum 7.00 

1st Quartile 2.62 

3rd Quartile 4.58 

Skewness 0.19 

Kurtosis -0.80 
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Table 2. List of words at the extremes of the socialness dimension. 

Highest-Rated Words Rating Lowest-Rated Words Rating 

friendship 7.00 eucalyptus 1.05 

socialize 7.00 horizontal 1.09 

relationship 6.96 crocodile 1.09 

people 6.90 sulfur 1.10 

romance 6.78 sleeve 1.17 

marriage 6.76 turbo 1.18 

socialism 6.75 cranberry 1.18 

political 6.73 dragonfly 1.18 

family 6.72 hemoglobin 1.20 

teamwork 6.72 shark 1.21 

boyfriend 6.68 sunflower 1.21 

friend 6.68 sandpaper 1.22 

sociable 6.68 millimeter 1.22 

sisterhood 6.67 avalanche 1.22 

mother 6.67 spinach 1.22 

democracy 6.65 airspeed 1.23 

togetherness 6.65 button 1.23 

sister 6.65 redwood 1.23 

festival 6.64 pistachio 1.24 

stepfather 6.64 birch 1.25 

humankind 6.62 haystack 1.25 

meeting 6.62 toothpaste 1.26 

parental 6.62 paprika 1.27 

befriend 6.61 cellophane 1.28 

chatty 6.61 magnolia 1.28 
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Figure 1. Distribution of socialness ratings. A. Histogram of socialness ratings for 8388 words; the dotted line represents the mean. B. Kernel 

density plot of ratings as a function of syntactic class. C. Standard deviation of ratings plotted against their respective mean rating, along 

with a loess line (in green) that highlights the functional relationship.
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3.2. Reliability and validity 

We first examined the reliability of the ratings by computing the one-way intra-class 

correlation coefficient (ICC) of all ratings using variances estimated via a random effects 

model with a global intercept and a random intercept per word (Brysbaert, 2019; Stevens & 

Brysbaert, 2016). We found an ICC of 0.9 which indicates good reliability of the mean 

socialness ratings. We further computed the split-half reliability for the 30 control words which 

were the only items in our dataset rated by all participants. We found a mean Spearman–Brown 

corrected split-half reliability of 0.998 (SD = 0.16) across 100 random splits, suggesting high 

reliability for the control items. 

We then examined the validity of the ratings by computing the correlations between the 

ratings observed here and the mean ratings collected in the pilot study (n = 60 words), as well 

as two previous related sets of social interaction norms collected by Binder et al. (2016) (n = 

258 words), and Troche et al. (2017) (n = 450 words). The current socialness ratings were 

strongly and positively correlated with the ratings collected in the pilot study (r = 0.97) and 

with the previous social interaction ratings collected by Binder et al. (2016) (r = 0.76) and 

Troche et al. (2017) (r = 0.76), suggesting good validity. 

3.3.  Correlations with lexical and semantic properties 

We examined the correlations between the socialness ratings and various lexical and semantic 

properties of the words. We included lexical dimensions in our analysis as previous work has 

shown that semantic content is not independent of the linguistic properties of words (Lewis & 

Frank, 2016; Reilly et al., 2012, 2017; Strik-Lievers et al., 2021). The lexical variables included 

letter length, orthographic Levenshtein distance (Yarkoni et al., 2008), phonological 

Levenshtein distance and frequency (log subtitle frequency; Brysbaert & New, 2009). To 

examine the proposed relationship between socialness and abstractness (Borghi et al., 2019), 

we included the following semantic variables that index sensorimotor experience: concreteness 

(Brysbaert et al., 2014), imageability (Cortese & Fugett, 2004; Schock et al., 2012), body-

object interaction (BOI; the ease with which a human body can physically interact with a 

word’s referent; Pexman et al., 2019), and sensory experience ratings (Juhasz & Yap, 2012). 

To assess the generalizability of the association between socialness and affective information 

reported in previous studies (Troche et al., 2014, 2017; Villani et al., 2019), we included in our 

analysis valence extremity (the degree to which the word evokes positive/negative feelings; 

this was measured as the absolute difference between the valence rating and the neutral point 
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of the original valence scale by Warriner et al., 2013), arousal (Warriner et al., 2013), and 

dominance (Warriner et al., 2013). Finally, to assess the relationship between the socialness 

ratings and linguistic experience, the semantic variables included semantic diversity (Hoffman 

et al., 2013), rating-based age of acquisition (AoA) (Kuperman et al., 2012), and a test-based 

AoA measure derived from Dale and O’Rourke (1981) and updated by Brysbaert and Biemiller 

(2017).  

These correlations revealed several interesting relationships that provide insight as to 

the nature of the word socialness measure (Figure 2; see Figure S1 for scatterplots). Socialness 

was negatively correlated with concreteness (r = –0.32), imageability (r = –0.18), and BOI (r = 

–0.17), which suggests that words with less social relevance are associated with more 

embodied sensorimotor information. In contrast, socialness ratings were positively correlated 

with valence extremity (r = 0.22) and arousal (r = 0.22), suggesting that social words tend to 

have more affective information.  
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Figure 2. Correlations between mean socialness ratings and lexical-semantic dimensions. Only 

correlations significant at p < .01 are shown. The strength and direction of the 

correlation coefficients are indicated by the colour and the numerical values.  For each 

variable of interest, the numbers of items in common with our socialness ratings are as 

follows: length, concreteness, valence, arousal and dominance: 8,388; log subtitle 

frequency: 8160; OLD and PLD: 8027; rating-based AoA: 8348; test-based AoA: 7321; 

imageability: 2680; BOI: 4038; SER: 2645. SER = sensory experience rating; BOI = 

body-object interaction; AoA = age of acquisition; PLD = phonologic Levenshtein 

distance; OLD = orthographic Levenshtein distance. 

 

3.4.  Relationships with performance on lexical tasks 

Next, we examined whether the socialness ratings are related to lexical-semantic processing 

using behavioural responses from the ELP LDT (Balota et al., 2007) and the ECP word 

knowledge task (Mandera et al., 2020). We conducted a series of item-wise hierarchical 

regression analyses in which we included other lexical and semantic predictors (that are 
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typically related to behaviour in lexical tasks) in order to isolate the unique relationships of 

socialness to standardized reaction times (RTs), ELP error rates and ECP proportion unknown. 

In the first step, we entered the control predictors letter length, frequency (Brysbaert & New, 

2009) and rating-based AoA (Kuperman et al., 2012). In the second step, we entered the 

semantic predictors: socialness, concreteness (Brysbaert et al., 2014), valence extremity 

(Warriner et al., 2013) and semantic diversity (Hoffman et al., 2013). We selected these other 

semantic predictors on the basis of multidimensional theories (e.g., Borghi et al., 2019) that 

highlight the simultaneous contribution of semantic variables derived from multiple sources, 

including linguistic (semantic diversity), sensorimotor (concreteness) and affective experience 

(valence extremity).  

There were 6926 items for which we had values for all variables of interest in the 

analysis predicting LDT performance. Descriptive statistics and zero-order correlations 

between all variables of interest from this dataset are reported in Supplementary Table S1. The 

statistical results are reported in Table 3 and the standardized coefficients are illustrated in 

Figure 3a. In this analysis, the control variables were all significant predictors of LDT latencies 

– RTs were faster for words that are shorter, more frequent and acquired earlier. There was 

significant improvement in model fit with the addition of the semantic variables, which 

collectively accounted for a further 0.61% of variance in LDT latencies. Of the semantic 

variables, only socialness and semantic diversity were significant predictors, with faster RTs 

for words with increased social relevance and for those encountered in more semantically 

diverse contexts. A similar pattern of results was observed when predicting LDT error rates. 

The control variables were all significant predictors, with fewer errors for words that are longer, 

more frequent and acquired earlier. There was significant improvement in model fit with the 

inclusion of the semantic variables, which accounted for an additional 0.56% of variance in 

LDT error rates. Socialness and semantic diversity were the only significant semantic 

predictors – error rates were lower for words with increased socialness and for those that are 

more semantically diverse.
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Table 3. Regression coefficients from item-level analyses predicting lexical decision task latencies and error rates (N = 6926). 

 
 zRTs  Error Rates 

Predictor 
 b SE t p sr2 R2 ∆R2  b SE t p sr2 R2 ∆R2 

Step1       0.51        0.21  

   Intercept  -0.25 0.003 -94.49 ***     0.06 0.001 70.97 ***    

   Length  0.05 0.001 35.6 *** 0.09    -0.01 < .001 -22.57 *** 0.058   

   Frequency  -0.15 0.005 -29.99 *** 0.064    -0.03 0.002 -19 *** 0.041   

   Age of Acquisition  0.04 0.001 26.91 *** 0.051    0.01 < .001 22.99 *** 0.06   

Step2       0.52 0.006       0.22 0.006 

   Intercept  -0.25 0.003 -95.06 ***     0.06 0.001 71.21 ***    

   Length  0.05 0.001 35.75 *** 0.089    -0.01 < .001 -21.5 *** 0.052   

   Frequency  -0.13 0.005 -23.9 *** 0.04    -0.03 0.002 -14.7 *** 0.024   

   Age of Acquisition  0.04 0.001 25.78 *** 0.046    0.01 0.001 22.31 *** 0.056   

   Socialness  -0.01 0.002 -4.73 *** 0.002    -0.003 0.001 -3.57 *** 0.001   

   Concreteness  < .001 0.004 0.02 0.984 0    0.002 0.001 1.7 0.088 0   

   Valence Extremity  0.01 0.004 1.83 0.067 0    -0.001 0.001 -0.64 0.525 0   

   Semantic Diversity  -0.07 0.01 -6.77 *** 0.003    -0.01 0.003 -3.54 *** 0.001   

Note. b represents unstandardized regression weights. SE represents the standard error of the regression weights. sr2 represents the semi-partial 

correlation squared. LDT lexical decision task. zRTs standardized reaction times. *p < .05; **p < .01; ***p < .00
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There were 7010 items for which we had values for all variables of interest in the 

analysis predicting performance in the ECP word knowledge task. Descriptive statistics and 

zero-order correlations between all variables of interest from this dataset are reported in 

Supplementary Table S2. The statistical results are reported in Table 4 and the standardized 

coefficients and illustrated in Figure 3b. In this analysis, the control variables were all 

significant predictors of response latencies – RTs were faster for words that are shorter, more 

frequent and acquired earlier. There was significant improvement in model fit with the addition 

of the semantic variables, which accounted for a further 0.78% of variance in recognition RTs. 

All semantic variables were significant predictors, with faster RTs for words with increased 

socialness, concreteness and valence extremity and for those encountered in more semantically 

diverse contexts. The control variables were all significant predictors of the proportion of 

people reporting not knowing a word, with words that are longer, more frequent and acquired 

earlier being more prevalent. There was significant improvement in model fit with the inclusion 

of the semantic variables, which accounted for an additional 0.83% of variance in ECP 

proportion unknown. Valence and semantic diversity were the only significant semantic 

predictors – words that are more valenced and encountered in more semantically diverse 

contexts were reported as known by more people. 
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Table 4. Regression coefficients from item-level analyses predicting ECP word knowledge task latencies and proportion unknown (N = 7010). 

 
 zRTs  Proportion Unknown 

Predictor  b SE t p sr2 R2 ∆R2  b SE t p sr2 R2 ∆R2 

Step1       0.4        0.23  

   Intercept  -0.53 0.001 -495.33 ***     0.013 < .001 69.57 ***    

   Length  0.01 0.001 19.37 *** 0.032    -0.002 < .001 -22.24 *** 0.055   

   Frequency  -0.06 0.002 -27.65 *** 0.065    -0.007 < .001 -19.99 *** 0.044   

   Age of Acquisition  0.01 0.001 25.28 *** 0.054    0.002 < .001 24.02 *** 0.064   

Step2       0.41 0.008       0.23 0.008 

   Intercept  -0.53 0.001 -498.44 ***     0.013 < .001 69.93 ***    

   Length  0.01 0.001 20.21 *** 0.034    -0.002 < .001 -21.67 *** 0.051   

   Frequency  -0.05 0.002 -22.07 *** 0.041    -0.006 < .001 -15.74 *** 0.027   

   Age of Acquisition  0.01 0.001 22.5 *** 0.043    0.002 < .001 22.38 *** 0.055   

   Socialness  -0.003 0.001 -3.6 *** 0.001    < .001 < .001 -0.31 0.754 0   

   Concreteness  -0.003 0.001 -2.04 * < .001    < .001 < .001 1.46 0.145 0   

   Valence Extremity  -0.01 0.001 -6.09 *** 0.003    -0.001 < .001 -3.52 *** 0.001   

   Semantic 

Diversity 

 
-0.02 0.004 -6.01 

*** 
0.003    -0.004 0.001 -5.89 

*** 
0.004   

Note. b represents unstandardized regression weights. SE represents the standard error of the regression weights. sr2 represents the semi-partial 

correlation squared. zRTs standardized reaction times. *p < .05; **p < .01; ***p < .001
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Figure 3. Standardized coefficient weights and 95% CIs for the second step of the hierarchical 

regression analyses predicting task outcome variables. A. Standardized beta 

coefficients for LDT RTs (blue) and errors (red). B. Standardized beta coefficients for 

ECP Word Knowledge Task RTs (blue) and the proportion of people reporting not 

knowing a word (red). 

 

4. Discussion 

Although some contemporary accounts (e.g., Barsalou, 2020; Borghi et al., 2019; Kiefer & 

Harpaintner, 2020) proffer a role for socialness in the organization and grounding of conceptual 

knowledge, many key questions remain about the nature of its contribution and its neural 

underpinnings. With the aim of facilitating future endeavours, in the present work we sought 
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to 1) collect socialness norms for a large set of words; 2) test the extent to which socialness is 

reliably perceived as a broad construct; 3) explore to what extent socialness captures a distinct 

aspect of word meaning compared to those measured by other lexical and semantic variables, 

and 4) assess whether socialness can account for variance in behavioural responses in lexical 

tasks. To this end, we compiled the largest set of socialness norms available to date by 

collecting ratings for a set of 8388 English words, including nouns, verbs and adjectives. The 

socialness ratings show high reliability, and this suggests that the construct is meaningful to 

participants even at the broad and inclusive level of description provided. Moreover, the 

validity of the socialness construct was confirmed by a strong correlation with ratings on two 

other social semantic dimensions (Binder et al., 2016; Troche et al., 2017), despite the distinct 

definitions employed. However, our socialness measure shared around 58% of its variance with 

each of these other ratings, possibly reflecting differences in participant characteristics or 

perhaps methodological choices such as our more inclusive definition which might capture 

some additional aspects of social experience. Subsequent research will be needed to more 

thoroughly explore the precise aspects of our interactions with the social environment that are 

captured by this inclusive socialness measure, such as those measured 

by more restricted definitions (for examples, see Pexman et al., 2021).  

 Our preliminary analyses provide some important initial insights into the nature of the 

socialness dimension. First, while low socialness words tend to be concrete, high socialness 

words span the entire concreteness continuum, from concrete concepts like mother, to more 

abstract ones like political. In line with previous reports of a negative association between a 

social interaction measure and modality-specific perceptual ratings (Troche et al., 2017), we 

found that words high in socialness tend to be more abstract and to rely less on sensorimotor 

information. However, the present findings further suggest that socialness does not relate to 

concreteness in a simple linear fashion. Although theories of conceptual representation have 

proposed that social concepts are a sub-type of abstract concepts (Borghi et al., 2019; Kiefer 

& Harpaintner, 2020), this finding highlights the need to better understand the contribution 

made by socialness beyond this extreme of the concreteness dimension. Second, we found that 

words with increased socialness tend to be more valenced and arousing. This is in line with 

findings that social and affective dimensions reduce to the same latent factor of a 

multidimensional semantic space (Troche et al., 2014, 2017; Villani et al., 2019). Importantly, 

while the socialness ratings are significantly correlated with all the lexical and semantic 

variables explored here, the associated effect sizes are modest and suggest that the socialness 
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measure captures a distinct aspect of word meaning. This is consistent with fMRI studies which 

found that the effect of socialness on brain activation during lexical-semantic processing is 

independent from that of a number of key semantic variables, namely imageability, 

concreteness, and valence, and suggest that socialness makes a unique contribution to semantic 

representation (Lin et al., 2018; Wang et al., 2019).  

Using regression analyses, we have demonstrated for the first time that socialness of 

word meaning is related to performance in lexical tasks. This is true even at the broad and 

inclusive level of description provided. Specifically, we found a facilitatory effect on 

behavioural performance in lexical decision and word knowledge tasks – increased socialness 

was associated with faster decision latencies in both tasks and with better accuracy in the LDT. 

Importantly, this was true after controlling for other semantic variables known to influence 

lexical-semantic processing, namely concreteness, valence and semantic diversity. Further, this 

was true even in lexical tasks that involve only shallow semantic processing, where there is a 

limited pool of variance to be explained by semantic predictors. This unique contribution of 

the socialness measure suggests that it captures important information about semantic 

representation and processing and is in line with previous research on semantic richness effects. 

Semantic richness refers to the phenomenon whereby responses to words that are associated 

with relatively more semantic information tend to be facilitated in lexical and semantic tasks 

by virtue of their richer representations that allow faster and more accurate retrieval of meaning 

(for a review, see Pexman, 2012). As such, increased socialness might enrich a word’s 

conceptual representation and, consequently, facilitate lexical decisions via stronger feedback 

from semantic to orthographic representations (Hino et al., 2002; Hino & Lupker, 1996). 

Furthermore, our results suggest that socialness contributes to processing alongside other 

meaning dimensions derived from multiple experiential channels including linguistic (i.e., 

semantic diversity), sensorimotor (i.e., concreteness) and affective experience (i.e., valence). 

This is consistent with theories claiming that conceptual representation is multidimensional in 

nature and that social experience may be one of the underlying semantic dimensions (e.g., 

Borghi et al., 2019).  

The ability of the semantic dimensions to explain variance in behavioural responses 

varied depending on the requirements of the task. While socialness and semantic diversity had 

a facilitatory effect on RTs in both tasks, concreteness and valence contributed to the word 

knowledge task, but not to the LDT. This is in line with research suggesting that conceptual 

representations are not stable across time and contexts; instead, the aspects of a word’s 

conceptual representation retrieved at any one point depend on the specific task/context 
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(Pexman, 2020; Yee & Thompson-Schill, 2016). Our pattern of findings may be explained by 

the fact that LDT only requires the retrieval of some indication that a word has meaning, such 

as that indexed by its association with a multiplicity of meanings (i.e., semantic diversity). In 

comparison, the word recognition task might require access to additional features of a word’s 

meaning, like those that tap into the richness of associated sensorimotor (i.e., concreteness) 

and emotional experience (i.e., valence extremity). It might also suggest that socialness does 

not contribute additional semantic features to enrich a word’s conceptual representation, but is 

more indicative of the general relevance or salience of its meaning. This might be consistent 

with our finding that the socialness of a word does not account for variance in the number of 

people who know its meaning. Relatedly, it has been observed that social stimuli are 

preferentially processed during free viewing of complex naturalistic scenes, to the extent that 

socialness competes with the physical saliency of stimuli (End & Gamer, 2017, 2019). 

However, future research is needed to better understand the nature of the contribution made by 

socialness to the semantic richness of concepts (see Muraki et al. (2019) for an example of how 

to approach examining the factor structure of semantic richness). Moreover, it is important to 

highlight that, while the words we encounter are typically embedded in rich linguistic contexts 

(e.g., sentences) that shape our understanding of individual words, the socialness ratings were 

generated based on words presented in isolation. Future research should address this limitation 

by moving away from single word processing and considering the lexical-semantic properties 

of connected text/speech.  

5. Conclusions 

In the present study, we compiled the largest set of openly-available socialness norms to date. 

We used an inclusive definition, found that it produced reliable ratings and, thereby, showed 

that socialness has meaning as a broad construct. An important avenue for future research is 

identifying the specific aspects of social experience that are most related to conceptual 

processing to refine our working definition of socialness. Further, our explorations suggest that 

socialness captures an aspect of word meaning that is distinct to those measured by other key 

semantic variables and notably, an aspect of meaning that is behaviourally relevant. Our study 

also provides some initial insights into the information captured by the socialness measure, but 

subsequent work will be needed on this matter, as well as its role and behavioural consequences 

across the lifespan, including during acquisition, retrieval and when the semantic system is 

impaired. Thus, the socialness norms described here will enable future research into the 

organization and grounding of conceptual knowledge, and can help target testable predictions 
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about brain and behaviour that can be derived from multiple representation theories (e.g., 

Borghi et al., 2019) and neurobiological accounts of social semantics (for an extensive 

discussion, see Pexman et al., 2021; also Binney et al., 2016; Binney & Ramsey, 2020; Diveica 

et al., 2021). 
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Abstract 

The contribution and neural basis of cognitive control is under-specified in many prominent 

models of socio-cognitive processing. Important outstanding questions include whether there 

are multiple, distinguishable systems underpinning control and whether control is ubiquitously 

or selectively engaged across different social behaviours and task demands.  Recently, it has 

been proposed that the regulation of social behaviours could rely on brain regions specialised 

in the controlled retrieval of semantic information, namely the anterior inferior frontal gyrus 

(IFG) and posterior middle temporal gyrus. Accordingly, we investigated for the first time 

whether the neural activation commonly found in social functional neuroimaging studies 

extends to these ‘semantic control’ regions. We conducted five coordinate-based meta-analyses 

to combine results of 499 fMRI/PET experiments and identified the brain regions consistently 

involved in semantic control, as well as four social abilities: theory of mind, trait inference, 

empathy and moral reasoning. This allowed an unprecedented parallel review of the neural 

networks associated with each of these cognitive domains. The results confirmed that the 

anterior left IFG region involved in semantic control is reliably engaged in all four social 

domains. This supports the hypothesis that social cognition is partly regulated by the 

neurocognitive system underpinning semantic control.  
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1. Introduction 

The ability to comprehend and respond appropriately to the behaviour of others is essential for 

humans to survive and thrive. A major challenge for the cognitive sciences, therefore, is to 

characterise how we understand others and coordinate our behaviour to achieve mutually 

beneficial outcomes, and what can cause this ability to break down (Frith, 2007). There is an 

indubitable requirement for systems that control, or regulate, the cognitive processes 

underpinning social interactions. This is because social interactions are intricate and fraught 

with the potential for misunderstandings and faux pas; first, the everyday social signals to 

which we are exposed are typically complex, often ambiguous and sometimes conflicting. This 

is compounded by the fact that the meaning of a given gesture, expression or utterance can 

vary across contexts (Barrett et al., 2011; Rodd, 2020). Moreover, once we have settled upon 

an interpretation of these signals, we are then faced with the additional challenge of selecting 

an appropriate response, and inhibiting others which might, for example, be utilitarian but 

socially insensitive or even damaging. In order to undergo social interactions that are coherent, 

effective and context-appropriate, we must carefully regulate both our comprehension of, and 

response to, the intentions and actions of others (Binney & Ramsey, 2020; Fujita et al., 2014; 

Gilbert & Burgess, 2008; Ramsey & Ward, 2020).  

Despite there being a wealth of literature describing executive functions involved in 

general cognition (Assem et al., 2020; Diamond, 2013; Duncan, 2010, 2013; Fedorenko et al., 

2013; Petersen & Posner, 2012), prominent models of socio-cognitive processing are under-

specified in terms of the contribution and neural basis of cognitive control mechanisms 

(Adolphs, 2009, 2010; Frith & Frith, 2012; Lieberman, 2007). For example, Adolphs (2010) 

only very briefly refers to cognitive processes involved in ‘social regulation’ and largely within 

the limited context of emotional regulation. Likewise, Frith and Frith (2012) refer to a 

“supervisory system” which has the characteristic features of executive control, but its 

functional and anatomical descriptions lack detail important for generating testable hypotheses. 

However, research into specific social phenomena, such as prejudice (Amodio, 2014; Amodio 

& Cikara, 2021) and automatic imitation (Cross et al., 2013; Darda & Ramsey, 2019) has 

recently begun to give the matter of cognitive control greater attention. Of particular interest 

has been the contribution of the domain-general multiple-demand network (MDN), a set of 

brain areas engaged by cognitively-challenging tasks irrespective of the cognitive domain 

(Assem et al., 2020; Duncan, 2010; Fedorenko et al., 2013; Hugdahl et al., 2015). MDN activity 

increases with many kinds of general task demand, including working memory load and task 
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switching, and it has been suggested that this reflects the implementation of top-down 

attentional control and the optimal allocation of cognitive resources to meet immediate goals 

(Duncan, 2010, 2013). The MDN is comprised of parts of the precentral gyrus, the middle 

frontal gyrus (MFG), the intraparietal sulcus (IPS), insular cortex, the pre-supplementary motor 

area (pre-SMA) and the adjacent cingulate cortex (Assem et al., 2020; Fedorenko et al., 2013), 

some of which have been implicated in controlled social processing such as, for example, 

working memory for social content (Meyer et al., 2012), social conflict resolution (Zaki et al., 

2010), inhibition of automatic imitation (Darda & Ramsey, 2019) and mental state inference 

or theory of mind (ToM) (Rothmayr et al., 2011; Samson et al., 2005; Van der Meer et al., 

2011). However, there are at least three key unresolved questions regarding the role of 

cognitive control in social cognition. First, it remains to be seen whether there could be 

multiple, distinguishable types of, and neural systems for, control. Second, it is unclear whether 

distinguishable control systems are necessary for all or only certain social abilities and, third, 

whether this engagement depends on specific task demands. Shedding light on these issues has 

the potential to generate important new hypotheses regarding social behaviour both in the 

context of health and injury/disease. 

It has recently been proposed that a relatively specialised form of cognitive control, 

termed semantic control, could be particularly important for social cognitive processing 

(Binney & Ramsey, 2020). This proposal argued that a semantic control system is required 

during social cognitive tasks to modulate the retrieval and selection of conceptual-level 

knowledge so that it is relevant to the situational context or the task at hand (Chiou et al., 2018; 

Jefferies, 2013; Lambon Ralph et al., 2017). The reasons why semantic control should be 

critical for social cognition are uncomplicated; we retain a vast amount of socially-relevant 

knowledge including knowledge about familiar people (Greven et al., 2016; Hassabis et al., 

2014), about the structure of and relationship between social categories and their associated 

stereotypes (Freeman & Johnson, 2016; Quinn & Rosenthal, 2012), and an understanding of 

abstract social concepts, norms and scripts (Frith & Frith, 2003; Van Overwalle, 2009). But 

only a limited portion of this information is relevant in a given social instance and it would be 

computationally inefficient to automatically retrieve it all. For example, there is no need to 

retrieve information about someone’s personality traits, or personal interests and hobbies, if 

the only task is to pick them out from within a crowd. Moreover, the types and the scope of 

information we need to retrieve to understand and respond appropriately to certain social 

signals change according to the context, and irrelevant information could potentially interfere. 

Therefore, semantic control should be essential for limiting potential social errors.  
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There is a growing body of convergent patient, neuroimaging and neuromodulation 

evidence that semantic memory retrieval engages the semantic control network (SCN) which 

comprises the anterior IFG and the posterior middle temporal gyrus (pMTG) (Badre et al., 

2005; Jackson, 2021; Noonan et al., 2010; Whitney et al., 2012). While the domain-general 

MDN is also engaged by semantic tasks, and particularly those with high control demands 

(Jackson, 2021; Thompson et al., 2018), there is evidence to suggest that both the anatomy of 

the SCN and MDN and their functional contributions to controlled semantic processing are 

distinct (Gao et al., 2021; Humphreys et al., 2017; Wang et al., 2018; Whitney et al., 2012). In 

particular, fMRI studies revealed that the mid- to posterior IFG (pars triangularis and pars 

opercularis), nodes of the MDN, increase activity in response to increased ‘semantic selection’ 

demands, a process that is engaged when automatic retrieval of semantic knowledge results in 

competition between multiple representations which must be resolved (for example, hearing 

the word bank might elicit retrieval of the concept of a riverside and a financial institution) 

(Badre et al., 2005; Nagel et al., 2008; Thompson-Schill et al., 1997). However, this mid- to 

posterior IFG region is also engaged by other non-semantic forms of response competition 

(Badre & Wagner, 2007; Dobbins & Wagner, 2005) and tests of inhibitory function such as the 

Stroop task (Huang et al., 2020; January et al., 2009; Nee et al., 2007). In contrast, activation 

of the anterior IFG (pars orbitalis) appears to be more selective to semantic control demands 

and driven specifically by an increased need for ‘controlled semantic retrieval’, a mechanism 

that is engaged when automatic semantic retrieval fails to activate semantic information 

necessary for the task at hand, and a further goal-directed semantic search needs to be initiated 

(Gold et al., 2006; Krieger-Redwood et al., 2015; Wagner et al., 2001).  

To date, there have been but a few neuroimaging investigations that have directly 

questioned the involvement of the SCN in social cognitive processing. Two recent fMRI 

studies compared activation during semantic judgements made on social and non-social stimuli 

and found that the IFG and pMTG were engaged by both stimulus types (Binney, Hoffman, et 

al., 2016; Rice et al., 2018). Further, Satpute et al. (2014) found that controlled retrieval, but 

not selection of social conceptual information engages the anterior IFG. However, we are not 

aware of any prior studies that attempt to examine the engagement of the SCN specifically 

during tasks that are commonly viewed as social in nature (e.g., ToM tasks). As a starting point, 

rather than conducting a novel individual experiment, the present study adopted a meta-analytic 

approach to extract reliable trends from large numbers of studies. Meta-analyses of functional 

neuroimaging data overcome the limitations of individual studies (Cumming, 2014; Eickhoff 

et al., 2012), which are frequently statistically underpowered (Button et al., 2013) and 
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vulnerable to effects of idiosyncratic design and analytic choices (Botvinik-Nezer et al., 2020; 

Carp, 2012) so that it becomes difficult to distinguish between replicable and spurious findings 

and to generalize the results. Our principal aim was to determine whether the distributed neural 

activation commonly associated with functional neuroimaging studies of social cognition 

extends to the neural networks underpinning semantic control (i.e., SCN and MDN). In order 

to localise the brain network sensitive to semantic control demands (i.e., semantic retrieval 

and/or selection), and then compare and contrast it to networks implicated in social cognition, 

we performed an update of Noonan et al.’s (2013) meta-analysis of semantic control (also see 

Jackson, 2021).  

We took the approach of investigating multiple sub-domains of social cognition in 

parallel because this should allow an assessment of the extent to which inferences are 

generalisable, rather than specific to certain types of social tasks and/or abilities. We chose to 

focus on four particular areas of research that target abilities frequently identified as key facets 

of the human social repertoire - ToM, empathy, trait inference, and moral reasoning 

(Lieberman, 2007; Van Overwalle, 2009) – and, for each, we conducted separate meta-analyses 

of the available functional imaging data to determine the brain regions consistently implicated. 

In the case of trait inference, this was the first neuroimaging meta-analysis to include studies 

that used stimuli other than faces (see Section 2, and also Bzdok et al., 2011, and Mende-

Siedecki et al., 2013, for contrasting approaches). In the other three cases, we performed 

updates of prior meta-analyses (Eres et al., 2018; Molenberghs et al., 2016; Timmers et al., 

2018).   

Further, we conducted an exploratory conjunction analysis aimed at identifying brain 

areas reliably implicated in all four social sub-domains and, thus, a core network for social 

cognitive processing (Bzdok et al., 2012; Schurz et al., 2020; Van Overwalle, 2009). We 

hypothesised that this core network would include parts of the MDN and the SCN. It is of note 

that, across all four social sub-domains, we took a different approach to study inclusion and 

exclusion criteria than that taken by some prior meta-analyses of general social cognition (Van 

Overwalle, 2009). In particular, we excluded studies investigating processes associated 

primarily with the self because social cognition is, although perhaps only in the strictest sense, 

about understanding other people. We also excluded studies in which tasks could be completed 

based on relatively simple perceptual processing and without a need for deeper cognitive and 

inferential processes (e.g., emotion discrimination tasks, automatic imitation). This was done 

in an attempt to constrain our inferences to be about the neurobiology underpinning cognitive 
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rather than primarily perceptual social processes (for further detail on this distinction, see 

Adolphs, 2010; and Binney & Ramsey, 2020).  

Finally, as a secondary aim, the present study used the meta-analytic approach to assess 

whether there are differences in the neural networks engaged by implicit and explicit social 

processing (also see Dricu & Frühholz, 2016; Eres et al., 2018; Fan et al., 2011; Molenberghs 

et al., 2016; Timmers et al., 2018; Van Overwalle & Vandekerckhove, 2013). This was aimed 

at addressing a pervasive distinction in the social neuroscientific literature between automatic 

and controlled processes (Adolphs, 2010; Happé et al., 2017; Lieberman, 2007), and followed 

an assumption that implicit paradigms engage only automatic processes, whereas controlled 

processes are recruited during explicit paradigms (Sherman et al., 2014). Automatic processes 

are described as unintentional, effortless, and fast, whereas controlled processes are deliberate, 

effortful, and thus slower (Lieberman, 2007; Shiffrin & Schneider, 1977). Some authors have 

argued that automatic and controlled social processes are mutually exclusive of one another 

and draw upon distinct cortical networks, with the former engaging lateral temporal cortex, the 

amygdala, ventromedial frontal cortex and the anterior cingulate, and the latter engaging lateral 

and medial prefrontal and parietal cortex (Forbes & Grafman, 2013; Lieberman, 2007). 

However, these dual-process models have been criticised for over-simplifying both the 

distinction and the relationship between automatic and controlled processes (Amodio, 2019; 

Cunningham & Zelazo, 2007; Ferguson et al., 2014; Fidler & Hütter, 2014; Fujita et al., 2014; 

Melnikoff & Bargh, 2018). An alternative proposal, that we describe above, makes a different 

distinction - one between representation and control. This neurocognitive model proposes that 

social processing relies on a single-route architecture wherein the degree to which cognitive 

processing has certain attributes (e.g., speed or effort) does not reflect one system versus 

another. Instead, it is proposed that it reflects the degree to which the control system needs to 

exert influence, upon otherwise automatic activation within the representational system, in 

order to meet the demands of a task in an appropriate and efficient manner (Binney & Ramsey, 

2020; Jefferies, 2013). If the dual route model is correct, explicit but not implicit social 

paradigms should differentially engage brain regions associated with cognitive control 

demands, including the SCN and MDN. If the single-route model is correct, then there should 

be no qualitative difference in terms of the network of regions activated by implicit paradigms 

(ergo automatic processing) and explicit paradigms (ergo controlled processing), although 

there may be differences in the magnitude of regional activation. 

To summarise, the aims of the present study were as follows: 1) explore the 

involvement of domain-general control systems in social cognition; more specifically, 
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determine whether social cognitive processing reliably engages brain areas implicated in the 

controlled retrieval and selection of conceptual knowledge; and 2) examine the evidence for 

dual-route and single-route models of controlled social cognition. 

2. Methods 

Following open science initiatives (Munafò et al., 2017), the current study was pre-registered 

via the Open Science Framework (OSF). We adhered to our pre-registered protocols (available 

at: osf.io/dscwv) with a few minor exceptions (see Section S1 of Supplementary Information 

(SI) 1 for details). All the raw datasets are openly-available on the OSF project page (available 

at: osf.io/fktb8/) and are accompanied by a range of study characteristics including details that 

are not the focus of the present study but may be of interest in future research (please see 

Section S1 of SI1 for a detailed description). Moreover, the input data and output files of all 

analyses can be accessed via the OSF page.  

In accordance with our pre-registered aims, we performed a comprehensive review of 

published functional neuroimaging studies investigating four social abilities – Theory of mind 

(ToM), trait inference, empathy and moral reasoning - and independent coordinate-based meta-

analyses aimed at characterising the brain-wide neural networks underpinning each. In the case 

of three of these domains (ToM, empathy and moral reasoning), we updated earlier meta-

analyses (Eres et al., 2018; Molenberghs et al., 2016; Timmers et al., 2018), capitalizing on 

additional data, and also implementing recommendations for best practice that became 

available in a year subsequent to these prior studies (Müller et al., 2018). In the case of trait 

inference, as far as we are aware, this was the first neuroimaging meta-analysis to include 

studies that explored potential sources of information beyond face stimuli (for contrasting 

approaches see Bzdok et al., 2011; Mende-siedlecki et al., 2013). To localise the brain areas 

underpinning semantic retrieval and selection, we also updated a meta-analysis of functional 

imaging studies of semantic control by Noonan et al. (2013). This involved the inclusion of 

additional data, and improvements in meta-analytic tools which corrected previous 

implementation errors that led to the use of liberal statistical thresholds (Eickhoff et al., 2017).  

To directly address our first aim, we assessed the degree of overlap between the neural 

networks supporting semantic control and those involved in social information processing via 

a set of formal conjunctions and contrasts analyses. To address our second aim, where possible, 

we contrasted brain-wide activation associated with explicit versus implicit social cognitive 

paradigms. Tasks that drew the participant’s attention to the behaviour/cognitive process of 

interest were categorised as explicit, while tasks that used non-specific instructions (e.g., they 
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involved passive observation of stimuli) or employed orthogonal tasks (e.g., age judgement) 

were categorised as implicit. Finally, where sufficient relevant information was available, we 

explored the influence of task difficulty on patterns of brain activation. 

All of the meta-analyses reported below were conducted following best-practice 

guidelines recommended by Müller et al. (2018). This, as well as several refinements to 

inclusion/exclusion criteria, contributed to methodological differences between the present 

meta-analyses and those prior meta-analyses upon which the ‘updates’ were based. A summary 

of similarities and differences is provided in Table S1 (SI1) and further details are given in the 

sections below.  

2.1.  Literature selection and inclusion criteria  

2.1.1. General approach and criteria 

Where possible, relevant functional neuroimaging studies were initially identified based on 

their inclusion in a recent prior neuroimaging meta-analysis. These lists were supplemented 

via a search on the Web of Science (WoS) online database (www.webofknowledge.com) for 

original reports published in the years subsequent, and by searching through reference lists of 

said articles. Each WoS search used the terms [‘fMRI’ or ‘PET’], as well as terms uniquely 

chosen for a given cognitive domain (see Table 1).  

 

Table 1. Terms used to search the Web of Science database for relevant articles. 

Cognitive domain Search terms 

Semantic control 

‘semantic’, ‘comprehension’, ‘conceptual knowledge’, ‘selection’, 

‘retrieval’, ‘inhibition’, ‘control’, ‘elaboration’, ‘fluency’, 

‘ambiguity’, ‘metaphor’, ‘idiom’ 

Theory of Mind ‘theory of mind’, ‘ToM’, ‘mentalising’, ‘mentalizing’ 

Trait inference 
‘social judgement’, ‘social evaluation’, ‘social attribution’, ‘trait 

inference’, ‘impression formation’ 

Empathy 
‘empathy’, plus ‘empath*’ - corresponding variations (e.g. 

‘empathic’) 

Moral cognition 
‘morality’, ‘moral’, ‘moral decision making’, ‘moral emotion’, 

‘harm’, ‘guilt’ 

N.b., For all five cognitive domains, the search followed the following format: [fMRI OR PET] 

AND [term1 OR term2 OR … OR termX].   
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A general set of inclusion criteria applied to all our analyses were as follows: 

1) Only studies that employed task-based fMRI or PET to obtain original data were 

included. Studies employing other techniques (e.g., EEG/MEG), meta-analyses and 

review articles were excluded. 

2) Studies were only included if they reported whole-brain activation coordinates that 

were localised in one of two standardised spaces – Talairach (TAL) or Montreal 

Neurological Institute (MNI) – or these coordinates were made available on request 

(see Section 1 of SI1). Coordinates reported in TAL space were converted into MNI 

space using the Lancaster transform (tal2icbm transform (Lancaster et al., 2007) 

embedded within the GingerALE software (version 3.0.2; http://brainmap.org/ale). 

Studies exclusively reporting results from region-of-interest or small volume correction 

analyses were excluded because these types of analysis violate a key assumption of 

coordinate-based meta-analyses (Eickhoff et al., 2012; Müller et al., 2018). 

3) Studies were only included if they reported activation coordinates that resulted from 

univariate contrasts clearly aimed at identifying the process of interest (e.g., ToM). We 

included contrasts between an experimental task and either a comparable active control 

task or a low-level baseline such as rest or passive fixation. Contrasts against low-level 

baselines were included in the primary analyses because they can reveal activity 

associated with domain-general cognitive processes that is subtracted out by contrasts 

between active conditions. This could include semantic processes that are common to 

both social and non-social tasks. However, contrasts against low-level baselines also 

yield activity associated with differences in perceptual stimulation and attentional 

demand. To address this caveat, we repeated the analyses whilst excluding this subset 

of contrasts. The results can be found on the project’s OSF page (available 

at: osf.io/fktb8/). We excluded contrasts that make comparisons between components 

of the process of interest (e.g., affective vs. cognitive ToM; utilitarian vs. deontological 

moral judgements) because we were interested in the common, core processes that 

would be subtracted out by these contrasts (but see the following paragraph).  

4) Multiple contrasts from a single group of participants (e.g., separate contrasts against 

one of two different baseline conditions) were included in a single meta-analysis as 

long as they independently met all other inclusion criteria for the primary analyses. This 

allowed maximum use of all available data and enabled us to evaluate the effect of 

using different types of baseline, for example (see above). However, it is important to 
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adjust for this (Müller et al., 2018), and accordingly, we adopted an approach to 

controlling for within-group effects (Turkeltaub et al., 2012); specifically, sets of 

activation coordinates from different contrasts, but the same participant group, were 

pooled. This means that when we refer to the numbers of experiments, we have counted 

multiple contrasts from a single participant sample as one single experiment. In cases 

where two or more published articles contained data from the same participant sample, 

we pooled distinct contrasts as above, and excluded duplicates. This partially explains 

why the number of experiments in our analyses is lower than in those of some prior 

meta-analyses. However, in formal contrast analyses that compare different conditions 

(e.g., instructional cue, task difficulty), contrasts like these would be separated, and 

care was also taken to minimize the difference in the number of experiments on either 

side of the contrast. For example, if a study reported two contrasts – one implicit and 

one explicit - based on the same participant group, only the peaks from the implicit task 

would be included in the contrast/conjunction analyses if there were a greater number 

of explicit than implicit tasks overall (see Figure S9 of SI1).  

5) Only studies that tested healthy participants were included. Contrasts including clinical 

populations or pharmacological interventions were excluded.  

6) Only research articles published in English were included. 

2.1.2. Theory of mind  

This meta-analysis was built upon that of Molenberghs et al. (2016) and only included studies 

that were specifically designed to identify the neural network underpinning ToM processes 

(i.e., they employed tasks involving inferences about the mental states of others, including their 

beliefs, intentions, and desires). Therefore, studies that looked at passive observation of 

actions, social understanding, mimicry or imitation were not included, unless tasks included a 

ToM component. Unlike Molenberghs et al. (2016), we excluded studies investigating irony 

comprehension (e.g., Wang et al., 2006) because ToM might not always be necessary to detect 

non-literal meaning in language (Ackerman, 1983; Bosco et al., 2018; Pexman, 2008) and 

studies that employed interactive games (e.g., Rilling et al., 2008). These latter studies are 

commonly designed to investigate the degree to which ToM is engaged under different task 

conditions rather than distinguish activation associated with ToM from that related to other 

processes. Moreover, unlike Molenberghs et al. (2016), we excluded studies that employed 

trait inference tasks as these were considered separately (see Section 2.1.3). 
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 The Molenberghs et al. (2016) search was inclusive of fMRI studies published prior to 

July 2014 and yielded 144 independent experiments (1789 peaks) contributing to their analysis. 

We performed a WoS search for further original fMRI and PET studies conducted between 

August 2014 and March 2020, and a search of PET studies published prior to July 2014. We 

then applied our inclusion criteria to both newly identified studies and those analysed by 

Molenberghs and colleagues (see Table S1 of SI1 for further differences in criteria). In the end, 

we found 136 experiments with a total number of 2158 peaks and 3452 participants that met 

our criteria for inclusion (see Figure S1of SI1 for more details regarding the literature selection 

process; and Table S1 of SI2 for a full list of the included experiments).   

2.1.3. Trait inference  

Studies were included in the meta-analysis if they employed tasks that required the participants 

to infer the personality traits of others based on prior person knowledge or another’s appearance 

and/or behaviour. Whereas the types of mental states typically inferred in ToM tasks are 

transitory in nature (e.g., relating to immediate goals or the intentions behind a specific instance 

of behaviour), traits are coherent and enduring dispositional characteristics of others (i.e., 

personality traits; Van Overwalle, 2009). Previous meta-analyses (Molenberghs et al., 2016; 

Schurz et al., 2014) of ToM have included tasks requiring trait inferences. However, it has been 

suggested that personality trait inferences differ from mental state inferences in terms of 

likelihood and speed of processing, and hold a higher position in the hierarchical organisation 

of social inferential processes (Korman & Malle, 2016; Malle & Holbrook, 2012). In line with 

this proposal, we maintained a distinction and performed separate analyses. Moreover, 

previous imaging meta-analyses of trait inference were limited to studies that used face stimuli 

(Bzdok et al., 2011; Mende-siedlecki et al., 2013). However, trait inferences can be made on 

the basis of many different sources of information, including physical appearance, behaviour 

and prior knowledge about others (Uleman et al., 2007). To our knowledge, the present attempt 

is the first to include studies that required participants to make trait inferences based on facial 

photographs, behavioural descriptions or prior person knowledge. We excluded any studies 

that asked participants to make inferences about transitory mental states, including basic 

emotions. We also excluded studies that did not use a subtraction approach, but rather 

investigated brain activity that varied parametrically with the levels of a pre-defined trait 

dimension (e.g. Engell et al., 2007). Finally, we excluded studies that included emotional face 

stimuli to avoid conflating brain activity related to trait inference with that associated with 

emotion recognition and processing. 
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We performed a WoS search of studies published before March 2020 and reference-

tracing to identify relevant studies for inclusion in the meta-analysis. A total of 40 experiments 

with 523 peaks and 732 participants were found to meet the criteria for inclusion (Figure S2 of 

SI1; Table S2 of SI2).  

2.1.4. Empathy  

This meta-analysis was built upon that of Timmers et al., (2018) and only included studies that 

were specifically designed to identify the neural network underpinning empathy by employing 

tasks asking participants to observe, imagine, share and/or evaluate the emotional or sensory 

state of others. The task definition was kept identical to previous meta-analyses on empathy 

(Fan et al., 2011; Timmers et al., 2018). We also made a distinction between tasks eliciting 

empathic responses to other people’s pain and those investigating empathic responses to others’ 

affective states.   

  Timmers et al., (2018) included studies published before December 2017, totalling 128 

studies with 179 contrasts (1963 peaks). We identified additional original studies conducted 

between January 2018 and March 2020 via a WoS search and subsequently applied our 

inclusion criteria to all, including those analysed by Timmers et al. (2018) (see Table S1 of SI1 

for further differences in criteria). This resulted in a yield of 163 experiments with a total 

number of 2691 peaks and 4406 participants (Figure S3 of SI1; Table S3 of SI2). Empathy for 

pain was independently investigated in 93 of these experiments, empathy for affective states 

was independently explored in 69 experiments, and 9 experiments concurrently explored both 

empathy for pain and emotions in the same contrasts. 

2.1.5. Moral reasoning  

This analysis updated a previous meta-analysis conducted by Eres et al. (2018) and included 

studies that employed tasks designed to investigate judgements and decision-making based on 

moral values. In line with Eres et al. (2018), studies that did not specifically have a morality 

component were not included. For example, studies investigating judgements regarding 

adherence to social expectations but not moral values (e.g., Bas-Hoogendam et al., 2017) were 

excluded.      

Eres et al. (2018)’s search was restricted to fMRI studies and covered the period before 

February 2016 yielding 123 contrasts (989 peaks). We expanded this list via a WoS search for 

original fMRI and PET studies published between March 2016 and March 2020, and a search 

for PET studies published before March 2016, and then applied our inclusion criteria (see Table 
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S1 of SI1 for differences in criteria). This resulted in a yield of 68 experiments with a total 

number of 884 foci and 1587 participants (Figure S4 of SI1; Table S4 of SI2). 

2.1.6. Semantic control 

In this meta-analysis, we sought to extend an earlier meta-analysis conducted by Noonan et al. 

(2013; also see Jackson, 2021). In line with theirs, this analysis only included studies that were 

specifically investigating semantic processing, and that reported contrasts that reflected high > 

low semantic control within a semantic task, or comparisons between a task requiring semantic 

control and an equally demanding executive decision in a non-semantic domain. We excluded 

studies with a focus upon priming without an explicit semantic judgement (e.g., primed lexical 

decision), bilingualism, episodic memory, or sleep consolidation.   

Noonan et al. (2013)’s search covered the period between January 1994 and August 

2009 and yielded 53 studies (395 peaks) that met their criteria for inclusion in their analysis. 

We performed a WoS search for original studies published between September 2009 and 

March 2020, and reference-tracing, and then applied our inclusion criteria to both newly 

identified studies and those analysed by Noonan et al. (2013). This produced a yield of 92 

experiments with a total number of 971 peaks and 1966 participants that met the criteria for 

inclusion in our analysis (Figure S5 of SI1; Table S5 of SI2). 

2.2.  Data analysis 

We performed coordinate-based meta-analyses using the revised activation likelihood 

estimation (ALE) algorithm (Eickhoff et al., 2009, 2012; Turkeltaub et al., 2012) implemented 

in the GingerALE 3.0.2 software (http://brainmap.org/ale). We used the GingerALE software 

to conduct two types of analysis. The first were independent dataset analyses, which were used 

to identify areas of consistent activation across particular sets of experiments. These analyses 

were performed only on the experiment samples with a recommended minimum of 17 

experiments in order to have sufficient power to detect consistent effects and circumvent the 

possibility of results being driven by single experiments (Eickhoff et al., 2016). The ALE meta-

analytic method treats reported activation coordinates as the centre points of three-dimensional 

Gaussian probability distributions which take into account the sample size (Eickhoff et al., 

2009). First, the spatial probability distributions of all coordinates reported were aggregated, 

creating a voxel-wise modelled activation (MA) map for each experiment. Then, the voxel-

wise union across the MA maps of all included experiments was computed, resulting in an 

ALE map that quantifies the convergence of results across experiments (Turkeltaub et al., 
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2012).The version of GingerALE used in the present study tests for above-chance convergence 

between experiments (Eickhoff et al., 2012) thus permitting random-effects inferences. 

Following the recommendations of Müller et al. (2018), for the main statistical 

inferences, the individual ALE maps were thresholded using cluster-level family-wise error 

(FWE) correction of p < .05 with a prior cluster-forming threshold of p < .001 (uncorrected). 

Cluster-level FWE correction has been shown to offer the best compromise between sensitivity 

to detect true convergence and spatial specificity (Eickhoff et al., 2016). However, we 

subsequently applied an additional and more conservative threshold at the voxel level (FWE 

corrected at p < .05). This level of thresholding suffers from decreased sensitivity to true 

effects, but has the advantage of allowing an attribution of significance to each voxel and 

thereby increases the spatial specificity of inferences (Eickhoff et al., 2016). The FWE-

corrected cluster-level and voxel-height thresholds were estimated using a permutation 

approach with 5000 repetitions (Eickhoff et al., 2012). None of the meta-analyses that we 

updated had used the recommended cluster-level FWE or the FWE height-based correction 

methods.  

The second set of analyses, conjunction and contrast analyses, were also performed in 

GingerALE and were aimed at identifying similarities and differences in neural activation 

between the different sets of studies. The conjunction images were generated using the voxel‐

wise minimum value (Nichols et al., 2005) of the included ALE maps to highlight shared 

activation. Contrast images were created by directly subtracting one ALE map from the other 

to highlight unique neural activation associated with each dataset (Eickhoff et al., 2011). Then, 

the differences in ALE scores were compared to a null-distribution estimated via a permutation 

approach with 5000 repetitions. The contrast maps were thresholded using an uncorrected 

cluster-forming threshold of p < 0.001 and a minimum cluster size of 200 mm3.  

In addition, we performed post-hoc analyses to investigate if the clusters of 

convergence revealed by the ALE analyses were driven by experiments featuring specific 

characteristics of interest (i.e., type of instructional cue, task difficulty). To this end, we 

examined the list of experiments that contributed at least one peak to each ALE cluster and 

compared the number of contributing experiments featuring the characteristic of interest (e.g., 

explicit vs implicit processing) by conducting Fisher’s exact tests of independence and post-

hoc pairwise comparisons (using False Discovery Rate correction for multiple comparisons) in 

RStudio Version 1.2.5001 (RStudio Team, 2020).  

A full list of the confirmatory and exploratory analyses we conducted can be found in 

Section S3 of SI1.  
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3. Results 

3.1.  The ‘social brain’ 

3.1.1. Theory of mind  

Convergent activation across all 136 ToM experiments was found in 13 clusters (see Figure 1a 

and Table S1.1.1 of SI3) located within the bilateral middle temporal gyrus (MTG) (extending 

anteriorly towards the temporal poles and also in a posterior and superior direction towards the 

superior temporal gyrus (STG) and angular gyrus (AG) in both hemispheres), bilateral IFG, 

bilateral dorsal precentral gyrus, ventromedial prefrontal cortex (vmPFC), dorsomedial 

prefrontal cortex (dmPFC), pre-SMA, precuneus, left fusiform gyrus and left and right 

cerebellum. All these clusters survived both the height-based and extent-based thresholding. A 

cluster in the posterior cingulate cortex (PCC) survived height-based thresholding but did not 

survive extent-based thresholding. These results are largely consistent with those of 

Molenberghs et al. (2016), with the difference being that they did not find activation in SMA, 

left fusiform gyrus or cerebellum. In order to address concerns regarding the validity of some 

other popular ToM tasks (Heyes, 2014; Quesque & Rossetti, 2020), we conducted a separate 

supplementary meta-analysis that was limited to the subset of ToM experiments that employed 

false belief tasks (see Section S3.1 of SI1; Table S1.1.2). This analysis revealed convergent 

activation in similar temporo-parietal and medial frontal regions to the inclusive ToM analysis 

but did not implicate the lateral frontal cortex. 

3.1.2. Trait inference  

The ALE meta-analysis revealed convergent activation across 40 experiments in 8 clusters 

(Figure 1b, Table S1.2) implicating the bilateral IFG, dmPFC, vmPFC, PCC, right pMTG 

(extending to AG), left AG and left anterior MTG. Voxels from all clusters, except for those 

in the right pMTG and vmPFC, survived the more conservative height-based thresholding. 

3.1.3. Empathy 

The ALE meta-analysis of all 163 empathy experiments revealed 16 clusters of convergent 

activation (Figure S7a; Table S1.3.1), including in the bilateral IFG (extending towards the 

insula), SMA, dmPFC, bilateral posterior inferior temporal gyrus (ITG), right pMTG, bilateral 

supramarginal gyrus (SMG), left inferior parietal lobule (IPL), bilateral occipital cortex, 

bilateral amygdala, left thalamus, left caudate and brainstem. These clusters survived both the 

height-based and extent-based thresholding, except for the anterior dmPFC and right pMTG 

clusters which survived extent-based thresholding only. One cluster in the right cerebellum 
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survived height-based thresholding but did not survive cluster extent-based thresholding. These 

areas were also implicated by Timmers et al. (2018). In contrast, however, we did not find 

convergent activation in the left posterior fusiform gyrus, left SMG (although we found a 

cluster slightly more posterior and inferior), left anterior ITG, right TP, precuneus, middle 

cingulate gyrus, and right superior parietal lobule. 

  The separate ALE maps for empathy for pain and empathy for affective states are 

displayed in Figure 1c and d. A conjunction analysis found activation common to empathy for 

pain (Table S1.3.2) and empathy for affective states (Table S1.3.3) in the bilateral insula 

(extending to the IFG), SMA, right precentral gyrus, bilateral ITG, left occipital cortex and the 

brainstem (Figure S7b; Table S1.3.4). Formal contrasts revealed that empathy for pain and 

empathy for emotions also engage highly distinct brain areas (Figure S7b; Table S1.3.4). 

Clusters with increased convergence for empathy for pain were found in left IFG (pars 

triangularis), left precentral gyrus, bilateral insula, middle cingulate gyrus, bilateral SMG, right 

IPL and bilateral pITG. In contrast, increased convergence in empathy for affective states was 

revealed in PCC and right temporal pole. Given these significant differences in their underlying 

neural networks, empathy for pain and empathy for emotions were considered separately for 

all subsequent analyses. 

3.1.4. Moral reasoning 

Convergent activation across all 68 experiments studying moral reasoning was found in 12 

clusters (Figure 1e, Table S1.4) located in the left IFG, left insula (extending towards the 

superior temporal pole), right superior temporal pole (extending towards pars orbitalis of the 

IFG and insula), mPFC, medial orbitofrontal cortex (OFC), precuneus, bilateral pMTG, and 

the bilateral anterior MTG. Only four clusters - left insula, mPFC, precuneus and left pMTG - 

survived height-based thresholding. These results are mostly consistent with those obtained by 

Eres et al. (2018), with the difference that we did not find convergent activation in the left 

amygdala and right AG, and found additional clusters of convergent activation in left MFG, 

bilateral anterior MTG, and right pMTG.      
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Figure 1. Binary whole-brain ALE maps showing statistically significant convergent activation 

resulting from independent meta-analyses of ToM studies (N=136), trait inference (N= 

40), empathy for pain (N=85) and emotions (N=69) and moral reasoning (N=68). The 

ALE maps were thresholded using an FWE corrected cluster-extent at p < .05 with a 

cluster-forming threshold of p < .001 (red) and an FWE corrected voxel-height 

threshold of p < .05 (yellow).  The lateral views, which show projections on the cortical 

surface, are accompanied by brain slices at the sagittal midline and also coplanar with 

the peak of the left IFG cluster observed across all social domains (X = -39; Table S1.5). 
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3.1.5. A common network for multiple sub-domains of social cognition 

To identify brain areas consistently activated across multiple sub-domains of social cognition, 

we performed an overlay conjunction analysis of the cluster-extent FWE-corrected ALE maps 

associated with ToM, trait inference, empathy (for pain and/or emotions) and moral reasoning 

(see Figure 2a, Table S1.5). Convergent activation across all four socio-cognitive sub-domains 

was found in the left IFG (pars orbitalis) and precuneus. Overlapping areas of activation across 

three of four social sub-domains included right IFG, left IFG (pars triangularis and pars 

opercularis), SMA, mPFC, medial OFC, left MTG, left pMTG/AG, right anterior MTG and 

right pMTG/ITG. Overlap between two of four maps was found in bilateral precentral gyrus, 

right AG, right pMTG and left pMTG/ITG. Because the conservative thresholding used in this 

analysis could have excluded smaller clusters that nonetheless overlap across the sub-domains, 

we repeated the conjunction using ALE maps treated with a more liberal statistical threshold 

of p<.001 uncorrected. This revealed additional overlapping activation for all four social 

domains in the right IFG (pars orbitalis), mPFC, left pSTG/AG and bilateral ATL (Figure S8). 

These brain areas have been implicated in a variety of social-cognitive abilities by multiple 

previous meta-analyses (Alcalá-López et al., 2018).  

The extent to which brain regions engaged in social cognition overlap with those 

engaged in general semantic cognition (including both representation and control processes) is 

illustrated in Figure 2b. Figure 2c shows that the brain regions engaged in social cognition are 

largely non-overlapping with the network engaged by domain-general executive processes 

(i.e., the MDN).  
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Figure 2. The neural network engaged in social cognitive processing: (a) An overlay 

conjunction of the ALE maps resulting from independent meta-analyses of ToM 

studies, trait inference, empathy for pain/emotions, and moral reasoning. The map 

displays the number of social domains showing convergent activation in each voxel. 

The ALE maps were thresholded using an FWE corrected cluster-extent threshold at p 

< .05 with a cluster-forming threshold of p < .001. (b) The binarized social cognition 

map (red) generated by the overlay conjunction is displayed overlaid with a binarized 

ALE map of convergent activation across N = 415 semantic > non-semantic contrasts 

generated in Jackson, 2021 (green); overlap is shown in yellow. (c) The binarized social 

cognition map (red) generated by the overlay conjunction is displayed overlaid with a 

mask of the multiple-demand network (MDN) generated in Federenko et al., 2013 

(green) by contrasting hard > easy versions of seven diverse cognitive tasks; overlap is 

shown in yellow. The lateral views, which show projections on the cortical surface, are 

accompanied by brain slices at the sagittal midline and also coplanar with the peak of 

the left STG (X = -48) and left IFG (X = -39) clusters that overlapped across all four 

social domains (Table S1.5). 
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3.2.  The semantic control network 

The ALE meta-analysis of all 92 semantic control experiments revealed convergent activation 

in a distributed network consisting of frontal, temporal and parietal areas (Figure 3a, Table S2). 

The largest cluster was located in the left frontal lobe and extended from the IFG (pars orbitalis) 

to MFG. In the right frontal lobe, convergent activation was limited to two clusters with peaks 

in pars orbitalis and pars triangularis of the IFG. Consistent activation was also found in the 

medial frontal cortex with the peak in SMA. The left temporal cluster extended from the 

posterior portion of the MTG, which showed the highest level of convergence, to the fusiform 

gyrus. All these clusters survived both the height-based and extent-based thresholding. In 

addition, two left IPL clusters survived only the cluster-extent FWE correction. In contrast to 

Noonan et al. (2013), we did not find convergent activation in ACC, bilateral SFG, left AG, 

right IPL/SPL, and left anterior MTG.       

The extent to which brain regions engaged in semantic control overlap with those engaged 

in general semantic cognition (including both representation and control processes), and 

domain-general executive processes (i.e., the MDN) are illustrated in Figure 3 and is largely 

the same as that recently highlighted by Jackson (2021).   
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Figure 3. The neural network engaged in semantic control: (a) Binarized ALE maps showing 

statistically significant convergent activation across 92 experiments contrasting high > 

low semantic control thresholded using cluster-extent FWE correction of p < .05 with 

a cluster-forming threshold of p < .001 (blue) and voxel-height FWE correction of p < 

.05 (cyan). (b) The binarized semantic control map (blue) overlaid with a binarized 

ALE map of convergent activation across N = 415 semantic > non-semantic contrasts 

generated in Jackson, 2021 (green); overlap is shown in cyan.  (c) The binarized 

semantic control map (blue) overlaid with a mask of the multiple-demand network 

(MDN) generated in Federenko et al., 2013 (green) by contrasting hard > easy versions 

of seven diverse cognitive tasks; overlap is shown in cyan. The lateral views, which 

show projections on the cortical surface, are accompanied by brain slices at the sagittal 

midline and also coplanar with the peak of the left STG (X = -48) and left IFG (X = -

39) clusters that overlapped across all four social domains (Table S1.5). 
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3.3.  Neural substrates shared by semantic control and social cognition  

3.3.1. Theory of mind 

Overlap between the neural network underpinning semantic control (i.e., SCN & regions of the 

MDN) and the ToM network was found in 8 clusters located in the left IFG (including pars 

orbitalis and triangularis and extending to the precentral gyrus) and, to a smaller extent, the 

right IFG, the left dorsal precentral gyrus, SMA, left pMTG, left superior temporal pole and 

the left fusiform gyrus (Figure 4a, Table S3.1.1). The results of the conjunction between 

semantic control and false belief reasoning can be found in Section S3.1 of SI1 and Table 

S3.1.2 of SI3. This analysis revealed overlapping activation in the pMTG, but not in the SMA 

or lateral frontal cortex. 

3.3.2. Trait inference  

Brain areas involved in both semantic control and trait inference included bilateral IFG (pars 

orbitalis), SMA and dmPFC (Figure 4b, Table S3.2). 

3.3.3. Empathy for emotions  

The neural network underpinning semantic control overlapped with the areas engaged in 

empathy for emotions in bilateral IFG (pars orbitalis and pars triangularis) and SMA (Figure 

4c, Table S3.3).   

3.3.4. Empathy for pain 

Overlapping activation between empathy for pain and semantic control was revealed in left 

IFG (pars orbitalis and pars triangularis), right IFG (pars orbitalis), left precentral gyrus, 

bilateral insula, SMA and left posterior ITG (extending towards pMTG) (Figure 4d, Table 

S3.4). 

3.3.5. Moral reasoning 

Overlapping activation in response to semantic control and moral reasoning included left insula 

(extending to pars orbitalis of the IFG), right IFG (pars orbitalis), left IFG (pars opercularis 

and pars triangularis), the left precentral gyrus and ACC (Figure 4e, Table S3.5). 

Overall, the neural network engaged in semantic control overlapped with the neural 

networks underpinning all four social domains in the bilateral IFG and, in particular, pars 

orbitalis. Except for moral reasoning, overlapping activation was also found in the SMA. In 
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the left pMTG, we found a large area of overlap between semantic control and ToM and some 

evidence of overlap between semantic control and empathic processing.  

Figure 4. Results of the contrast (blue, red) and conjunction (green) analyses between the ALE 

maps associated with semantic control and each social domain: a) Theory of Mind b) 

Trait Inference c) Empathy for Emotions d) Empathy for Pain and e) Moral Reasoning. 

The contrast maps were thresholded with a cluster-forming threshold of p < .001 and a 

minimum cluster size of 200 mm3. The lateral views, which show projections on the 

cortical surface, are accompanied by brain slices at the sagittal midline and also 
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coplanar with the peak of the left IFG cluster (X = -39) that overlapped across all four 

social domains (Table S1.5). 

3.4. Explicit versus implicit social cognition 

Further to the meta-analyses above, we compared activation associated with implicit and 

explicit paradigms for studying empathy for emotions, empathy for pain and moral reasoning. 

The results of independent analyses are displayed in Figure 5a–c and Tables S4.1.1–S4.1.6). 

Conjunctions and formal contrasts are displayed in Figure 5d–f and Tables S4.2.1–S4.2.3). The 

only notable difference between activation associated with explicit and implicit paradigms, as 

identified by these formal comparisons, was in the case of empathy, with a small cluster in the 

dmPFC showing increased convergence for explicit as compared to implicit empathy for pain 

(see Section S3.4.1. of SI1). In addition, we conducted exploratory cluster analyses to 

investigate whether the explicit and implicit experiments contributed similarly to each of the 

significant ALE clusters found for each social domain. In summary, these analyses (Figure S9) 

revealed that in the case of all social domains, implicit and explicit experiments contributed 

equally to most clusters (see Section S3.4.2. of SI1 for a more detailed description). 
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Figure 5. The left panel displays the binary ALE maps showing statistically significant 

convergent activation resulting from independent meta-analyses on explicit (blue) and 

implicit (green) studies on a) Empathy for Emotions, b) Empathy for Pain and c) Moral 

Reasoning. The ALE maps were thresholded using an FWE corrected cluster-extent 

threshold of p < .05 with a cluster-forming threshold of p < .001. The right panel 

displays the results of the contrast (dark blue, green) and conjunction (cyan) analyses 

between the ALE maps associated with explicit and implicit instructions. The contrast 

maps were thresholded at p < .001 and using a minimum cluster size of 200 mm3. The 

lateral views, which show projections on the cortical surface, are accompanied by brain 

slices at the sagittal midline. 

 

3.5.  The relationship between cognitive effort and brain regions engaged during social 

cognitive tasks 

The above-reported conjunction analyses suggest that social cognition engages regions 

associated with semantic control. In these analyses, we took a pooled approach which involved 

collapsing over many different comparisons between social and non-social tasks and ignoring 

subtler differences between experimental and baseline conditions. The key advantage of this 

approach is that it identifies activation that is generalisable across highly variable experimental 

conditions. However, ignoring experimental differences precludes a determination of more 

specific factors driving a given region’s involvement. In particular, it is not possible to directly 
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infer from the above results that semantic control regions are specifically being engaged by the 

cognitive control demands of social tasks. Therefore, to address this issue, we performed a set 

of exploratory analyses to determine whether the IFG and pMTG regions are sensitive to the 

degree of cognitive effort required to complete social tasks. While these analyses cannot 

disentangle semantic control from other forms of control, they represent a further initial step 

towards confirming a role of semantic control regions in social regulatory processes. To this 

end, we took experiments that used explicit paradigms and, on the basis of reported inferential 

statistics regarding participants’ reaction/decision times, categorised them according to 

whether the experimental condition was more difficult than the control condition (E>C), 

experimental and control conditions were equally difficult (E=C), or the experimental 

condition was easier than the control condition (C>E). In the subsequent set of analyses we 

worked with the premise that in the case of E=C experiments and C>E experiments, activation 

associated with cognitive effort that is common to both the experimental and control conditions 

is subtracted away (along with activation specific to the control condition). In contrast, E>C 

experiments preserve activation associated with cognitive effort that is specific to the 

experimental condition. Therefore, a contrast analysis pitting E>C experiments against either 

C>E or E=C experiments will reveal activation associated with cognitive effort specific to the 

social domain. A conjunction will reveal activation associated with social processing 

irrespective of task difficulty. 

There was only enough information regarding behavioural data to allow for sufficiently 

powered analyses in the case of ToM (Figure S10 of SI1) where there were 26 E>C ToM 

experiments and 25 E=C ToM experiments. A conjunction analysis of E>C and E=C 

experiments yielded common activation in the left IFG (pars orbitalis and pars triangularis), 

dmPFC, precuneus, bilateral anterior MTG, right pMTG and left SMG (cyan in Figure 6a; 

Table S5.3) which we interpret as regions engaged in ToM irrespective of task difficulty. 

Interestingly, a contrast of E>C with E=C ToM experiments revealed differential activation in 

the left pMTG, an area implicated in semantic control. The full reports of these analyses, 

including prerequisite independent ALE analyses on the E>C ToM and E=C ToM experiments, 

can be found in Tables S5.1–S5.4. For completeness, we also analysed C>E ToM experiments, 

but the sample size (N = 14) was smaller than required to be sufficiently powered (Eickhoff et 

al., 2016) and therefore the result should be interpreted with caution (Figure 6a, Table S5.4). 

Secondly, we conducted exploratory analyses to assess whether E>C, E=C or C>E ToM 

experiments were equally likely to contribute to each activation cluster (Figure 6b). The 

clusters were identified in an independent ALE analysis of ToM experiments limited to those 
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for which the behavioural information was known (Figure 6c; Table S5.5). We expected 

clusters within brain areas that have a cognitive control function to have a disproportionate 

contribution from experiments in which the experimental task was more difficult than the 

control condition. To assess this, we conducted Fisher’s exact tests and then interrogated 

significant main effects through post-hoc pairwise comparisons and using false-discovery-rate 

adjustments for multiple comparisons. This cluster analysis revealed that E>C, E=C and C>E 

experiments contributed equally to mPFC (p = .67), precuneus (p = .8), right anterior MTG (p 

= .85), left pMTG (p = .74), right pMTG (p = .15) and right IFG (p = .15). Contributions to the 

left IFG cluster depended on the difficulty category (p < .001) and pairwise comparisons 

indicated that the C>E experiments contributed significantly less peaks compared to E>C (p = 

.001) and E>C (p = .046) experiments. Contributions to the left anterior MTG cluster also 

depended on the difficulty category (p = .043) and pairwise comparisons indicated that the C>E 

experiments contributed fewer peaks compared to E>C, but this effect did not survive 

correction for multiple comparisons (p = .06). These results suggest that the left IFG is 

particularly sensitive to cognitively-challenging ToM processing.   
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Figure 6. Results of exploratory analyses investigating the effect of task difficulty on ToM activation: (a) Binary ALE maps showing statistically 

significant convergent activation resulting from independent meta-analyses of three subsets of explicit ToM studies characterized by 

experimental conditions that were harder than the control task (E>C; N=26; blue), experimental and control conditions that were equally 

difficult (E=C; N=27; green) and control conditions that were harder than the experimental condition (C>E; N=14; red) as indexed by 

participant reaction times. The ALE maps were thresholded using an FWE corrected cluster-extent threshold at p < .05 with a cluster-

forming threshold of p < .001. The lateral views, which show projections on the cortical surface, are accompanied by brain slices at the 
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sagittal midline and also coplanar with the peak of the left IFG cluster (X = -39) that 

overlapped across all four social domains (Table S1.5) and the right pSTG cluster from the 

ToM meta-analysis (Table S1.1.1). (b) The results of the cluster analyses where bars 

represent the proportion of experiments in each difficulty category contributing to clusters 

of interest resulting from an ALE analysis of N = 60 ToM meta-analysis which included 

E>C, E=C and C>E experiments. (c) Binary ALE map showing statistically significant 

convergent activation across ToM experiments limited to those for which the behavioural 

information was known – this map represented the basis of the cluster analysis. The ALE 

map was thresholded using an FWE corrected cluster-extent threshold at p < .05 with a 

cluster-forming threshold of p < .001;  ** p < .001 * p < .05.  

 

4. Discussion 

Although some contemporary theories of social cognition acknowledge the importance of 

control, or regulatory processes (Adolphs, 2010; Amodio & Cikara, 2021; Frith & Frith, 2012), 

many key questions remain about their exact nature and neural underpinnings. In the present 

study, we began to address three such questions: a) whether multiple forms of cognitive control 

contribute to social cognition, b) whether these control processes are ubiquitously involved in 

or selectively engaged by certain social abilities, and c) whether this engagement is dependent 

on specific task demands (e.g., instructional cue) (Binney & Ramsey, 2020). Specifically, we 

set out to investigate whether brain regions implicated in the controlled retrieval and selection 

of conceptual knowledge - particularly the IFG and pMTG comprising the SCN (Jefferies, 

2013; Lambon Ralph et al., 2017) - contribute to social processing. We simultaneously applied 

this question to multiple sub-domains of social cognition so that we could assess the extent to 

which involvement is general, or specific to certain types of social tasks and/or abilities. And 

we adopted a formal meta-analytic approach to extracting reliable trends from across a large 

number of functional neuroimaging studies and overcome the limitations of individual 

experiments (Cumming, 2014; Eickhoff et al., 2012). We found that theory of mind, trait 

inference, empathy, and moral reasoning commonly engage a core social network that includes 

the left IFG, precuneus and, when more liberal thresholds are applied, the right IFG, mPFC, 

bilateral ATL and left pMTG/AG.  Moreover, the IFG (particularly the pars orbitalis) region 

greatly overlapped with that implicated in an independent meta-analysis of neuroimaging 

studies of semantic control. Further, exploratory analyses suggest that both the left anterior 

IFG and the left posterior MTG (at a position just anterior to the ‘temporoparietal junction’) 
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are sensitive to executive demands of social tasks. We interpret our overall findings as 

supportive of the hypothesis that the SCN supports social cognition via a process of controlled 

retrieval of conceptual knowledge. This aligns with a broader proposal in which social 

cognition is described as a flavour of domain-general semantic cognition and relies on the same 

basic cognitive and brain systems (Binney & Ramsey, 2020). 

4.1.  Cognitive control in social cognition  

4.1.1. The contribution of semantic control  

Alternative theories and existing findings regarding cognitive control in social cognition point 

to distinguishable mechanisms for monitoring conflict and errors, and for implementing or 

inhibiting responses (see, for example, Amodio, 2014).  However, the exact nature of the 

information or processes being controlled is not clear. Involvement of the SCN in social 

cognition suggests that it is, at least in part, related to a controlled attribution of meaning to 

stimuli and experiences, and to the production of task-appropriate meaning-imbued behaviour 

(Corbett et al., 2015; Lambon Ralph et al., 2017). Within the broader literature regarding 

semantic control, a key distinction has been drawn between a) top-down goal-directed retrieval 

and b) post-retrieval selection of goal-relevant semantic knowledge (Badre et al., 2005; 

Jefferies, 2013; Thompson-Schill et al., 1997), and it has been suggested that both of these two 

control mechanisms contribute significantly to interpersonal interactions (Binney & Ramsey, 

2020; Satpute et al., 2014). Studies of semantic cognition suggest that ‘selection’ is engaged 

when bottom-up, automatic activation of conceptual knowledge results in multiple competing 

semantic representations and/or responses. Social interactions frequently involve subtle or 

ambiguous cues, such as neutral facial expressions and bodily gestures, and/or conflicting cues 

(e.g., sarcasm). This causes semantic competition that can only be resolved by taking into 

account the wider situational and linguistic context and/or prior knowledge about the speaker 

(Aviezer et al., 2008; Pexman, 2008). Controlled retrieval processes, on the other hand, are 

engaged when automatic semantic retrieval fails to activate the semantic information necessary 

for the task at hand. This may occur frequently in social interactions, and particularly with less 

familiar persons, because of a preponderance of surface features (e.g., physical characteristics) 

over less salient features (e.g., personality traits, preferences, and mental states). To avoid 

exchanges that are deemed superficial at best, controlled retrieval must be used to bring to the 

fore person-specific but also context-relevant semantic information. On the basis of 

observations in other domains, it is possible to make some predictions about what social 

behaviour might look like when these semantic regulatory processes fail. For example, 
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semantic errors in language production (as opposed to phonological errors, for example) arise 

because of demanding (e.g., speeded) testing conditions, as well as brain pathology (Hodgson 

& Lambon Ralph, 2008; Jefferies & Lambon Ralph, 2006), and can be categorised according 

to three types: superordinate (e.g., saying “animal” in response to a picture of a horse), 

coordinate (e.g., saying the name of an incorrect but related, often more familiar concept, e.g., 

“cat”) and associative errors (e.g., “stable”). These errors reflect a failure to access the correct 

meaning associated with a stimulus. When the ability to impose semantic control is 

compromised during social interactions one might observe similar types of errors; that is 

behavioural responses that are incongruous with, albeit distantly semantically related to 

incoming interpersonal signals. Further, one would predict that these errors are less likely when 

contextual anchors constrain the possible meanings and reduce the reliance on semantic 

control. In line with this, a recent study has demonstrated effects of impaired semantic control 

on emotion perception (Souter et al., 2021).  

There is now over a decade’s worth of multi-method evidence that semantic control is 

underpinned by the left IFG and the left pMTG (Jefferies, 2013; Lambon Ralph et al., 2017). 

Research is now aimed at understanding the neural mechanisms by which these regions 

modulate semantic processing. One recent proposal is that it involves coordination of spreading 

activation across the semantic representational system (Chiou et al., 2018). According to the 

hub-and-spoke theory of semantic representation (Lambon Ralph et al., 2017), coherent 

concepts are represented conjointly by a central supramodal semantic ‘hub’ located in the 

ATLs, as well as multiple distributed areas of association cortex (‘spokes’) that represent 

modality-specific information (e.g., visual features, auditory features, verbal labels, etc.). 

Chiou et al. (2018) showed that the left IFG could be imposing cognitive control by flexibly 

changing its effective connectivity with the hub and spoke regions according to task 

characteristics; the IFG displayed enhanced functional connectivity with the ‘spoke’ region 

that processes the most task-relevant information modality. A similar proposal has been made 

for the contribution of domain-general cognitive control systems to social information 

processing. Zaki et al. (2010) found that, in the presence of conflicting social cues, right IFG 

activity becomes functionally coupled with the brain areas associated with processing the 

particular cue type the participant chose to rely on to make inferences about emotional states. 

On this basis, they proposed that cognitive control areas upregulate activation within systems 

that represent social cues that are currently most relevant to the task. Consistent with this, a 

further study found evidence to suggest that the left IFG downregulates neural activation 
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associated with task-irrelevant self-referential information when the task required reference to 

others (and vice versa) (Soch et al., 2017). 

An important feature of semantic processing is the ability to accommodate new 

information that emerges over extended periods of time and update our internal representation 

of the current ‘state of affairs’ in the external world according to contextual changes. This is 

particularly important for navigating social dynamics which are liable to abrupt and sometimes 

extreme changes in tone. For instance, imagine being in a bar and having your attention drawn 

to someone standing suddenly and picking up a glass. One might reasonably infer that this 

person is thirsty. That is until they proceed to walk towards a group of noisy sports fans rather 

than the bartender. In this case, you will likely adapt your interpretation and engage in a pre-

emptive defensive stance. Recent research suggests that this ability to update depends, at least 

in part, on the IFG, as well as the mPFC and ventral IPL (also see Section 4.2.2) (Branzi et al., 

2020). Likewise, Lavoie et al. (2016) showed that, during a ToM task, activation of the left 

IFG and pMTG is associated with contextual adjustments of mental state inferences (and also 

more general physical inferences) although not the representation of mental states specifically. 

Left IFG activation has also been observed when newly-presented information requires one to 

update the initial impression formed of another person (e.g., Mende-Siedlecki, Baron, et al., 

2013; Mende-Siedlecki, Cai, et al., 2013; Mende-Siedlecki & Todorov, 2016).  

4.1.2. The wider contribution of executive processes 

According to Lambon Ralph, Jefferies, and colleagues, the executive component of semantic 

cognition comprises both semantic control and other domain-general processes (Lambon Ralph 

et al., 2017). The latter includes top-down attentional control and working memory systems 

that support goal-driven behaviour irrespective of the task domain (i.e., perceptual, motor or 

semantic). These processes recruit nodes of the MDN (Duncan, 2010), which include the 

precentral gyrus, MFG, IPS, insular cortex, pre-SMA and adjacent cingulate cortex (Assem et 

al., 2020; Fedorenko et al., 2013). In terms of organisation, the SCN appears to be nested 

amongst domain-general executive systems (Wang et al., 2020) and could play a role in 

mediating interactions between the MDN and the semantic representational system (Davey et 

al., 2016; Lambon Ralph et al., 2017). In line with this general perspective, we expected MDN 

regions to be reliably engaged by all four social sub-domains explored in the present meta-

analyses. While there was evidence of engagement of the MFG, the pre-SMA, ACC, insula 

and IPS in some of the social sub-domains, MDN regions were not part of the core social 

processing network identified by the overlay conjunction analysis. This could reflect the fact 
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that the majority of contrasts included in our meta-analyses employed high-level control 

conditions that were well-matched to the experimental conditions in terms of general task 

requirements, and thus, most activation associated with general cognitive demands had been 

subtracted away. Consistent with this notion is the fact that studies contrasting social tasks with 

lower-level control conditions (e.g., passive fixation) find more extensive MDN activation in 

ToM (Mason et al., 2008; Mier et al., 2010), trait inference (Chen et al., 2010; Hall et al., 2012), 

empathy (De Greck et al., 2012; Tamm et al., 2017) and moral reasoning (Reniers et al., 2012). 

The role of the MDN in social cognition is otherwise becoming well-established, and it has 

been found to be sensitive to difficulty manipulations in social tasks, showing increased 

activation in response to conflicting social cues (Cassidy & Gutchess, 2015; Mitchell, 2013), 

social stimuli that violate expectations (Cloutier et al., 2011; Hehman et al., 2014; Ma et al., 

2012; Weissman et al., 2008) and increasing social working memory load (Meyer et al., 2012).  

Finally, it is important to note that, although both MDN and the SCN co-activate in 

social and semantic tasks, the nature of their specific contributions and their anatomy are at 

least partially dissociable. The MDN is associated with the implementation of top-down 

constraints to facilitate goal-driven aspects of processing that is not limited to the semantic 

domain (Duncan, 2013; Fedorenko et al., 2013; Whitney et al., 2012). In contrast, the 

engagement of the anterior ventrolateral IFG (pars orbitalis) and the left pMTG appear specific 

to the semantic domain and, in particular, controlled semantic retrieval (Badre & Wagner, 

2007; Dobbins & Wagner, 2005; Whitney et al., 2012). Unlike the MDN, they do not appear 

to respond to challenging non-semantic tasks (Gao et al., 2021; Hodgson et al., 2021; Noonan 

et al., 2013; Whitney et al., 2012). Further, tasks associated with low conceptual retrieval 

demands but a requirement for response inhibition engage the MDN but do not engage the 

SCN, even if conceptual knowledge is used to guide responses (Gonzalez Alam et al., 2018).  

4.1.3. Double-route vs single-route cognitive architecture of social cognition 

A secondary aim of the present study was to address a pervasive distinction in the social 

neuroscientific literature between automatic and controlled processes (Adolphs, 2010; Happé 

et al., 2017; Lieberman, 2007). Some authors have argued that automatic and controlled social 

processes are mutually exclusive of one another and draw upon distinct cortical networks 

(Forbes & Grafman, 2013; Lieberman, 2007). The alternative is a single-route architecture 

where the degree to which behaviours have particular attributes (e.g., speed, effort, 

intentionality) does not reflect the involvement of one system and not another, but quantitative 

differences in the extent to which the control system interacts with the representational system 
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in order to produce context-/task- appropriate responses (Binney & Ramsey, 2020). Our results 

are consistent with the latter perspective. The brain regions reliably activated in response to 

explicit instructions and those associated with implicit instructions revealed more overlap than 

discrepancy across empathy and moral reasoning tasks. Notably, this overlap included brain 

areas associated with executive functions: the bilateral IFG in the case of empathy for emotions 

and bilateral IFG and dmPFC in the case of empathy for pain. Moreover, cluster analyses of 

the ALE maps associated with the four social domains suggest that studies using explicit and 

implicit paradigms (which are assumed to engage controlled and automatic processing 

respectively) contributed equally to most activation clusters, including those in brain regions 

associated with control processes. Contrary to the predictions of dual-process models, these 

findings suggest that common neural networks contribute to both explicit and implicit social 

processing (Van Overwalle & Vandekerckhove, 2013). Furthermore, exploratory analyses 

suggest that both the left anterior IFG and the pMTG are sensitive to executive demands of 

social tasks. Overall, we argue that these results support the existence of a single-route 

cognitive architecture wherein the contribution made by control mechanisms to implicit and 

explicit social processing reflects cognitive effort demanded by the task at hand. This follows 

similar proposals put forth specifically in the domain of ToM (Carruthers, 2016, 2017). 

4.2.  Beyond cognitive control  

Our findings converged upon four further regions that have been strongly linked with key roles 

in social cognition: the mPFC (including the anterior cingulate), the precuneus, the 

‘temporoparietal junction’ (TPJ), and the ATL. We briefly discuss the putative role of each of 

these regions below. 

4.2.1. The ‘temporo-parietal junction’ 

A region often referred to as the ‘temporo-parietal junction’ (TPJ) has been subject to an 

elevated status within the social neurosciences. In particular, the right TPJ has been attributed 

with a key role in representing the mental states of others (Saxe & Wexler, 2005). In line with 

previous meta-analyses (Bzdok et al., 2012; Molenberghs et al., 2016; Schurz et al., 2013, 

2014, 2020), our results reveal a bilateral TPJ region that is reliably involved in ToM tasks. In 

the left hemisphere, an overlapping area is also implicated in trait inference, moral reasoning 

and, when a more lenient threshold was applied, empathy for emotions, which is suggestive of 

a broader role of the left TPJ in social cognition. In contrast, the right TPJ showed more limited 

105



CHAPTER 4. SEMANTIC CONTROL AND SOCIAL COGNITION 

 

 

overlap, being reliably engaged only by ToM and trait inference tasks, which is suggestive of 

a more selective role of the right TPJ in social cognition.  

The TPJ encompasses a large area of cortex that is poorly defined anatomically and 

seems to include parts of the AG, SMG, STG and MTG (Schurz et al., 2017). Moreover, this 

area is functionally heterogeneous and has been associated with a variety of cognitive domains 

including but not limited to attention, language, numerosity, episodic memory, semantic 

cognition and social perception (Binder et al., 2009; Decety & Lamm, 2007; Deen et al., 2015; 

Humphreys & Lambon Ralph, 2015; Igelström & Graziano, 2017; Özdem et al., 2017; 

Quadflieg & Koldewyn, 2017). While there is some indication that the function of the TPJ may 

be dependent on the hemisphere (Numssen et al., 2021), many cognitive domains, including 

ToM, are associated with bilateral TPJ activation. Our results at least seem to suggest 

dissociable roles of pMTG and a more posterior TPJ region; while the left pMTG is activated 

within both semantic control and ToM studies, a separate and more posterior STG (TPJ) area 

located closer to SMG/AG was reliably engaged by three of the social domains, but not studies 

of semantic control. Furthermore, the results suggest that the left pMTG is sensitive to the 

difficulty of ToM tasks while the bilateral pSTG (TPJ) region is not.  

This finding is generally in line with previous research suggesting a functional 

dissociation between the left pMTG and the left ventral IPL/AG regions. From one perspective, 

the activation of both regions appears to be positively associated with semantic tasks (Binder 

et al., 2009). However, the left pMTG shows increased activation to difficult relative to easier 

semantic tasks (Jackson, 2021; Noonan et al., 2013), unlike the ventral IPL/AG which has been 

shown to deactivate to semantic tasks when they are contrasted against passive/resting 

conditions where there may be greater opportunity for spontaneous semantic processing or 

‘mind-wandering’ (Humphreys et al., 2015; Humphreys & Lambon Ralph, 2015). Moreover, 

Davey et al. (2015) found that TMS applied to pMTG disrupted processing of weak semantic 

associations more than for strong associations, whereas TMS applied to AG had the opposite 

effect. Based on these and similar observations it has been suggested that the ventral IPL/AG 

has a role in the automatic retrieval of semantic information. 

4.2.2. The default mode network 

The pSTG/AG and the mPFC and precuneus regions we identified as part of the core social 

cognition network are also considered part of the default-mode network (DMN) (Buckner et 

al., 2008; Spreng & Andrews-Hanna, 2015). The DMN is a resting-state network, meaning that 

it is a group of regions consistently co-activated without the requirement of an explicit task. It 
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is proposed that it is ideally suited for supporting self-generated internally-oriented as opposed 

to externally-oriented cognition (i.e., it is decoupled from sensory processing; Margulies et al., 

2016; Smallwood et al., 2013). Some of these regions (e.g., the AG and mPFC) have also been 

implicated in processes that allow the integration of information over time (Huey et al., 2006; 

Humphreys et al., 2021; Ramanan et al., 2018; Ramanan & Bellana, 2019). These purported 

functions are all presumably important for social and more general semantic processing (see 

Section 4.1.1.) and likely involve domain-general mechanisms (also see Van Overwalle, 2009). 

However, the degree to which regions implicated in the DMN and those implicated in social 

and/or semantic cognition do or do not overlap is contentious and much is left to be gleaned 

regarding the relationship between these systems (Jackson et al., 2019, 2021a; Mars et al., 

2012). 

4.2.3. The anterior temporal lobe 

Our findings implicate the lateral anterior temporal lobe (ATL), and particularly the 

dorsolateral STG/temporal pole (BA 38) and middle anterior MTG/STS, in all the socio-

cognitive domains investigated, except for empathy for pain. Exploratory cluster analyses 

revealed that ATL engagement is not dependent on instructional cue or task difficulty, and thus 

it appears to serve a role other than control.  

A key contribution of the ATL to social-affective behaviour has been recognised by 

comparative and behavioural neurologists for well over a century, owed at first to the acclaimed 

work of Brown and Schafer (1888) and, later, Klüver and Bucy (1939) who provide detailed 

reports of profound social and affective disturbances in non-human primates following a 

bilateral, full depth ATL resection. These observations are mirrored in descriptions of 

neurogenerative patients that associate progressive ATL damage with a wide range of socio-

affective deficits (Binney, Henry, et al., 2016; Chan et al., 2009; Ding et al., 2020; Perry et al., 

2001), including impaired emotion recognition (Lindquist et al., 2014; Rosen et al., 2004) and 

empathy (Rankin et al., 2005), impaired capacity for ToM (Duval et al., 2012; Irish et al., 

2014), and a loss of person-specific knowledge (Gefen et al., 2013; Snowden et al., 2004, 

2012). Over the past 10 years, there been a growing acceptance of the central role played by 

the ATL within the social neurosciences (Olson et al., 2013) and it now features prominently 

in some neurobiological models of face processing (Collins & Olson, 2014), ToM (Frith & 

Frith, 2006), moral cognition (Moll et al., 2005), and emotion processing (Lindquist et al., 

2012). It has also been pinpointed as a key source of top-down influence on social perception 

(Freeman & Johnson, 2016). One influential account of social ATL function proposes a 
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domain-specific role in the representation of social knowledge, including person knowledge, 

and other more abstract social concepts (Olson et al., 2013; Thompson et al., 2003; Zahn et al., 

2007). 

A parallel line of research focused upon general semantic cognition has given rise to an 

alternative, more domain-general account of ATL function; there is a large body of convergent 

multi-method evidence from patient and neurotypical populations in support of a role of the 

ATL in the formation and storage of all manner of conceptual-level knowledge (Lambon Ralph 

et al., 2017). Research efforts have therefore recently begun to ask whether the purported roles 

of the ATL in both social and semantic processes can be reconciled under a single unifying 

framework (Binney, Hoffman, et al., 2016; Rice et al., 2018). Some clues already exist in the 

aforementioned work of Klüver and Bucy (1939), who observed a broader symptom complex 

comprising multimodal semantic impairments, including visual and auditory associative 

agnosias, that might explain rather than just co-present with social-affective disturbances. More 

recent work that leverages the higher spatial resolution of functional neuroimaging in humans 

has revealed a ventrolateral ATL region that responds equally to all types of concepts, 

including social, object and abstract concepts, be they referenced by verbal and/or non-verbal 

stimuli (Binney, Hoffman, et al., 2016; Rice et al., 2018; Zahn et al., 2007). Activation of the 

dorsal-polar ATL, on the other hand, appears to be more sensitive to socially-relevant semantic 

stimuli (Binney, Hoffman, et al., 2016; Rice et al., 2018; Zahn et al., 2007). These observations 

support a proposal in which the broadly-defined ATL region can be characterised as a domain-

general supramodal semantic hub with graded differences in relative specialisation towards 

certain types of conceptual information (Binney et al., 2012; Binney, Hoffman, et al., 2016; 

Lambon Ralph et al., 2017; Plaut, 2002; Rice et al., 2015). Our results reveal that the temporal 

poles are reliably activated across four social domains – moral reasoning, empathy for 

emotions, ToM and trait inference. They do not, however, provide support for the involvement 

of the ventrolateral ATL. We argue this is likely due to technical and methodological 

limitations of the fMRI studies included in the meta-analyses (Visser et al., 2010). Most 

notably, this includes vulnerability to susceptibility artefacts that cause BOLD signal drop-out 

and geometric distortions around certain brain areas, including the ventral ATLs (Jezzard & 

Clare, 1999; Ojemann et al., 1997). Studies that have used PET, which is not vulnerable to such 

artefacts, or techniques devised to overcome limitations of conventional fMRI (Devlin et al., 

2000; Embleton et al., 2010), reveal activation in both the temporal poles and the ventral ATL 

in response to social stimuli (Balgova et al., 2021; Binney, Hoffman, et al., 2016; Castelli et 

al., 2002).  
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4.3. Limitations 

Because semantic control demands were not explicitly manipulated in the social contrasts we 

included, our results cannot directly confirm our hypothesis regarding the specific contribution 

made by the SCN in social cognition. Our conclusions rely on an assumption that overlap 

reflects a generalised neurocomputation upon which both semantic control and social 

processing rely. The alternative explanation is that overlapping activation reflects tightly yet 

separately packed cognitive functions which may only dissociate when investigated at an 

increased spatial resolution (Henson, 2006; Humphreys et al., 2021). Moreover, we chose to 

pool across heterogeneous samples of studies to investigate the cognitive domains of interest. 

The advantage of this approach is that it identifies activation that is generalisable across highly 

variable experimental conditions and washes out spurious findings associated with 

idiosyncratic properties of stimuli and/or paradigms. However, the preponderance of specific 

experimental procedures in each literature addressed still unintentionally led to systematic 

differences in the characteristics of the studies used to define the different cognitive domains. 

For example, the semantic control dataset included studies that employed verbal stimuli almost 

exclusively, while the majority of empathy studies employed non-verbal stimuli. Some of the 

differences between the associated networks (e.g., in lateralization) might therefore be 

attributable to verbal processing demands. As is the case with all meta-analyses, therefore, 

some aspects of our results should be treated with caution. 

Another limitation of this study is that most of the experiments included used control 

conditions that were highly matched to their experimental conditions in terms of the demand 

for domain-general processes such as cognitive control and semantic processing, and therefore 

they may have subtracted away much of the activation we were aiming to explore. Despite this, 

we did find consistent activation of the SCN, particularly the left IFG, across all four social 

domains. This may be because, although a considerable subset of included experiments had 

high-matching control conditions, not all may have properly controlled for semantic control 

demands specifically. An alternative explanation is that processing socially-relevant 

conceptual knowledge may impose greater demands on the SCN. Consistent with this, it has 

been shown that processing social concepts relative to non-social concepts led to increased 

activation of the SCN even when controlling for potentially confounding psycholinguistic 

factors (Binney, Hoffman, et al., 2016).   
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4.4. Concluding remarks and future directions 

Regions of the SCN are engaged by several types of complex social tasks, including ToM, 

empathy, trait inference and moral reasoning. This finding sheds light on the nature and neural 

correlates of the cognitive control mechanisms which contribute to the regulation of social 

cognition and specifically implicates processes involved in the goal-directed retrieval of 

conceptual knowledge. Importantly, our current findings and our broader set of hypotheses can 

be generalised to multiple social phenomena, thereby contributing a unified account of social 

cognition. Future research will need to establish a causal relationship between the SCN and 

successful regulation of social processing. This could be done by investigating the capacity for 

neurostimulation of SCN regions to disrupt social task performance. Similarly, whether SCN 

regions are sensitive to manipulations of semantic control demands within a social task could 

be probed directly.  

Elucidating the neural bases of social control and representation may help us understand 

the precise nature of social impairments resulting from damage to different neural systems. For 

example, our framework (Binney & Ramsey, 2020) predicts that damage to representational 

areas such as the ATL will impair social information processing irrespective of task difficulty 

or the need to integrate context. In contrast, we expect that damage to control areas would lead 

to impaired social processing specifically when it requires selecting from amongst alternative 

interpretations of social cues, and/or retrieving social information that is only weakly 

associated with a person or a situation. Damage to perisylvian frontal and/or temporo-parietal 

areas (comprising the SCN) leads to semantic aphasia, a disorder characterized by impaired 

access and use of conceptual knowledge (Corbett et al., 2009; Jefferies et al., 2007, 2008; 

Jefferies & Lambon Ralph, 2006; Noonan et al., 2010). This contrasts with ATL damage which 

leads to semantic dementia, a condition associated with a loss or degradation of semantic 

knowledge (including social knowledge; Hodges & Patterson, 2007; Lambon Ralph et al., 

2010; Lambon Ralph & Patterson, 2008; Patterson et al., 2007; Rogers et al., 2004). As far as 

we are aware, the extent to which brain damage that leads to semantic aphasia also affects 

social abilities has only been formally investigated in the case of emotion recognition (Souter 

et al., 2021). Some other insights can be found in neurodegenerative patients with prominent 

frontal lobe damage, where social impairments can be linked to deficits in executive function 

(Healey & Grossman, 2018; Kamminga et al., 2015). More generally, it will be interesting to 

discover whether a distinction between knowledge representation and cognitive control can 

inform our understanding of the precise nature of atypical or disordered social cognition in, for 
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example, the context of dementia, acquired brain injury, autism spectrum conditions and 

schizophrenia.  
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Graded functional organisation in the left inferior frontal gyrus: evidence 

from task-free and task-based functional connectivity 
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Abstract 

The left inferior frontal gyrus (LIFG) has been ascribed key roles in numerous cognitive domains, 

including language, executive function and social cognition. However, its functional organisation, 

and how the specific areas implicated in these cognitive domains relate to each other, is unclear. 

Possibilities include that the LIFG underpins a domain-general function or, alternatively, that it is 

characterized by functional differentiation, which might occur in either a discrete or a graded 

pattern. The aim of the present study was to explore the topographical organisation of the LIFG 

using a bimodal data-driven approach. To this end, we extracted functional connectivity (FC) 

gradients from 1) the resting-state fMRI timeseries of 150 participants, and 2) patterns of co-

activation derived meta-analytically from task data across a diverse set of cognitive domains. We 

then sought to characterize the FC differences driving these gradients with seed-based resting-state 

FC and meta-analytic co-activation modelling analyses. Both data types converged on a FC profile 

that shifted in a graded fashion along two main organisational axes. An anterior-posterior gradient 

shifted from being preferentially associated with high-level control networks (anterior LIFG) to 

being more tightly coupled with perceptually-driven networks (posterior). A second dorsal-ventral 

axis was characterized by higher connectivity with domain-general control networks on one hand 

(dorsal LIFG), and with the semantic network, on the other (ventral). These results provide novel 

insights into a graded functional organisation of the LIFG underpinning both task-free and task-

constrained mental states, and suggest that the LIFG is an interface between distinct large-scale 

functional networks.  
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1. Introduction  

The left inferior frontal gyrus (LIFG) is ascribed a key role in numerous cognitive domains, 

including language (Friederici, 2011), semantics (Lambon Ralph et al., 2017), action (Papitto et 

al., 2020), social cognition (Diveica et al., 2021), and executive function (Fedorenko et al., 2013). 

The extent of this overlap is remarkable; however, what exactly is driving it is unknown. One 

possibility is that LIFG subserves a singular function which manifests as common activation across 

domains. Alternatively, detailed exploration of its organisation could reveal subregions with 

multiple functional specialisations.  

Some clues are gleaned from detailed studies of cellular micro-structure and white-matter 

connectivity that date back to Brodmann and his contemporaries (Bailey & Von Bonin, 1951; 

Brodmann, 1909). Cytoarchitecture and ‘fibrillo-architecture’ are proposed to determine a region’s 

functional characteristics by constraining local processing capabilities and the incoming/outgoing 

flow of information, respectively (Cloutman & Lambon Ralph, 2012; Passingham et al., 2002). 

Indeed, these data reveal that the LIFG is far from uniform and, instead, comprises at least three 

sub-regions with distinct cytoarchitecture (Amunts et al., 1999; Schenker et al., 2008; Wojtasik et 

al., 2020), neurotransmitter receptor distributions (Amunts et al., 2010), and structural connectivity 

(Anwander et al., 2007; Klein et al., 2007; Neubert et al., 2014; Wang et al., 2020). However, it 

has thus far proven difficult to map these structural distinctions onto functional topographies 

derived from neuroimaging data.  

Various functional dissociations have been identified within the LIFG by means of 

functional neuroimaging, including distinctions between semantic and phonological language 

processes (Devlin et al., 2003), and between memory retrieval and post-retrieval selection (Badre 

& Wagner, 2007). However, they have arisen primarily from experimental cognitive approaches 

and limited neuroimaging datasets which are poorly suited to generating unifying accounts that 

explain multiple phenomena. A promising alternative is to take a large-scale data-driven approach 

that spans cognitive domains (Genon et al., 2018). On this basis, one might encapsulate the full 

functional repertoire of a brain region.  

Functional connectivity (FC) patterns derived from neuroimaging data could prove useful 

because they capture the extent to which regional activation covaries over time and, therefore, are 

sensitive to context-dependent inter-regional interactions. Moreover, they can reveal aspects of the 

connectome that might not manifest within other modalities; FC can arise between anatomically 
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remote brain areas without direct structural connections (Damoiseaux & Greicius, 2009; Suárez et 

al., 2020). The small number of studies that have attempted to divide the LIFG into sub-regions 

based on FC reveal a heterogenous functional architecture (Clos et al., 2013; Kelly et al., 2010). 

However, these prior investigations have implemented ‘hard’ clustering algorithms (Eickhoff et 

al., 2015), which assume that sharp borders separate intrinsically homogeneous neural regions. 

This means they may fail to identify graded transitions that (i) could give rise to functionally 

intermediate areas (Bailey & Von Bonin, 1951; Rosa & Tweedale, 2005) and (ii) have been 

observed in the connectivity patterns of other brain regions (e.g., Bajada et al., 2017; Cerliani et 

al., 2012; Jackson et al., 2018, 2020; Tian & Zalesky, 2018), as well as within the cytoarchitecture 

of transmodal cortex (Brodmann, 1909). Therefore, the possibility of graded functional differences 

in the LIFG remains unexplored.  

Insights into the nature of spatial transitions in cortical organisation, or gradients, can be 

gleaned using an emergent analytical approach (Bajada et al., 2020; Huntenburg et al., 2018). A 

key feature of gradient analyses is that they do not presuppose the nature of variation and, 

therefore, can be used to demonstrate both graded changes and discrete boundaries (Bajada et al., 

2017; Jackson et al., 2018; Johansen-Berg et al., 2004). Moreover, they can distinguish between 

superimposed but orthogonal spatial dimensions of functional variation which might otherwise 

appear as a singular aspect of organisation (Haak et al., 2018). Despite these advantages, the 

gradient approach has not yet been applied to studying the connectivity of the LIFG.  

Therefore, our aim was to use gradient analyses on FC data in order to 1) elucidate the 

principal axes of functional organisation within the LIFG and 2) assess whether there is evidence 

for graded functional differences.  

2. Methods 

We used a data-driven approach to extract LIFG gradients based on two measures of FC: 1) 

correlations in task-free fMRI time-series and 2) meta-analytically derived patterns of task-driven 

co-activation from across multiple cognitive domains. This bimodal approach not only allowed us 

to validate our results using independent datasets, it made it possible to assess the generalisability 

of the functional organisation of the LIFG across different mental states. Indeed, one data type 

captures activation patterns associated with spontaneous thought (e.g., a state of mind-wandering; 

Chou et al., 2017; Doucet et al., 2012), while the other is assumed to reflect mental processes 
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constrained by extrinsic demands (Laird et al., 2013). The summary of our analytical approach is 

as follows. For each voxel, we 1) extracted BOLD fluctuations over time from resting-state fMRI 

scans, and 2) meta-analytically identified the brain voxels with which it consistently co-activates 

across a broad range of task demands. Then, for each FC modality, we compared the fMRI time-

series/co-activation patterns of each pair of voxels within the LIFG region of interest (ROI) (see 

Sections 2.3.1 – 2.3.2). We then conducted gradient analyses on the resulting similarity matrices 

to extract the principal axes of variation and to estimate the degree of gradation (see Section 2.3.3). 

In a second step, we conducted descriptive analyses to understand which FC differences gave rise 

to these gradients (see Section 2.3.4). To this end, we performed seed-based resting-state FC and 

meta-analytic co-activation modelling (MACM) analyses on hard clusters extracted from the 

extreme ends of the identified gradients. Finally, we probed the functional/task terms (e.g., 

“cognitive control”, “language”) associated with these IFG sub-regions using functional decoding 

analyses. A schematic overview of the analytic pipeline is illustrated in Figure 1.  

2.1. Definition of the LIFG region of interest 

The LIFG ROI was created by combining the pars opercularis, pars triangularis, and pars orbitalis 

as delineated in the second release of the Automated Anatomical Labeling (AAL2) atlas (Rolls et 

al., 2015). In addition, we included the region termed lateral orbital gyrus in the AAL2 parcellation 

because it is considered to pertain to pars orbitalis (Keller et al., 2009). These regions correspond 

roughly to Brodmann areas 44, 45 and (part of) 47. We retained only the voxels with 50% or 

greater probability of being grey matter according to the ICBM-152 template (Fonov et al., 2009). 

To ensure the ROI did not encompass regions within neighbouring gyri that were of no interest to 

the present study, the ROI was manually cleaned by removing voxels that crossed gyral boundaries 

into the precentral gyrus and middle frontal gyrus in the MNI-152 T1 template included in FSL 

(version 6.0.1). The final ROI comprised 1,813 (2x2 mm) voxels and is depicted in Figure 1 (step 

1) and available at: osf.io/u2834/ . 
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Figure 1. Schematic overview of the analytic pipeline. The output of each analysis step is 

highlighted in bold. In the first step, we estimated the whole-brain co-activation patterns 

117



CHAPTER 5: LIFG GRADIENTS 

of individual ROI voxels using meta-analytic co-activation modelling (first column) and 

extracted their resting-state BOLD time-series (second column). Then, we performed a 

pairwise comparison of each voxel’s co-activation patterns/time-series using the product-

moment correlation coefficient. This resulted in two similarity matrices, which were 

subsequently used as input for gradient analyses (diffusion embedding algorithm) in order 

to identify the main axes of variation across the ROI. In the final step, we performed 

MACM, functional decoding and seed-based resting-state FC analyses on hard clusters 

extracted from the edges of the gradient maps in order to identify the patterns of FC that 

characterize different IFG sub-regions. The code used for data analysis can be accessed at: 

osf.io/u2834/.  

 

2.2. Data  

2.2.1. Resting-state fMRI data 

To assess the functional organisation of the LIFG based on task-free FC, we used the resting-state 

fMRI time-series of 150 randomly-selected healthy young adult participants (77 females) from the 

Human Connectome Project S1200 release (Van Essen et al., 2013). For each participant, data 

were available from up to four 15-minute runs of resting-state fMRI scans collected using the 

acquisition protocol described by Smith et al. (2013). All four scans were available for 139 

participants (92.7% of participant sample), only three scans for three participants (2%) and only 

two scans for eight participants (5.3%). The data were already pre-processed in MNI space using 

the minimal processing pipeline described by Glasser et al. (2013) and de-noised using the ICA-

FIX approach (Salimi-Khorshidi et al., 2014). We regressed the global signal to further reduce the 

effects of motion artefacts (Burgess et al., 2016), and smoothed the images using a 4-mm full-

width half-maximum Gaussian kernel. In keeping with other resting state studies, we took an 

additional step of band-pass filtering the data to retain only frequencies between .01 and .08 Hz 

(Satterthwaite et al., 2013).  

2.2.2. Meta-analytic functional neuroimaging data 

To assess the functional organisation of the LIFG based on task co-activation patterns, we adopted 

a meta-analytic approach and capitalized on the openly available NeuroQuery database 

(neuroquery.org). NeuroQuery contains over 400,000 activation coordinates that were 
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automatically-extracted from 13,459 neuroimaging studies (Dockès et al., 2020). The database 

also includes estimates of frequency of occurrence of 6308 terms (e.g., ‘cognitive control’, 

‘semantic memory’) in each full-text publication from this corpus, which were used to perform 

functional decoding (see Section 2.3.4).  

2.3. Data analysis 

2.3.1. Task-free FC similarity matrix 

To compute the task-free FC similarity matrix, we first extracted the blood oxygen-level-

dependent signal timeseries of every voxel within the ROI, resulting in a voxel by timepoint matrix 

for each participant and each run. Then, we computed a cross-correlation matrix by calculating the 

product-moment correlation coefficient between the timeseries of all pairs of ROI voxels. The 

resulting voxel by voxel matrix was z-score normalized to allow the result of each run to be 

averaged (Dunlap et al., 2013), in order to generate an average similarity matrix across runs per 

participant. These participant-level matrices were subsequently averaged resulting in a group 

similarity matrix. This task-free FC-based similarity matrix was transformed back from z-scores 

to correlation values for gradient decomposition (see Section 2.3.3). 

2.3.2. Task-based co-activation similarity matrix 

To compute the task-based co-activation similarity matrix, we first used MACM analyses to 

identify the brain areas consistently co-activated with each voxel within the ROI. MACM uses 

meta-analytic data to quantify the co-occurrence of activation between voxels  across a broad range 

of task demands (Laird et al., 2013). This analysis involved extracting all studies in the 

NeuroQuery database that reported at least one activation peak within 6-mm of a given voxel. 

Next, we quantified the convergence of activation across the identified experiments using the 

revised activation likelihood estimation (ALE) algorithm (Eickhoff et al., 2012) as implemented 

in the Python library NiMARE (Salo et al., 2022). This process was repeated for all voxels within 

the ROI, resulting in 1,813 unthresholded MACM maps that estimate the strength of co-activation 

between each ROI voxel and all other brain voxels (ROI voxel by brain voxel matrix). In the 

second step, we generated a cross-correlation matrix by calculating product-moment correlation 

coefficient between the MACM map values of each pair of ROI voxels. The resulting task-based 

co-activation similarity matrix was used as input for the gradient analysis (see Section 2.3.3).  
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2.3.3. Gradient analysis 

We conducted gradient analyses to separately explore the principal axes of variation in task-free 

FC and task-based co-activation patterns across the ROI. To this end, we first sparsified the 

similarity matrices by retaining only the top 10% of values row-wise and computed a symmetric 

affinity matrix using a cosine kernel. The application of this threshold ensures that the results are 

only based on strong connections, rather than weak and potentially spurious connections (Vos de 

Wael et al., 2020). 

Then, we generated gradient maps by using the diffusion embedding algorithm as 

implemented in the BrainSpace Python toolbox (Vos de Wael et al., 2020). Diffusion embedding 

is a type of non-linear dimensionality reduction based on graph theory that describes the high-

dimensional connectivity data in terms of distances in a low-dimensional Euclidian space, where 

the distance between nodes (i.e., voxels) reflects the strength of their connections (i.e. similarity 

in FC patterns) (for a detailed description, see Coifman & Lafon, 2006). The diffusion embedding 

algorithm forces voxels with many and/or strong connections closer together and voxels with few 

and/or weak connections further apart in the embedding space (resulting in gradient maps). We 

extracted 10 gradients from each modality-specific matrix, but we further interrogate only the first 

two gradients as they explained considerably more variation in the data compared to the remaining 

gradients (see Figure S1). 

We quantified the degree of gradation in FC changes across the LIFG by estimating the 

normalised algebraic connectivity of the similarity matrices. This value corresponds to the second 

largest eigenvalue of the Laplacian of the matrix and represents a descriptive index of how well 

connected a graph is (Fiedler, 1973). It ranges from zero, which indicates that the graph comprises 

at least two completely disconnected sub-graphs, to a value of one, which suggests that the graph 

is characterised solely by graded differences. Thus, the normalised algebraic connectivity of the 

similarity matrices is indicative of whether the LIFG comprises at least two sharply delineated 

sub-regions or graded transitions between sub-regions with differences in connectivity/co-

activation patterns (Bajada et al., 2020). We note that, while this value is influenced by the 

smoothing of neuroimaging data, a value much higher than 0 and close to the maximal value 

possible of 1 is unlikely to be caused only by artificially induced local gradation (Bajada et al., 

2017, 2019, 2020; Jackson et al., 2020). We separately estimated the algebraic connectivity of the 

task-based co-activation matrix and the group task-free FC matrix. In addition, we assessed the 
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gradation in task-free FC matrices at the participant level. This was done to avoid relying only on 

a gradation metric derived based on the group matrix which is generated by subjecting the 

individual-level matrices to an additional transformation that may bias the gradation metric.   

2.3.4. Functional characterization 

While the gradient analysis can estimate the main directions of functional changes, this step alone 

cannot reveal the qualitative differences in the FC patterns that drive the functional organisation 

of the LIFG. To describe the task-free FC and task-constrained co-activation patterns of distinct 

IFG sub-regions, we defined hard clusters based on their locations at the extremes of the gradients 

by extracting the voxels with the 20% lowest and highest gradient values. The hard clusters are 

depicted in Figure 1 (step 4) and their MNI coordinates are reported in Table S1. In a graded map, 

voxels located at the gradient poles should differ most in terms of their FC patterns. Thus, 

contrasting the task-free FC and task-constrained co-activation characteristics of the clusters 

located at the extremes of the gradients allows the identification of the patterns that have driven 

the separation between the clusters in the embedding space. These clusters should not be 

interpreted as a hard parcellation of the LIFG. 

To identify the FC patterns for each cluster, we used the clusters defined based on each of 

the task-free FC gradient maps as seeds in seed-based resting-state FC analyses. These analyses 

were performed using the Python package Nilearn (Abraham et al., 2014). For each participant, 

we used the average resting-state fMRI time-series (concatenated across runs; Cho et al., 2021) of 

all voxels within each cluster as a regressor in a general linear model predicting the timeseries of 

all grey matter voxels. The resulting cluster FC maps were z-transformed and tested for 

consistency across participants using a one-sample t-test. In addition, to identify the FC specific 

to each cluster, which is driving the identification of the gradient, paired-samples t-tests were used 

to generate contrast maps showing the brain regions with greater FC to one hard cluster than the 

cluster extracted from the opposite end of the same gradient (anterior vs posterior cluster, dorsal 

vs ventral cluster). The group-level FC maps were thresholded using a family-wise error (FWE) 

corrected voxel-height threshold of p < 0.05 and the probabilistic threshold-free cluster 

enhancement approach as implemented in the R package pTFCE (Spisák et al., 2019). We wanted 

to identify the brain regions that i) display greater functional coupling with one LIFG cluster than 

the cluster at the opposite end of the same gradient and, at the same time, ii) are significantly 
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coupled with the respective LIFG cluster. Therefore, the contrast maps (determined using the 

paired-samples t-tests) were masked by the significant connectivity of each cluster (determined 

using the one-sample t-tests).  

To identify the co-activation patterns of each LIFG cluster, we conducted MACM analyses 

on seeds defined based on each task-based gradient map using the Python package NiMARE (Salo 

et al., 2022). Specifically, we ran ALE analyses on all studies from the NeuroQuery database that 

reported at least one activation peak within the seed (see Table S2 for the number of studies 

identified for each cluster) to identify the brain regions consistently involved in the studies that 

activate the seed. Specifically, the resulting MACM maps quantify the convergence of activation 

across all studies that reported activation within the seed. These maps were thresholded using a 

FWE corrected voxel-level threshold of p < 0.05. Then we conducted contrast analyses to identify 

the brain regions that co-activate more consistently with one hard cluster than the cluster extracted 

from the opposite end of the same gradient (anterior vs. posterior cluster, dorsal vs. ventral cluster). 

The contrast maps were thresholded using an uncorrected p < 0.05 threshold. To understand which 

brain regions display (i) greater co-activation with the cluster located at one extreme of the gradient 

than the other extreme and (ii) significant co-activation with the cluster, we masked the contrast 

maps by the significant cluster-specific MACM map (determined using independent ALE 

analysis).  

It is important to note that we conducted contrast analyses using the same FC modality 

(i.e., MACM of clusters extracted from the task-based gradients, seed-based resting-state FC 

analyses of clusters extracted from the task-free gradients) in order to visualize the differences that 

have driven the gradients, and not to test whether there were significant FC differences between 

the clusters. The non-inferential and descriptive nature of these follow-up analyses circumvents 

analytic circularity (Eickhoff et al., 2015). Nonetheless, we repeated these sets of analyses using 

an independent FC modality (i.e., MACM of clusters extracted from the task-free gradients, seed-

based resting-state FC analyses of clusters extracted from the task-based gradients) to confirm 

whether the FC maps are consistent regardless of the approach adopted to define the clusters. These 

analyses revealed similar FC patterns and are only reported in supplementary Figures S8-9.  

In line with recent recommendations (Uddin et al., 2022), we determined the network 

affiliations of our novel findings by comparing them with a commonly-used parcellation scheme. 

We used the 7-network parcellation proposed by Yeo et al. (2011) as the reference atlas. For each 
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task-free FC and task-based co-activation map, we computed the percentage of voxels that overlap 

with each of the seven reference networks. The LIFG has been consistently implicated in semantic 

processing (Jackson, 2021) which is thought to be supported by a functional network that is 

dissociable from other canonical networks such as the core default network (DN) (Branzi et al., 

2020; Humphreys et al., 2015; Jackson et al., 2016, 2019; Jung & Lambon Ralph, 2022). 

Therefore, we also computed the overlap between our results and a mask of the semantic network 

(SN) proposed by Jackson et al. (2016). The reference SN map represents the set of regions that 

were significantly functionally coupled with the left ventrolateral anterior temporal lobe (ATL), 

which has been attributed a crucial role in semantic cognition (Binney et al., 2010; Jackson et al., 

2016; Lambon Ralph et al., 2017). It is of note that we are not able to dissociate between the DN 

and SN in these analyses (as has been done by, for example, Humphreys et al., 2015; Jackson et 

al., 2019) because there is a considerable degree of spatial overlap between the DN mask from 

Yeo et al. (2011) and the semantic network obtained by Jackson et al. (2016).   

Lastly, to identify functional terms associated with each cluster as an index of its potential 

function, we conducted functional decoding analyses using the BrainMap chi-square approach as 

implemented in NiMARE (Salo et al., 2022). For each term in the NeuroQuery database, the 

consistency analysis (also known as forward inference) computes the likelihood of activation 

reported within the seed given presence of the term in the article’s text, whereas the specificity 

analysis (also known as reverse inference) estimates the posterior probability of an article 

containing the term given activation reported inside the seed. The results of these analyses were 

thresholded at p < 0.05 using the Benjamini-Hochberg false discovery rate correction. To aid the 

interpretability of the results, we retained only the terms with at least 80% likelihood of being 

related to cognitive functions based on rater annotations (Bottenhorn et al., 2018).  

3. Results 

3.1. Gradient maps 

The first two task-free FC gradients were selected for further analysis because together they 

accounted for > 50% of variance, while the lower-order gradients explained less than 11% of 

variance each (Figure S1).  The voxels’ gradient values, which reflect the similarity between their 

resting-state fMRI timeseries, were visually coded and projected on the brain using a colour 

spectrum from red to dark blue to reveal the pattern of change in task-free FC across the LIFG. As 
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can be seen in Figure 2A, the FC patterns of the LIFG are principally organized along an anterior-

posterior axis that accounted for 30% of the variance. This gradient progressed from the anterior 

portion of the LIFG, bordering the inferior part of the inferior frontal sulcus (IFS), to the posterior 

region, bordering the precentral gyrus. The second gradient, which explained 25% of the variance, 

revealed changes in connectivity along the superior-inferior dimension. This gradient progressed 

from the superior part of the IFS and the precentral sulcus to the inferior portion of the IFG, 

bordering the lateral orbital sulcus. The algebraic connectivity of the group similarity matrix was 

0.71, suggesting a high level of gradation in task-free FC changes across the LIFG. This was 

confirmed by the distribution of the algebraic connectivity of the individual-level similarity 

matrices (Figure S2) which had a mean of 0.89 (SD = 0.02). The group similarity matrix, reordered 

based on the voxels’ positions along the first and second gradients, and showing the graded change 

in FC across voxels in the LIFG, is illustrated in Figure S3. 

The first two task-based co-activation gradients were selected for further analysis because 

together they accounted for > 60% of the variance, while the lower-order gradients individually 

explained less than 11% of the variance (Figure S1). The principal gradient accounted for 42% of 

the variance and progressed along a dorsal-ventral axis from the inferior frontal junction (IFJ) to 

the antero-ventral region bordering the lateral orbital sulcus and inferior portion of the IFS. The 

second gradient explained 21% of the variance and revealed changes in connectivity that followed 

the rostral-caudal axis in a radial pattern progressing from the inferior portion of the pars 

opercularis towards the IFS. The algebraic connectivity of the co-activation similarity matrix was 

0.77, suggesting that LIFG is characterized by gradual changes in consistent patterns of co-

activation across cognitive domains (see Figure S3 for the reordered matrices). Because the unit 

of the task-based analysis is the study rather than the participant, the gradation cannot be assessed 

at the participant level as in the case of the task-free analysis reported above.  

The gradients extracted from the two independent datasets converge on two principal 

organisational axes of the LIFG: anterior-posterior and dorsal-ventral. Visual inspection of the 

gradient maps suggests that the first task-free gradient and the second task-based gradient capture 

a similar anterior-posterior axis of functional variation, which is supported by a strong positive 

correlation of 0.77 between voxels’ position ranks on the two gradients (see Figure S4 for the 

scatterplot). Likewise, the second task-free gradient and the first task-state gradient capture a 

similar dorsal-ventral organisational dimension. This observation is supported by a strong positive 
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correlation of 0.7 between voxels’ position ranks on the two gradients (Figure S4). The orders in 

which these gradients appear are switched between the task-free and task-constrained FC data, and 

this is because of a difference in the relative amount of variance explained by each gradient. 

Because it is subtle relative to the similarities, this difference could be attributable to noise but it 

may also reflect meaningful differences in the connectivity revealed by task-free and task-

constrained mental states (Eickhoff & Grefkes, 2011).  

Figure 2. The first two gradient maps extracted from the A) task-free FC similarity matrix and B) 

task-based co-activation similarity matrix. Compared to regions represented with colours 

further apart on the colour spectrum, regions represented using colours that are closer 

together show greater similarity in their A) correlation with each other over time during 

resting fMRI scans and B) their patterns of co-activation across tasks spanning a range of 

cognitive domains. The +/-indicate different poles of these gradient dimensions, but the 

assignment to a specific end of a dimension is arbitrary. The gradient maps can be accessed 

at: neurovault.org/collections/ETPEFCDV/. 
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3.2. Functional characterization  

3.2.1. Differential task-free FC patterns 

We contrasted the whole-brain resting-state connectivity patterns of the clusters located at the 

extremes of the anterior-posterior task-free gradient. This revealed differences in their functional 

coupling with a bilateral and distributed set of brain regions (Figure 3A; Table S3). The anterior 

cluster showed stronger FC with frontal regions, including the right IFG (pars orbitalis), bilateral 

IFS, dorsal and orbital portion of the middle frontal gyrus (MFG), superior frontal gyrus (SFG), 

medial prefrontal cortex (mPFC), and orbitofrontal cortex (OFC), with parietal regions in the 

posterior cingulate cortex (PCC), angular gyrus (AG), and inferior parietal lobule (IPL), and with 

temporal regions along the length of the middle and inferior temporal gyri (MTG/ITG) and in the 

fusiform gyrus (FG), and left hippocampus. In contrast, the posterior cluster showed stronger FC 

with frontal regions in the right IFG (pars opercularis), the middle portion of the MFG, precentral 

gyrus, pre-supplementary motor area (pre-SMA), anterior and middle cingulate cortex (ACC), and 

insula, and with posterior cortical regions in the supramarginal gyrus (SMG), and posterior 

superior temporal sulcus, and with basal ganglia.  

Comparison between the task-free FC of the dorsal and ventral clusters revealed stronger 

coupling between the dorsal LIFG and frontal regions in bilateral IFS and IFJ, left MFG, and pre-

SMA, parietal cortex in bilateral IPS, and left IPL, and temporal cortex in bilateral posterior ITG 

and left FG (Figure 3A; Table S4). In contrast, the ventral LIFG showed increased connectivity to 

the frontal cortex in the right IFG (pars triangularis and pars orbitalis), bilateral SFG, mPFC, and 

ACC, to the precuneus, a swathe of temporal cortex progressing from the bilateral ventrolateral 

ATL through the MTG towards the AG, and to the left hippocampus.   

Comparison between the cluster-specific task-free FC patterns and canonical networks 

indicate stronger functional coupling between the anterior LIFG and regions falling within the 

bounds of the SN/DN and the frontoparietal network (FPN), and between the posterior LIFG and 

brain regions associated with the ventral attention network (VAN) and somatomotor network 

(SMN). The dorsal LIFG showed stronger FC with regions of the FPN and dorsal attention network 

(DAN), whereas the ventral LIFG showed a preference for SN/DN regions. Additional conjunction 

analyses showed that both the anterior and posterior clusters are coupled with regions of the FPN 

and SN/DN, and that both the dorsal and ventral clusters are functionally connected mainly with 

SN/DN regions (Figure S7A; Table S3-4).  
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3.2.2. Differential task-constrained co-activation patterns 

The anterior LIFG showed increased consistent co-activation across a wide variety of tasks with 

frontal regions in the right IFS and precentral gyrus, and also with bilateral IPS and left posterior 

ITG, whereas the posterior LIFG co-activated more with the right IFG, bilateral anterior insula 

and left superior temporal gyrus (Figure 3B; Table S5). The dorsal cluster co-activated more with 

frontal cortex in the right IFJ, bilateral precentral gyrus, dorsal anterior insula, and pre-SMA, and 

with the IPS, and left posterior FG (Figure 3B; Table S6). In comparison, the ventral cluster 

showed increased co-activation with the right IFG (pars orbitalis), and left mPFC, MTG and AG. 

Given the conservative threshold applied to the independent maps, we also looked at the whole 

contrast maps without masking by these independent maps. These additionally revealed more 

consistent co-activation of the posterior cluster with the bilateral STG and of the ventral cluster 

with the bilateral ATL, precuneus and left AG (Figure S6). 

Comparison between the cluster-specific task-based co-activation patterns and canonical 

networks shows that the anterior LIFG cluster co-activates more consistently with brain regions 

that are part of the FPN and DAN, whereas the posterior LIFG cluster co-activates mainly with 

regions associated with the VAN and, when additional masking is not applied, the SMN. The 

dorsal cluster co-activates preferentially with regions of the FPN and DAN, whereas the ventral 

LIFG cluster shows stronger co-activation with the DN/SN. Additional conjunction analyses 

showed overlap between the co-activation maps of the anterior and posterior clusters and those of 

dorsal and ventral clusters primarily in regions of the FPN (Figure S7B; Table S5-6).  

The FC analyses performed on clusters extracted from the gradient maps derived using the 

independent dataset (i.e., seed-based FC analyses of clusters derived using NeuroQuery studies 

and MACM analyses of clusters derived using task-free fMRI timeseries), which were conducted 

to assess the robustness of the results across different strategies for defining seeds, revealed a 

similar pattern of results (Figure S8-9). 

3.2.3. Comparison between the task-free and task-based FC patterns 

The task-free and task-based analyses implicate overlapping regions, although the clusters 

identified in the task-based analyses were less extensive. Specifically, the anterior LIFG was 

connected with executive control regions (e.g., IFJ, IPS; Assem et al., 2020; Camilleri et al., 2018; 

Fedorenko et al., 2013), but in the task-free maps it was also connected to regions implicated in 
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semantic cognition (e.g., ATL, AG; Binder & Desai, 2011; Lambon Ralph et al., 2017). Further, 

the posterior LIFG was connected to areas that have been ascribed important roles in sensorimotor 

processing, as well as in phonological and articulatory linguistic processes (e.g., bilateral 

STS/STG, but in the task-free maps it was also connected to motor and premotor cortices, SMA, 

MFG and SMG; Hartwigsen et al., 2010; Hickok, 2009; Hickok & Poeppel, 2007; Price, 2012; 

Ueno et al., 2011; Vigneau et al., 2006). This cluster was also connected to regions considered 

crucial for salience processing (e.g., anterior insula, but in the task-free results also to dorsal ACC; 

Menon & Uddin, 2010; Uddin, 2015). The dorsal LIFG was connected to regions that are 

implicated in executive function (e.g., IFJ, MFG, IPS; Assem et al., 2020; Camilleri et al., 2018; 

Fedorenko et al., 2013), whereas the ventral LIFG was connected with a set of regions ascribed 

key roles in semantic and episodic memory (e.g., ATL, medial temporal lobe, AG; Binder & Desai, 

2011; Lambon Ralph et al., 2017) 

Despite the similarities in the regions implicated, there were some differences in the 

network affiliations derived from the task-free and task-based analyses. However, comparing the 

network affiliations of the different contrast maps directly is not possible because 1) the overlap 

index depends on the size of the maps, which differs considerably between the task-free and task-

based analyses and 2) there are differences between the seeds upon which the task-free and task-

based analyses are based (see Figure 1;e.g., the task-based anterior seed extends across the length 

of the IFS and overlaps with the dorsal LIFG seed, whereas the anterior seed used for the task-free 

analysis does not). Therefore, we will focus the interpretation on the similarities.  

The dorsal LIFG connected to FPN and DAN regions, two networks that contribute to the task-

general multiple demand network (MDN; Assem et al., 2020; Majerus et al., 2018). In contrast, 

the ventral LIFG was affiliated mainly with the DN/SN. The DN and SN cannot be distinguished 

in our assessment given the high degree of spatial overlap between the masks used. However, we 

note that both the task-free and the unmasked task-based results suggest strong coupling with the 

ATL, a key hub of semantic knowledge (Lambon Ralph et al., 2017), as well as with the left 

hippocampus/parahippocapal gyrus, known to be important for episodic memory (Burgess et al., 

2002; Dickerson & Eichenbaum, 2010). As such, the dorsal-ventral organisational dimension 

seems to distinguish between domain-general control networks at the dorsal end and memory-

related networks at the ventral end.  
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The posterior LIFG showed a preference for the VAN, suggestive of a role in perceptually-

driven cognition (Corbetta et al., 2008; Corbetta & Shulman, 2002). The anterior LIFG showed a 

preference for regions that overlap with the FPN, consistent with a role in cognitive control (Assem 

et al., 2020). The task-free data revealed additional strong coupling with regions that are part of 

the DN/SN. The task-based analyses might have led to less extensive association with the DN 

because this network is known for its tendency to deactivate in response to various task demands 

(Buckner et al., 2005; Mazoyer et al., 2001; Shulman et al., 1997), but it tends to activate during 

mind wandering states which frquently occur during resting-state scans (Smallwood et al., 2021). 

Nonetheless, there is evidence that the DN works with the FPN in support of some types of goal-

directed cognition (Spreng et al., 2010, 2014) and that it contributes to cognitive control 

(Crittenden et al., 2015). As such, the anterior-posterior organisational dimension seems to 

distinguish between higher-order transmodal networks at the anterior edge and perceptually-driven 

networks at the posterior edge. 
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Figure 3. Results of 

contrast analyses 

between A) the task-free 

connectivity patterns 

(derived using seed-

based resting-state FC 

analyses) of the IFG 

clusters located at the 

extremes of the anterior-

posterior and dorsal-

ventral task-free 

gradients and B) task-

constrained co-

activation patterns 

(derived using MACM 

analyses) of the IFG 

clusters located at the 

extremes of the anterior-

posterior and dorsal-

ventral task-based 

gradients. These 
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contrast maps were masked using cluster-independent maps. The spider plots in the right 

column show the percentage of voxels in each contrast map that overlap between with each 

of the seven canonical networks from Yeo et al. (2011), as well as the SN from (Jackson 

et al., 2016) (available at: github.com/JacksonBecky/templates). Note that percentage 

values are relative to the size of each contrast map; therefore, only the relative patterns of 

overlaps within each contrast map are of interest and direct comparisons between the 

network affiliations of different contrast maps are misleading. The contrast maps can be 

accessed at: neurovault.org/collections/ETPEFCDV/. Abbreviations: SMN - somatomotor 

network, VAN – bentral attention network; DAN – dorsal attention network; FPN – 

frontopariental control network; DN – default network; SN – semantic network.  

 

3.2.4. Functional decoding 

The functional decoding results suggest possible functional associations of the different LIFG 

clusters. All four LIFG clusters were significantly associated with terms related to semantic and 

linguistic processing, including language, semantic, retrieval, reading, and phonological. 

Compared to the posterior cluster, the anterior cluster was associated with the terms executive 

(function) and memory retrieval. In contrast, the posterior cluster was associated with terms related 

to perceptual and motor processing, such as movement, recognition, auditory, as well as speech-

related terms, such as phonetic and vocal. Compared to the ventral cluster, the dorsal cluster was 

associated with terms related to a wide range of cognitive/behavioural domains and input 

modalities, including visual, auditory, visuospatial, working memory, executive, social, reward, 

mood. In contrast, the ventral cluster was associated with terms such as memories, mentalizing, 

reappraisal and autobiographical, which are suggestive of the purported internally-oriented 

functions of the DN (Smallwood et al., 2021). While functional decoding approaches can provide 

pointers to the potential task associations of these regions, it is important to note that the specificity 

of the results is limited due to the limitations of automated data mining tools like NeuroQuery, 

such as the aggregation of all contrasts reported in an article, regardless of the cognitive aspects 

they isolate (Dockès et al., 2020). As a consequence, interpretation should focus on the overall 

patterns that emerge, rather than the associations of individual terms. Detailed lists of the 
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functional associations are presented separately for forward and reverse inference analyses and 

task-free and task-based clusters in Supplementary Figures S10-11.  

Figure 4 summarizes the functional decoding results that were consistent for the clusters 

extracted from the task-free and task-based gradients (e.g., terms associated with both the anterior 

edge of the task-free gradient and the anterior extreme of the task-based gradient). It also includes 

a schematic of the proposed functional organisation, which takes into account the results of the FC 

contrast analyses, the network affiliations, the functional decoding, as well as previous literature 

reviewed in detail in the Discussion.   

4. Discussion 

The present study made the first attempt to use data-driven gradient analyses of FC data to 

elucidate the functional organization of the LIFG. We specifically aimed to 1) map the principal 

axes of change in function, and 2) determine whether these shifts might be graded. In the following 

two sections, we shall summarise our novel findings, and then discuss their functional significance. 

4.1. Graded topographical organisation of the LIFG along two principal axes 

Our analyses converged upon two key findings. First, the FC across the LIFG is principally 

organized along two orthogonal axes. One of these axes is oriented in an anterior to posterior 

direction and driven by stronger coupling with the FPN and DN in the rostral aspect, and with the 

VAN and SMN at the caudal end. The second arose along a ventral to dorsal orientation, and 

reflected greater connectivity of ventral LIFG to the DN, whereas dorsal regions abutting the 

IFS/IFJ were more tightly coupled with the FPN and DAN. These differential patterns of FC are 

in line with previous investigations (Barredo et al., 2016; Clos et al., 2013; Davey et al., 2016; 

Jakobsen et al., 2016, 2018; Kelly et al., 2010; Muhle-Karbe et al., 2016; Neubert et al., 2014; 

Wang et al., 2020) and suggest that the LIFG interfaces between distinct large-scale functional 

networks, consistent with its proposed role as a cortical hub (Buckner et al., 2009; Sepulcre et al., 

2012).  
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Figure 4. Schematic representation of the proposed functional organisation of the LIFG. The anterior-posterior organisational axis 

(represented by the horizontal blue-to-green arrow) might reflect a shift from lower-order perceptual processing (posterior LIFG) 

via affiliation with the SMN and VAN, and higher-order cognitive control (anterior LIFG) via affiliation with the FPN and DN. 
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The dorsal-ventral axis (represented by the vertical orange-to-red arrow) might reflect a 

shift from domain-general executive functions (dorsal LIFG) via affiliation with the FPN 

and DAN and the cognitive control of information stored in long-term memory (ventral 

LIFG) via affiliation with the DN/SN. The word clouds illustrate functional terms 

associated with the LIFG clusters located at the extremes of the task-free and task-based 

gradients in the forward or reverse inference functional decoding analyses - terms 

associated with the anterior but not posterior cluster (blue); the posterior but not anterior 

cluster (green); the dorsal but not ventral cluster (red); the ventral but not dorsal cluster 

(orange); and with all four clusters (grey). The size of the word reflects the effect size of 

the association.  

  

Our second key finding is that FC of the LIFG shifts in a relatively graded manner. 

Precisely, the algebraic connectivity of the similarity matrices revealed that FC analyses do not 

support there being abrupt boundaries and discrete functional parcels in LIFG. This is consistent 

with both contemporary descriptions of LIFG connectivity based on intraoperative cortico-cortical 

evoked potentials (Nakae et al., 2020) and structural properties (Binney et al., 2012; Thiebaut de 

Schotten et al., 2017), as well as classical descriptions that include a fan-shaped set of anatomical 

projections emanating from the IFG into the lateral temporal lobe (Dejerine & Dejerine-Klumpke, 

1895). The present study is the first to confirm a graded organisation of the LIFG using a bimodal 

dataset, taking into account task-driven variation on one hand, and task-free FC on the other. 

Overall, our findings are compatible with previous parcellations despite key differences in 

the methodological approaches (Clos et al., 2013; Kelly et al., 2010; Klein et al., 2007; Neubert et 

al., 2014; Wang et al., 2020). This includes those that have taken a ‘hard’ clustering approach to 

parcellating left prefrontal cortex (PFC). For example, Neubert et al. (2014) parcellated PFC based 

on structural connectivity and found that the LIFG fractionated into discrete subdivisions 

positioned along the anterior-posterior dimension. The connectivity of these parcels was distinct 

from those situated dorsally in the adjacent IFS and IFJ, which implies a further dorsal-ventral 

dimension of organisation. The co-existence of these two axes of LIFG organisation is also 

apparent in hard parcellations of the LIFG (Clos et al., 2013; Wang et al., 2020), its right 

hemisphere homologue (Hartwigsen et al., 2019), and more encompassing parcellations of cortex 

(Glasser et al., 2016). Of course, the results of graded and hard parcellation are not identical as 
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hard parcellations: (i) force voxels that are part of intermediate regions with gradually-changing 

connectivity to be within the borders of discrete clusters (Bajada et al., 2017; Haueis, 2012) and 

(ii) require the a priori specification of the number of clusters that are to be identified, perhaps 

making them insensitive to finer details. However, the two superimposed yet orthogonal modes of 

organization identified here may have driven prior hard parcellations of the LIFG. 

4.2. The putative functional significance of the LIFG’s FC gradients 

Taken together, the cluster-specific FC patterns and functional decoding results paint a coherent 

picture regarding the functional significance of the graded connectivity patterns that appear across 

the LIFG. On this basis, and in conjunction with the results of previous functional neuroimaging 

studies, we propose the following interpretation, which has also been illustrated schematically in 

Figure 4. First, the dorsal-ventral axis might reflect a functional transition from domain-general 

executive function (dorsal LIFG) to domain-specific control of meaning-related representations 

(ventral LIFG).  Second, the anterior-posterior axis might reflect a shift from perceptually-driven 

processing (posterior LIFG) to higher-level transmodal control (anterior LIFG). We discuss this 

proposal in further detail below.  

The dorsal LIFG was functionally coupled with regions that comprise the FPN and DAN. 

These two networks contribute to a wide variety of task demands that span multiple cognitive 

domains (Assem et al., 2020; Cole et al., 2013). In contrast, the ventral LIFG was preferentially 

affiliated with the DN, as well as brain regions that have been ascribed key roles in semantic 

cognition, such as the anterior temporal lobes (Binney et al., 2010; Lambon Ralph et al., 2017). 

Thus, the shift in FC towards ventral IFG subregions might reflect a specialization towards the 

application of cognitive control to prior knowledge. Indeed, it has been proposed that the LIFG, 

as a whole, sits in a unique position at the intersection of the MDN and the DN, and that this makes 

it ideally suited for implementing demanding operations on meaning-related representations 

(Chiou et al., 2022; Davey et al., 2016). Consistent with this, the LIFG responds reliably to an 

increased need for the control of semantic information across a wide range of experimental 

paradigms (Diveica et al., 2021; Jackson, 2021), including those requiring episodic memory 

retrieval (Vatansever et al., 2021). However, it is increasingly apparent that there are finer-grained 

functional distinctions within the LIFG; dorsal LIFG regions near IFS/IFJ overlap with the MDN 

and are engaged by control demands that are common across many cognitive tasks/domains 
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(Assem et al., 2020; Fedorenko et al., 2013; Hodgson et al., 2021), which may include phonology 

(Hodgson et al., 2021; Poldrack et al., 1999), whereas the ventral LIFG contributes selectively to 

challenging semantic tasks (Gao et al., 2021; Whitney et al., 2011, 2012). One possible explanation 

is that ventral LIFG is specifically involved in controlled semantic retrieval processes as opposed 

to domain-general selection mechanisms, which are under the purview of dorsal LIFG regions 

(Badre & Wagner, 2007; Barredo et al., 2015; but see Snyder et al., 2011; Whitney et al., 2012). 

Alternatively, the processes implemented might be equivalent, but connectivity differences mean 

that they operate on distinct sets of inputs/outputs.  

The anterior and posterior LIFG clusters were each affiliated with networks that occupy 

different positions along a macroscale cortical hierarchy that transitions from sensorimotor to 

transmodal cortex (Margulies et al., 2016). Specifically, the posterior LIFG was connected with 

the VAN and SMN, which process inputs from the external environment (Corbetta et al., 2008; 

Menon & Uddin, 2010). In contrast, anterior LIFG was preferentially coupled with regions of the 

FPN and DN, which are positioned towards the top end of the cortical hierarchy (Margulies et al., 

2016). The anatomical and functional separation of anterior LIFG regions from sensorimotor 

systems might be requisite for the implementation of perceptually-decoupled, temporally-

extended, and higher-order cognitive control (Fuster, 2001; Kiebel et al., 2008; Raut et al., 2020; 

Taylor et al., 2015). This interpretation is consistent with the proposal that the PFC is characterized 

by a posterior-anterior gradient of hierarchical control (for a review, see Badre & Desrochers, 

2019), which was motivated by studies showing that anterior PFC is preferentially engaged by 

tasks that require generalization over an extended set of rules, integration of a larger number of 

dimensions and/or contexts sustained over longer periods of time (Badre & D’Esposito, 2007; 

Bahlmann et al., 2015; Koechlin et al., 2003; Nee & D’Esposito, 2016; for an investigation focused 

on the LIFG, see Koechlin & Jubault, 2006). In the language domain, it has been suggested that 

LIFG has a key role in the integration of linguistic subordinate elements into superordinate 

representational structures, and that this reflects a caudal-rostral functional gradient from 

phonological to syntactic to conceptual processing (Hagoort, 2005; Uddén & Bahlmann, 2012; 

also see Asano et al., 2021; Jeon & Friederici, 2015).  
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4.3. Concluding remarks 

Our analyses revealed two main axes of organisation in LIFG function, in anterior-posterior and 

dorsal-ventral orientations, which is consistent with broader proposals concerning the whole PFC 

(Petrides, 2005). Moreover, our results suggest that functional differentiation across the LIFG 

occurs in a graded manner, and we were not able to find any clear evidence for discrete functional 

modules. Crucially, we replicated the principal gradients using two independent measures of FC, 

which suggests that our results are not dependent on idiosyncrasies of the datasets, and instead 

reflect stable, generalizable properties of LIFG organisation. The high degree of cross-modal 

similarity also suggests that a comparable LIFG functional organisation underpins divergent 

mental states. Future work is needed to directly probe the functional significance of these 

organisational dimensions and assess the compatibility of our findings at different spatial scales 

(e.g., cellular) and within other neuroimaging modalities (e.g., tractography) such that it is possible 

to arrive at an integrated account of the functional organisation of the LIFG.  

5.  Extended results/discussion: implications for our understanding of social cognition 

The previous sections of this chapter forms part of a manuscript intended for submission for peer-

review and publication. Below I shall provide some supplementary results and discussion, which 

are aligned with the broader objectives of this thesis. 

5.1. Projection of social meta-analytic activation maps onto the LIFG gradients 

The main aim of this additional analysis was to establish where social cognition is situated on the 

principal LIFG gradients. The LIFG gradients capture the two spatial dimensions that explain most 

variance in FC patterns with the rest of the brain and are indicative of functional variation within 

the LIFG. Therefore, the LIFG gradients can be used as topographical maps that (i) might provide 

clues about the role of the LIFG in social information processing and (ii) might help better 

understand the similarities and differences between the neural correlates of different social 

cognitive tasks.  

The meta-analytic maps of the five social sub-domains studied in Chapter 4, specifically 

theory of mind (ToM), trait inference, empathy for pain and emotions, and moral reasoning, were 

projected onto the principal LIFG gradients. To accomplish this, the LIFG gradient maps derived 

from the task-free data were divided into equally-sized decile bins (the voxels with the top 10% 
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highest values were assigned to bin 1, next highest 10% of values to bin 2 and so on). For each 

meta-analytic map, the average activation likelihood value of all voxels in each bin was computed 

and plotted in Figure 5. This analysis was also performed on meta-analytic maps of semantic 

control manipulations from Diveica et al. (2021), and n-back working memory manipulations from 

Hodgson et al. (2021). This allowed comparing the activation of the LIFG in response to social 

tasks with activation sensitive to two different cognitive control manipulations. 

 

Figure 5. The likelihood of activation in response to social tasks and executive control 

manipulations projected onto the principal LIFG gradients derived from task-free FC data. 

The mean activation likelihood statistic is plotted on the y axis; the higher the mean 
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statistic, the more likely that the gradient bin activates in response to the cognitive domain 

specified. The bin number is plotted on the x-axis and progresses from anterior LIFG to 

posterior LIFG in the first column, and from the dorsal LIFG to the ventral LIFG in the 

second column. The colours emphasize the rough correspondence between the bin number 

and the associated range of gradient values. The right-most column illustrates the FWE-

corrected meta-analytic maps of the social/cognitive abilities, which quantify the 

consistency of activation across functional neuroimaging studies.     

 

5.2. Dissociable contributions of the dorsal-ventral LIFG gradient to social cognition 

Our findings are in line with the proposal that the dorsal and ventral LIFG make dissociable 

contributions to social (and non-social) cognition. As can be seen in Figure 5, working memory 

and semantic control manipulations are associated with differences in the distribution of activation 

across the dorsal-ventral LIFG gradient. Specifically, the dorsal LIFG is reliably recruited by both 

control manipulations, indicative of a task-general control function and consistent with its strong 

coupling with domain-general control networks. Indeed, there is direct evidence to suggest that the 

dorsal LIFG contributes to social cognition via a role in task-general control. For example, the 

dorsal LIFG was found to be recruited by both ToM and response selection tasks (Saxe et al., 

2006) and has also been implicated in working memory for various types of social information, 

like names (Meyer et al., 2015), traits (Meyer et al., 2012, 2015), faces (Druzgal & D’Esposito, 

2003; Roth et al., 2006) and voice identities (Rämä et al., 2001; Rämä & Courtney, 2005; Relander 

& Rämä, 2009).  

In contrast, ventral aspects of the LIFG are preferentially activated by semantic control 

manipulations, suggestive of a relative specialization for demanding semantic operations (also see 

Chiou et al., 2022; Gao et al., 2021). This interpretation is consistent with its strong coupling with 

DN/SN regions, including the ATL semantic hub. Although it is unclear whether the ventral LIFG 

responds to semantic control manipulations within complex social tasks, this region has been 

shown to support the retrieval of weakly-associated social concepts (Satpute et al., 2014), in line 

with the proposal that it enables the controlled retrieval of conceptual knowledge in the service of 

social cognition. Furthermore, it is this ventral portion of the LIFG that appears to be recruited, to 

some extent, by all four social abilities, consistent with the view that controlled semantic retrieval 
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processes are key to social cognition (Binney & Ramsey, 2020; Diveica et al., 2021; Souter et al., 

2021). 

5.3. Dissociable contributions of the anterior-posterior LIFG gradient to social cognition 

Most social abilities investigated and both types of cognitive control demands are associated with 

convergent activation that spans the full extent of the anterior-posterior LIFG gradient, peaking in 

its midpoint (Figure 5). The fact that these regions are associated with variation in FC suggests 

that they might contribute differently to task performance. Indeed, functional dissociations along 

the anterior-posterior LIFG axis have been reported during social tasks, particularly in the domain 

of action understanding (Kilner, 2011). Specifically, the posterior LIFG seems to respond to 

concrete features of actions, such as how an action is performed, whereas the anterior LIFG tends 

to respond to more abstract action features, like the intentions behind actions (Spunt & Lieberman, 

2012). Relatedly, the area at the border of the posterior LIFG and the premotor cortex are part of 

the mirror neuron network, contributing to both the execution and perception of actions, whereas 

more anterior LIFG regions do not (Kilner et al., 2009; Press et al., 2012). Thus, it has been 

suggested that there is a posterior-anterior LIFG gradient that shifts from ‘pragmatic’ action 

representations to abstract representations of actions, including goals and intentions (Kilner, 2011). 

This view is in line with our FC findings, and with the abstraction gradient proposed to characterize 

the PFC (Badre, 2008; Badre & Desrochers, 2019). 

In contrast to the other social abilities, empathy for pain elicits most convergent activation 

in the posterior portion of the LIFG, which is functionally coupled with the VAN (also known as 

the salience network). The recognized engagement of this network in empathy for pain is thought 

to reflect the saliency of the stimuli (i.e., others in painful situations) and a higher need for bottom-

up attentional processes that detect and orient attention towards salient events (Betti & Aglioti, 

2016; Iannetti et al., 2013). This is in line with the interpretation that posterior LIFG supports 

perceptually-driven cognitive processes.  

 

Overall, our findings suggest that social abilities recruit areas of the LIFG characterized by 

different FC with large-scale functional networks. This is in line with the view that different forms 

of social cognition draw flexibly on the cognitive resources underpinned by distinct neural 

regions/networks to meet situational demands (Alcalá-López et al., 2018; Binney & Ramsey, 2020; 
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Schaafsma et al., 2015; Schurz et al., 2020). However, future research is needed to more clearly 

delineate the nature of the dissociable contributions made by the LIFG to social cognition. 
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CHAPTER 6 

 

General Discussion 

 

To date, social neuroscience has focused primarily on identifying neurocognitive systems that 

are tuned for processing social stimuli and tasks, and has paid less attention to the role of 

domain-general systems (Amodio, 2019; Binney & Ramsey, 2020; Ramsey & Ward, 2020). 

This thesis seeks to further understanding of the contributions of domain-general systems and 

takes a novel primary systems approach that positions social information processing within a 

broader semantic cognition framework (Binney & Ramsey, 2020). This generalist model was 

chosen because of three key strengths: 1) by framing social cognition as one way in which 

meaning is gathered from our environment, it can potentially capture a more complete picture 

of the various neural systems implicated - from sensation to controlled cognition and 

behaviour; 2) it could offer a unifying model of social cognition that spans multiple behavioural 

phenomena; and 3) it puts forth several falsifiable hypotheses that are based on decades of 

multi-method basic science findings as well as clinical observations (Binney & Ramsey, 2020; 

Lambon Ralph et al., 2017). This chapter summarizes the main findings of this thesis, discusses 

their implications for neurocognitive models of social cognition, and concludes by suggesting 

promising avenues for future research.  

1. Summary of findings 

Chapter 3 sought to address two key methodological limitations of extant research on the role 

of socialness in conceptual representation (reviewed in Chapter 2). First, we collected the 

largest dataset of socialness ratings available to date, including norms for over 8,000 individual 

words, to enable future larger scale investigations into the representation of socially-relevant 

concepts. Second, we quantified socialness using an inclusive definition to avoid biasing 

observations towards specific aspects of social experience. The resulting ratings were used to 

explore how socialness relates to (i) other key lexical and semantic variables (e.g., familiarity, 

abstractness, valence) and (ii) behavioural performance on lexical-semantic tasks. We found 

that socially-relevant concepts span the entire concreteness continuum, and include concrete 

concepts like people, and more abstract concepts like rumour and friendly. We also showed 

that socialness is positively correlated with affective dimensions (i.e., emotional valence, 

arousal), but the magnitudes of these statistical relationships were modest at best. Furthermore, 
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we demonstrated for the first time that socialness explains unique variance in behavioural 

indices of lexical-semantic processing. Together, these findings suggest that socialness 

captures a distinct and behaviourally-relevant facet of meaning.   

In Chapter 4 we directly tested a prediction of the social semantics framework that the 

neural correlates of social cognition and semantic cognition overlap. We focused on one 

particular component of the framework and hypothesized that social tasks would recruit brain 

regions that are sensitive to increased semantic control demands. In particular, we expected 

overlap in the left inferior frontal gyrus (LIFG) and posterior middle temporal gyrus because 

these regions support the retrieval of weak semantic associations and the selection of task-

relevant conceptual information from amongst competing semantic representations (Jefferies, 

2013; Lambon Ralph et al., 2017). Using a meta-analytic approach that synthesized the results 

of 499 functional neuroimaging experiments, we demonstrated that the neural correlates 

underpinning four types of social phenomena (theory of mind, trait inference, empathy and 

moral reasoning) reliably include the LIFG. The fact that the LIFG is consistently activated 

across four social abilities is indicative of a fundamental contribution to social cognition. 

Furthermore, the likelihood of activation of the LIFG was related to the difficulty of social 

tasks, consistent with a role in cognitive control.  

To better understand how the LIFG contributes to social cognition, Chapter 5 explored 

its functional organization by performing a large-scale data-driven and bimodal investigation 

into its voxel-wise patterns of functional connectivity. The results revealed gradual changes in 

connectivity along two main spatial dimensions that distinguish between LIFG sub-regions 

affiliated with different large-scale functional networks. While the dorsal LIFG is coupled with 

domain-general control networks, there seems to be an increasing bias towards the application 

of control to conceptual representations in the ventral LIFG via stronger coupling with 

semantic representation areas (e.g., the ATLs). The results are consistent with the view that the 

LIFG supports multiple forms of cognitive control (e.g., task-general, semantic), which are 

flexibly recruited in the service of social cognition depending on task demands.   

In the next sections, I will discuss the key implications of the thesis with respect to two 

major research questions outlined in the introductory chapters: 1) are social concepts a unique 

or special form of conceptual knowledge? and 2) does the semantic control system contribute 

to social cognition? Then, I will consider broader implications for the development of future 

models of social cognition.  
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2. Insights into the representation of socially relevant conceptual knowledge 

Multidimensional theories of semantic representation propose that concepts are represented in 

many ways, including via language, perceptual-motor and emotion systems, amongst others 

(Borghi et al., 2019; Lambon Ralph et al., 2017; Reilly et al., 2016). It has been proposed that 

socialness, a term referring to those aspects of meaning derived through our experiences with 

the social environment, could contribute uniquely to one of these underlying semantic 

dimensions (Barsalou, 2020; Borghi et al., 2019). However, behavioural evidence in favour of 

a unique contribution of socialness to conceptual representation is lacking. Chapter 3 reports 

the first evidence that the socialness of word meanings can account for variance in several 

behavioural indices of lexical-semantic processing. Notably, this is unique variance that cannot 

be explained by basic lexical properties (e.g., letter length, age of acquisition) or other 

established semantic dimensions that tap into sensorimotor (i.e., concreteness), affective (i.e., 

valence), and linguistic experience (i.e., semantic diversity). Moreover, the association 

between socialness and lexical task performance was facilitatory in nature, consistent with a 

semantic richness effect wherein words associated with relatively more semantic information 

(e.g., semantic features, associates, sensorimotor information) are processed more efficiently 

(Pexman, 2012; Pexman et al., 2002). Therefore, these findings endorse socialness as a 

distinct facet of meaning that might enrich conceptual representations.  

Our findings suggest that there is something special about socially-relevant concepts, 

but the neural mechanism by which socialness is attributed to conceptual representations 

remains unclear. One proposal argues that social concepts are a distinct semantic category 

represented in a dedicated semantic store, which might be located in the dorso-polar ATL 

(Olson et al., 2013). Consistent with this, fMRI studies have found that this brain region 

responds selectively to concepts of a social nature when compared to non-social concepts (e.g., 

(Binney et al., 2016; Lin et al., 2019; Olson et al., 2013; Simmons et al., 2010; Zahn et al., 

2007) and is functionally coupled with other regions often implicated in social cognition, 

including the right temporo-parietal junction (Simmons et al., 2010). However, there are other 

parts of the ATL which respond equally to social and non-social concepts (Binney et al., 2016; 

Rice et al., 2018), and this goes against the proposal that they rely on separate semantic stores. 

Another possibility, therefore, is that the semantic information captured by the socialness 

dimension is just one type of input into a system for the representation of all concepts, much 

like sensorimotor information is (Binney et al., 2016). It has been suggested that the 

assimilation of such modality-/domain- specific information into coherent conceptual 
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representations manifests as gradual variation in the functional specialization of ATL sub-

regions, which mirrors the underlying connectivity to the ‘spokes’, and converges into a 

domain-general modality-invariant centre-point in its ventrolateral portion (Binney et al., 2012; 

Rice, Hoffman, et al., 2015; also see Plaut (2002) for a computational model). This ‘graded 

hub’ hypothesis might explain why social and non-social concepts are associated with both 

shared and differential activation within the ATLs (Binney et al., 2016; Rice et al., 2018; Rice, 

Lambon Ralph, et al., 2015).  

Our findings provide some insights into the nature of the information captured by the 

socialness construct and they are seemingly in line with the latter proposal. It has been 

suggested that socialness is strongly associated with abstractness (Barsalou & Wiemer-

Hastings, 2005; Borghi et al., 2019), and affective information (Troche et al., 2014), and also 

that these relationships might explain at least some of the preferential activation of the dorso-

polar ATL to social concepts (e.g., Binney et al., 2016; for a related discussion, see Wang et 

al., 2019). However, our initial investigations revealed only weak associations between 

socialness and these established dimensions of meaning, perhaps suggesting that socialness is 

a distinct dimension of a singular semantic space, as has been previously suggested (Borghi 

et al., 2019). Our findings also imply that social concepts are not a homogeneous semantic 

category; rather, there might be sub-types of social concepts that are differentially related to 

other conceptual dimensions proposed to define this unitary semantic space. For example, it 

appears there could be groups of social concepts that reflect (i) the concrete-abstract distinction 

(e.g., people vs politics) and (ii) the emotional-neutral distinction (e.g., friendly vs nationwide). 

At the neural level, this might manifest as stronger engagement of perceptual-motor cortices 

by concrete social concepts. In the case of emotional social concepts, we might expect the 

recruitment of brain areas involved in processing affective information, such as the amygdala 

(Kuhnke et al., 2022). Indeed, a meta-analysis of fMRI studies has found that social concepts 

activate the amygdala more consistently than non-social concepts (Rice, Lambon Ralph, et al., 

2015). However, we have only begun the scratch the surface of this exciting research area, and 

future studies are needed to elucidate how socialness fits within a multidimensional semantic 

space, and how it is represented by the brain.  

3. Insights into the cognitive control of social cognition  

There is a growing acceptance of a role of a domain-general executive control system, named 

the MDN, in various aspects of social information processing (e.g., Amodio, 2014; Darda & 

Ramsey, 2019; Meyer & Lieberman, 2012). The work presented in this thesis addressed 
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outstanding questions about social regulation, and specifically whether control systems other 

than the MDN have a role to play. Moreover, we sought to understand whether there are 

particular task demands that drive their engagement. 

Our results are consistent with the view that social regulation relies partly on 

semantic control mechanisms that enable the context- and task- appropriate use of conceptual 

knowledge. This is supported by the finding that various social tasks reliably activate brain 

regions that respond to an increased need for semantic control. These control mechanisms are 

thought to include (i) semantic retrieval processes engaged when weak associations or 

noncanonical semantic information are task-relevant, and (ii) selection processes that resolve 

competition between alternative semantic representations (Badre et al., 2005; Bedny et al., 

2008; Gold et al., 2006; Snyder et al., 2011). Consistent with this, the LIFG has been shown to 

respond to semantic control manipulations that probe social concepts (Satpute et al., 2014). 

However, whether the activation of SCN regions during high-level social tasks also reflects 

semantic control has yet to be demonstrated directly.  

Given that the semantic control network is partly dissociable from the MDN (Gao et 

al., 2021, 2021; Whitney et al., 2012), our results suggest that social cognition is regulated by 

at least two systems for control – one that is task-general and one that is tuned towards 

semantic processing. In contrast to the SCN, the MDN is thought to support task-general 

executive abilities, such as the controlled application of task rules, working memory and 

response inhibition (Assem et al., 2022; Duncan, 2010). Our findings also suggest that the 

LIFG acts as an interface between domain-general control and semantic systems. This 

could involve tying together the MDN’s role in cognitively challenging processing and the 

SCN’s role in processing meaning, resulting in an intermediate specialization for performing 

demanding operations specifically on conceptual representations (Chiou et al., 2022). As such, 

the topographical organisation of the LIFG is well-suited to allow top-down constraints (e.g., 

behavioural goals) to be imposed on automatic semantic retrieval (also see Chiou et al., 2022; 

Davey et al., 2016). This might explain why the LIFG is one of the regions activated by all five 

types of meaning-imbued social tasks investigated, as well as semantic control manipulations.  

Some dual-route theories of social cognition postulate that we engage in controlled 

social processing (and, consequently, rely on control systems) only under certain 

circumstances, like those involving a deliberate attempt to make a social judgement (e.g., 

explicit task instructions) (Evans, 2008; Lieberman, 2007; Satpute & Lieberman, 2006). 

Contrary to the predictions of these models, we found that the LIFG (and most other activation 

clusters) is equally likely to contribute to both explicit and implicit social tasks. This finding is  

146



CHAPTER 6: GENERAL DISCUSSION 

in line with an alternative single-route cognitive architecture in which cognitive control 

systems are ubiquitously involved (i.e., regardless of the implicit or explicit nature of the 

task), but the extent of their contribution varies depending on situational demands. Indeed, we 

found that the likelihood of activation of SCN regions during social tasks was influenced by 

the relative task difficulty. This interpretation mirrors the proposal that flexible use of semantic 

knowledge involves automatic representational processes that offer a default solution (e.g., via 

automatic spreading of activation), which is evaluated and may be adjusted by control 

processes to ensure its suitability given the task/context (Jefferies, 2013; Lambon Ralph et al., 

2017; also see default-interventionist dual-route theories; Evans, 2011). 

4. Towards a neurocognitive model of controlled social cognition 

In this section, I describe some broader implications of the current findings, focusing on how 

they inform the development of neurocognitive models of social cognition. Binney and Ramsey 

(2020) proposed that social information processing is underpinned by the same cognitive and 

brain systems as general semantic cognition. This thesis provides the first direct neuroimaging 

evidence in support of a role of the semantic control system in social tasks. There is also now 

mounting evidence from neuropsychology and neuroimaging that the ATL semantic hub 

contributes to social cognition via a role in the representation of concepts (Binney & Ramsey, 

2020; Collins & Olson, 2014; Olson et al., 2013). Altogether, this body of research provides 

empirical support for the involvement of brain regions underpinning both semantic control and 

representation in social cognition, as predicted by Binney and Ramsey (2020)’s model. This 

thesis also offers an explanation for the importance of the LIFG in social and semantic 

cognition by showing that it functions as a nexus between the brain networks recruited for 

domain-general control and semantic representation, perhaps mediating the integration of 

information from these two systems (also see Chiou et al., 2022; Davey et al., 2016). Together 

with findings from other recent lines of research (e.g., Binney & Ramsey, 2020; Darda et al., 

2018; Darda & Ramsey, 2019; Meyer & Lieberman, 2012; Zaki et al., 2010), the current work 

suggests that generalizable systems contribute to social tasks. Therefore, future models of 

social cognition should delineate the contributions of domain-general systems, including 

those underpinning executive control and semantic cognition. Moreover, the finding that the 

LIFG is reliably activated by five social abilities demonstrates that the social semantics 

framework can provide a unifying explanation applicable to diverse forms of social information 

processing. Thus, this thesis demonstrates that there is merit to studying social cognition from 

a general semantics perspective.  
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However, this thesis also suggests that there is something different about socialness. It 

might seem that there are two opposing approaches to the study of social cognition: 1) strong 

versions of generalist frameworks proffer that social information processing can be fully 

explained by generalizable mechanisms (Binney & Ramsey, 2020; Heyes, 2014), whereas 2) 

domain-specific views champion the uniqueness of social cognitive mechanisms (e.g., Saxe & 

Kanwisher, 2004). Although domain-general semantic systems contribute to social tasks, the 

unique contribution of socialness to conceptual representation suggests that social and semantic 

cognition cannot be fully equated. This highlights the need for ‘hybrid’ models that 

incorporate both specialized and domain-general neurocognitive components. Indeed, 

several researchers have recently proposed that social cognition is likely underpinned by a 

combination of domain-general and domain-specific mechanisms that have complementary 

roles (Michael & D’Ausilio, 2015; Ramsey, 2018; Ramsey & Ward, 2020; Spunt & Adolphs, 

2017; Zaki et al., 2010). The social semantic framework can accommodate a degree of 

specialization for social stimuli because the overall cognitive architecture does not depend on 

the extent to which ‘spokes’ show domain- or modality- selectivity (Binney & Ramsey, 2020). 

For example, uniquely social information processed by privileged neural pathways for social 

inputs, such as the face fusiform area and the extrastriate body area (Kanwisher, 2010), might 

be integrated into coherent meaningful representations computed via general semantic 

mechanisms implemented in the ATLs. Consistent with this, a number of studies have reported 

functional coupling between person perception regions and the ATL semantic hub during social 

tasks (Greven et al., 2016, 2019; Greven & Ramsey, 2017; Wang et al., 2017). Therefore, 

investigations into the division of labour between domain-specific and domain-general 

mechanisms, as well as into how they interact in the service of social cognition are a promising 

avenue for future research.  

In light of this, it is important to consider when incorporating domain-specific 

mechanisms into models of social cognition is warranted. Researchers have recently argued 

that a higher bar should be set - domain-specific mechanisms should only be considered when 

the operation of domain-general mechanisms alone fails to account for empirical observations 

(Binney & Ramsey, 2020; Ramsey & Ward, 2020). The literature on semantic cognition 

illustrates a case in which converging multimodal evidence suggests that the operation of task-

general control processes implemented in the MDN cannot explain the engagement of the 

ventral LIFG and posterior middle temporal gyrus in cognitively challenging semantic tasks 

(Chiou et al., 2022; Gao et al., 2021; Jackson, 2021; Whitney et al., 2012). The current results 

are in line with a relative specialization of the ventral LIFG for semantic processing, showing 
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that it might arise from its stronger functional connectivity with semantic representation 

regions. In a similar vein, future social neuroscientific research should explicitly model and 

empirically test the contribution of domain-general systems alongside any proposed form of 

specialized processes (Ramsey & Ward, 2020).  

This thesis also emphasises the multi-faceted nature of social abilities. Although this 

might seem like an obvious observation, many publications leave the misleading impression 

that this is not the case by engaging in the following practices: (i) implicitly using social terms 

like ToM and empathy to refer to singular constructs and without explicitly articulating their 

chosen conceptualization, (ii) glassing over the various forms they can take (e.g., inferring 

personality traits vs temporary mental states, cognitive versus affective mental states), and (iii) 

making reference to unitary brain networks named based on the phenomenon under 

investigation (e.g., the ‘ToM network’, the ‘social brain’) (Schaafsma et al., 2015). However, 

there is relative consensus that complex social abilities emerge from the concurrent 

contributions of multiple processes (Alcalá-López et al., 2018; Schaafsma et al., 2015; 

Schurz et al., 2020; Singer, 2006; Warnell & Redcay, 2019; Zaki, 2013), just like general 

semantic abilities do (Lambon Ralph et al., 2017). In line with this, we found that multiple 

social abilities activated not only a common set of brain regions, but also regions that showed 

(i) preferential responses to specific social abilities (e.g., somatosensory cortex and posterior 

LIFG in empathy for pain), and (ii) different relationships to task characteristics (type of 

instructional cue, relative difficulty), which is indicative of dissociable contributions. 

Similarly, we found that individual social concepts can be associated with strikingly different 

levels of sensorimotor and affective information, implying differential reliance on the 

respective ‘spokes’. Together, these findings are consistent with the view that social cognition 

draws on brain regions/networks that underpin dissociable cognitive resources in a flexible, 

task-dependent manner (Alcalá-López et al., 2018). Deconstructing social cognition into its 

elementary building blocks is a major challenge for cognitive neuroscience (Happé et al., 2017; 

Schaafsma et al., 2015), but, as this thesis shows, insights from parallel literatures concerned 

with domain-general systems might provide useful clues.  

5. Directions for future research 

While this thesis provides empirical support in favour of socialness as a distinct aspect of 

meaning, many questions remain about the representation of socially-relevant concepts in the 

brain. For example, it is unclear whether the selective activation of the dorso-polar ATL in 

response to social concepts is driven by socialness per se or other confounding sources of 
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information. This is because most extant neuroimaging research on social concepts does not 

control for some of the semantic dimensions identified as important for conceptual 

representation in the psycholinguistic literature. Two semantic dimensions – valence and 

abstractness - are particularly worthy of further scrutiny because they have been found to 

modulate the activation of the temporo-polar ATL (Binder et al., 2005; Ethofer et al., 2006; 

Hoffman et al., 2015; Mellem et al., 2016), sometimes in a way that interacts with the effect of 

socialness (Lin et al., 2018; Mellem et al., 2016). Multivariate pattern analyses of functional 

neuroimaging data might be particularly useful in disentangling the representation of socialness 

form these other conceptual dimensions given that they can provide insight into the information 

encoded in activity patterns across multiple voxels (Haxby et al., 2014). For example, to test 

whether there are any brain regions that represent socialness independently of valence, a 

classifier can be trained to distinguish between the activity patterns elicited by social and non-

social emotionally-valenced words and tested on its ability to discriminate between social and 

non-social neutral words. Successful classification would be indicative of valence-independent 

representation of social semantic content. A similar approach can be taken to examine whether 

social conceptual representations that are independent of sensorimotor features exist. In this 

case, it will also be important to consider finer-grained perceptual-motor dimensions, like those 

tapping into specific modalities, because these can make dissociable contributions to semantic 

representation (Lynott et al., 2020). For instance, auditory information seems to be closely 

related to socialness (Troche et al., 2017; Villani et al., 2019), perhaps reflecting the 

fundamental role of verbal communication in social experience (Borghi et al., 2019). This is 

an important relationship to explore because the dorsal ATL also shows a preference for the 

auditory modality and for linguistic information, likely because of its proximity and 

connectivity to the auditory cortex (Murphy et al., 2017; Visser et al., 2012; Visser & Lambon 

Ralph, 2011). 

While this thesis implicates regions recruited by semantic control in social cognition, 

they cannot directly speak to the nature of their contribution. Future functional neuroimaging 

research can directly test whether regions of the SCN are sensitive to semantic control 

manipulations within social tasks. This could be accomplished, for example, by manipulating 

the strength of the association between a social stimulus, such as a facial emotion portrayal, 

and its interpretation. If the LIFG and posterior middle temporal gyrus implement controlled 

semantic retrieval processes during social tasks, a weak association should lead to stronger 

activation when compared to a strong association. Nevertheless, such evidence would be 

correlational in nature, so neuropsychological and neuromodulation studies are essential for 
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determining whether these regions are causally involved in the controlled access to social 

concepts. If empirical evidence supports these predictions, it would be important to further 

investigate whether socialness modulates the activation of the SCN by concurrently 

manipulating the task difficulty and the socialness of the stimuli. This is in light of the current 

findings and recent proposals (e.g., Ramsey & Ward, 2020) which suggest that ‘hybrid’ 

approaches are needed, and these include both testing the contribution of generalizable systems 

as well as any domain-specific ways in which they might serve social cognition. Previous fMRI 

studies have found that social concepts (compared to non-social concepts) elicit stronger 

BOLD responses in semantic control regions (Binney et al., 2016; Mellem et al., 2016), perhaps 

suggesting that the retrieval of social concepts is more demanding. If this is true, manipulations 

of task difficulty and stimulus socialness should have an interactive effect on SCN activation, 

such that the effect of difficulty is stronger for social stimuli. It is also possible that the 

controlled retrieval of social concepts relies on additional brain regions, much like social 

concepts selectively recruit the dorso-polar ATLs (Binney et al., 2016), or that it is associated 

with preferential engagement of SCN sub-regions, like is the case for other stimulus 

characteristics (e.g., verbal/non-verbal format; Krieger-Redwood et al., 2015).  

6. Conclusions 

This thesis sought to test whether studying social cognition through a semantic lens can provide 

insights into its neurocognitive bases. As predicted by this generalist approach, it was found 

that the neural correlates of social and general semantic cognition overlap, particularly in brain 

regions that respond to increased demands for cognitive control. Conversely, we also found 

that there is something special about socialness as an aspect of meaning, which distinguishes 

constructs like politics, friendship and romance from those devoid of social significance. These 

findings have important implications for models of social cognition and advocate for the 

adoption of ‘hybrid’ approaches that place similar emphasis on the investigation of both 

domain-general and domain-specific contributions. While the current findings can only shed 

so much light on what is a complex picture, they nonetheless demonstrate the utility of 

investigating social information processing from a general semantics perspective. By doing so, 

this thesis opens exciting avenues for future social neuroscientific research, and provides 

scientific resources in the form of openly-available datasets to facilitate such endeavours.  
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APPENDIX I. Supplementary Materials 

 

for 

 

CHAPTER 3. Quantifying social semantics: an inclusive definition of socialness and 

ratings for 8,388 English words 

 

 

Section S1. Pilot Study 

1.1. Participants 

Before starting the main experiment, we tested our socialness rating task in a sample of 36 

participants (23 female, 13 male; Mage = 22.94 years, SDage = 6.5). Participants were recruited 

from the participant pool at Bangor University. Participants completed the rating task in 24 

minutes on average and were compensated with course credit. Of the participants, 17 saw 

version 1 of the instructions and 19 saw version 2. 

1.2. Materials 

We selected 60 items (including nouns, adjectives and verbs) that span the following 

dimensions: valence (Warriner et al., 2013), concreteness (Brysbaert et al., 2014) and social 

interaction (Binder et al., 2016; Troche et al., 2017). We created two versions of the instructions 

to assess whether wording influenced participants’ understanding of the instructions and their 

ratings. In version 1, socialness was defined as the degree to which a word’s meaning has a 

social quality, whereas in version 2 it was defined as the degree to which a word’s meaning 

has social relevance. The rest of the instructions and examples were identical in the two 

versions. 

1.3. Procedure 

The word stimuli were presented using Qualtrics and linked to the online participant 

recruitment platform at Bangor University. Following the consent form, demographics survey 

and instructions, participants rated how well they understood the instructions on a 5-point 

Likert scale from not at all (1) to extremely well (5). Then, participants proceeded to rate all 

the items using a 7-point Likert scale presented horizontally below each word. In addition, 
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there was an “I don’t know the meaning of this word” option. Items were presented in random 

order and only one word was presented per page. Following 30% of the items, participants 

were asked to explain the reasoning behind their chosen rating for the respective word. At the 

end of the ratings task, participants were asked to explain the task instructions using a text box. 

1.4.  Results  

1.4.1. Understanding of instructions 

The data and analysis scripts can be accessed via the OSF project page (https://osf.io/2dqnj/). 

8.33% of the pilot participant sample reported understanding the instructions moderately well, 

55.56% very well and 36.11% extremely well. Most participants provided explanations that 

were consistent with our inclusive socialness definition (e.g.: “Socialness describes anything 

related to people, for instance their interactions, ways of describing people, relationships, 

social places/event, social beliefs, etc.”; “relation to people and society”). Interestingly, many 

participants focused their explanations on the link between the word’s meaning and social 

interactions (e.g., “Of, or relating to, the interaction of individuals. That which pertains to 

people interacting.”; “The socialness referred to how likely it was that the words were 

associated with social concepts by involving social interactions, by influencing social 

interactions, and by representing those and the values of those in social encounters.”).  

 

1.4.2. Reliability 

We examined the reliability of the ratings by computing the split half reliability for the 60 

words. We found a mean Spearman-Brown corrected split-half reliability of 0.97 (SD = 0.12) 

across 100 random splits, suggesting high reliability. In addition, we assessed inter-rater 

reliability by computing the two-way random-effects intra-class correlation coefficient (ICC) 

based on absolute agreement. We found an ICC(2,1) = 0.4, 95%CI [0.33, 0.48] suggesting poor 

to moderate reliability of individual ratings and an ICC(2, 36) = 0.96, 95%CI [0.95, 0.97] 

suggesting excellent reliability of the average ratings across 36 raters. Moreover, we found an 

ICC of 0.94, 95%CI [0.92, 0.96] which suggested that the 19 raters who saw the instructions 

eventually used in the main experiment (version 2) provided average ratings that were highly 

reliable. 
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1.4.3. The influence of instruction version 

A Pearson’s Chi-square test of independence suggested that self-reported understanding of the 

instructions did not depend on the version of the instructions χ² (2, N = 36) = 0.92, p = 0.63. 

There was a strong positive correlation between mean socialness scores for the two instruction 

versions (r = 0.93, p <.001, R2 = 0.87). Moreover, the reliability was comparable for the two 

versions, with a mean Spearman-Brown corrected split-half reliability of 0.93 (SD = 0.15) for 

version 1 and 0.95 (SD = 0.12) for version 2 (across 100 random splits). Therefore, we 

concluded that the wording did not significantly influence raters’ responses. 

 

Section S2. Rating task instructions 

 

Our society and interactions with other people feature at the heart of many of our experiences 

in life and this study explores whether this is reflected in the language we use.  

  

In particular, this study is interested in the ‘socialness’ of words, or the degree to which words 

can be considered ‘social’. There are many ways in which a word can be considered ‘social’. 

For example, a word is considered to be ‘social’ if it describes or refers to a social characteristic 

of a person or group of people (e.g., ‘trustworthy’), a social behaviour or interaction (e.g., ‘ to 

fight’), a social role (e.g., ‘teacher’), a social space (e.g., ‘pub’), a social institution (e.g., 

‘hospital’) or system (e.g., ‘nation’), a social value (e.g., ‘righteousness’) or ideology (e.g., 

‘feminism’), or any other socially-relevant concept. In contrast, ‘non-social’ words have 

meanings that lack in social relevance (e.g., ‘chair’, ‘time’). 

  

Words also differ in the degree to which they can be considered social. Some words clearly 

refer to social things, social qualities or to social actions or events (e.g., ‘trustworthy’) whereas, 

for other words, the relationship to society or social interactions might only become apparent 

after a period of intense thought (e.g., ‘promotion’), or not at all (e.g., ‘chair’). The purpose of 

this study is to rate words based on the degree to which they have a meaning that has social 

relevance. Any word that in your estimation refers to something that has clear social relevance 

should be given a high ‘socialness’ rating (at the upper end of the numerical scale). Any word 

that in your estimation refers to something lacking in social relevance should be given a low 

‘socialness’ rating (at the lower end of the scale). Any word that in your estimation refers to 
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something that is not fundamentally social but has some social elements (e.g., ‘smartphone’), 

or can be thought of as social in some circumstances (e.g., ‘event’), should be given an 

intermediate socialness rating. 

  

It is important that you base these ratings on the degree of the social relevance of the word’s 

meaning and not whether the meaning is prosocial versus antisocial or evokes 

positive/negative associations. For example, the word ‘fight’ should be given a high 

‘socialness’ rating because it refers to a type of interaction between people, and even though 

the interaction is antisocial. 

  

Please make your ‘socialness’ ratings using the 7-point scale. A value of 1 indicates a low 

‘socialness’ rating, and a value of 7 indicates a high ‘socialness’ rating. Values of 2 to 6 indicate 

intermediate ratings. Please feel free to use the whole range of values provided when making 

your ratings. Click on the rating that is most appropriate for each word. When making your 

ratings, try to be as accurate as possible, but do not spend too much time on any one word. If 

you are not familiar with a word’s meaning, please select ‘I don’t know the meaning of this 

word’. 
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Section S3. Additional results 

Figure S1. Scatterplots illustrate the relationships (highlighted by the loess line) between mean 

socialness ratings (x axis) and lexical-semantic dimensions (y axis). The density 

distributions of the socialness and variables of interest are plotted on the top and right 

of the graphs respectively.  For each variable of interest, the numbers of items in 

common with our socialness ratings are as follows: length, concreteness, valence, 

arousal and dominance: 8,388; log subtitle frequency: 8,160; OLD and PLD: 8,027; 

rating-based AoA: 8,348; test-based AoA: 7, 321; imageability: 2,680; BOI: 4,038; 
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SER: 2,645. SER = sensory experience rating; BOI = body-object interaction; AoA = 

age of acquisition; PLD = phonologic Levenshtein distance; OLD = orthographic 

Levenshtein distance. 

 

 

 

Table S1. Means, standard deviations and correlations of all variables of interest for the 

regression analysis predicting performance in the English Lexicon Project Lexical 

Decision Task (N = 6,926) 

Variable M SD 1 2 3 4 5 6 7 8 

1. Length 7.54 2.13         

2. Frequency 2.18 0.65 -.36**        

3. Age of Acquisition 9.43 2.44 .31** -.57**       

4. Socialness 3.67 1.24 .13** .18** .09**      

5. Concreteness 3.08 0.95 -.06** .07** -.35** -.29**     

6. Valence Extremity 1.07 0.77 .01 .14** -.15** .23** -.14**    

7. Semantic Diversity 1.60 0.31 -.13** .34** -.16** .09** -.40** .03*   

8. LDT zRT -0.25 0.31 .52** -.59** .56** -.03* -.11** -.08** -.25**  

9. LDT Error Rate 
0.06 

0.08 -.08** -.33** .37** -.10** -.06** -.10** -.15** .51** 

Note. M and SD are used to represent mean and standard deviation, respectively. LDT = lexical 

decision task; zRT = standardized reaction times. * indicates p < .05. ** indicates p < .01. 
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Table S2. Means, standard deviations and correlations of all variables of interest for the 

regression analysis predicting performance in the English Crowdsourcing Project Word 

Knowledge Task (N = 7,010). 

Variable M SD 1 2 3 4 5 6 7 8 

1. Length 7.55 2.13         

2. Frequency 2.17 0.65 -.36**        

3. Age of Acquisition 9.43 2.43 .31** -.57**       

4. Socialness 3.67 1.24 .13** .18** .09**      

5. Concreteness 3.08 0.95 -.06** .07** -.35** -.29**     

6. Valence Extremity 1.07 0.77 .01 .14** -.14** .23** -.14**    

7. Semantic Diversity 1.59 0.31 -.13** .34** -.16** .09** -.40** .03*   

8. Recognition zRT -0.53 0.12 .39** -.55** .53** -.05** -.11** -.14** -.23**  

9. Proportion Unknown 0.01 0.02 -.06** -.35** .38** -.07** -.06** -.13** -.18** .63** 

Note. M and SD are used to represent mean and standard deviation, respectively. zRT = 

standardized reaction times. * indicates p < .05. ** indicates p < .01. 
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APPENDIX II. Supplementary Materials 

 

for 

 

CHAPTER 4. Establishing a role of the semantic control network in social cognitive 

processing: a meta-analysis of functional neuroimaging studies 

 

 

Supplementary Information No. 2 (list of included experiments) and No. 3 (results tables) can 

be accessed at: https://osf.io/fktb8/  

 

 

Supplementary Information No. 1 (SI1) 

 

 

Section S1. Literature search and data extraction 

 

S.1.1. Deviations from the pre-registration 

 

We pre-registered our plans for the current study after accessing some of the raw data and 

conducting independent ALE analyses on subsets of the final semantic control, theory of mind 

and trait inference datasets (see the OSF pre-registration for further details: 

https://osf.io/dscwv). There are two deviations from our pre-registered protocols which are 

detailed below: 

1. Inclusion/exclusion criteria. We pre-registered the exclusion of contrasts between 

experimental conditions and low-level baselines (e.g., rest, fixation cross). However, 

we subsequently decided to collect and include data from contrasts against low-level 

baselines because they can reveal activity associated with domain-general cognitive 

processes that is subtracted out by contrasts between active conditions. This could 

include semantic and executive processes that are common to both social and non-social 

tasks and which were of interest for testing our pre-registered hypotheses. For 

completeness, we report the analyses whilst excluding this subset of contrasts on the 

project’s OSF page (osf.io/fktb8/). 
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2. Data collection. In our pre-registration, empathy was considered a single sub-domain 

of social cognition. However, the relevant literature distinguishes between empathy for 

affective states and empathy for pain because there are important differences in the 

brain regions underpinning these two types of empathic processing (Ding et al., 2020; 

Kogler et al., 2020; Timmers et al., 2018). Thus, pooling across empathy for pain and 

emotions would preclude the identification of all brain regions engaged in empathy. 

Therefore, we made a distinction between experiments looking at empathy for pain and 

those investigating empathy for emotions, and conducted all analyses separately for 

these two subsets. For completeness, the results of a global empathy (pooled across 

pain and emotions) are reported in Section S3. 
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S.1.2. Comparison between the present meta-analyses and the prior meta-analyses 

 

Table S1. A summary of the similarities and differences in the methodological approach taken in the present meta-analyses and the prior meta-

analyses upon which updates were based.  

 Semantic Control 

Noonan et al. 

(2013) 

Theory of Mind 

Molenberghs et al. 

(2016) 

Empathy 

Timmers et al., 

(2018) 

Moral Reasoning 

Eres et al., (2018) 

Task definition  c   

Contrast definition  d  e 

Included results from both fMRI and PET studies         

Included whole-brain analyses only         

Included multiple contrasts from a single sample         

Adjusted for multiple contrasts from a single sample a b a a 

Employed an updated GingerALE algorithm thereby 

avoiding overly liberal statistical thresholds (g)  

  a     

Employed recommended FWE cluster-extent 

correction (g) 

f f f f 

Employed additional conservative height-based 

thresholding  

        

Orange coloured cells indicate differences whereas green cells indicate an identical or equivalent approach. FWE = Family wise error 

aNot reported; 
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bNot applicable; 

c Unlike the present study, Molenberghs et al. (2016) included studies of irony comprehension, trait inference & those employing ‘interactive 

games’ (see Section 2.1.2); 

d Unlike the present study, Molenberghs et al. (2016) did not include contrasts between an experimental social condition and low-level (e.g., 

fixation) baseline conditions (see Section 2.1.2);  

e Unlike the present study, Eres et al., (2018) included contrasts between different components of moral reasoning (e.g., utilitarian vs. 

deontological moral judgements) and did not include contrasts between experimental conditions and low-level baseline conditions(see Section 

2.1.2); 

f Used False Discovery Rate correction. 

g(Eickhoff et al., 2016)
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S.1.3. Data extraction 

 

We extracted the following information from each study and included it in our database: 

authors, year of publication, sample size, imaging method (fMRI/PET), task description, 

contrast, type of contrast (low-level baseline vs high-level baseline), coordinate space 

(MNI/Talairach), type of instructional cue (explicit/implicit) and type of difficulty category 

based on participant reaction times (experimental condition harder/easier than or equally 

difficult to the control condition).  In addition, we collected information about other potential 

moderating factors not investigated in this study as follows: 

• Semantic control: type of cognitive manipulation (semantic production/ semantic 

decision/ homonyms/ metaphors), input modality (verbal/non-verbal, visual/auditory). 

• ToM: type of ToM inference (cognitive/affective), stimulus type (animations/ cartoon/ 

photos/ RMET/ video/ stories), task type (e.g., false belief reasoning, predicting 

behaviours based on mental states), input modality, difficulty based on accuracy scores 

(experimental condition harder/easier than or equally difficult to the control condition). 

• Empathy: target of empathy (e.g., pain, happiness, sadness etc.), valence of target of 

empathy (positive/negative), input modality, difficulty based on accuracy scores. 

• Trait inference: type of inference (prior person knowledge/appearance/ behaviour), trait 

(e.g., trustworthiness, approachability etc.), input modality, difficulty based on 

accuracy scores. 

• Moral reasoning: input modality, difficulty based on accuracy scores. 

 

S.1.4. Missing information 

 

If activation coordinates from whole-brain analyses for the contrast of interest were not 

reported in the published article or in supplementary materials, the authors of the study were 

contacted to obtain the missing information. If this was unsuccessful, the study was excluded 

from the meta-analysis. If the data was obtained directly from personal communication with 

the authors, this is clearly indicated in section 2 of the supplementary materials. 

 

 

 

 

224



APPENDICES  

SUPPLEMENTARY MATERIALS FOR CHAPTER 4 

S.1.5. Overview of the study selection process 

   

In accordance with the PRISMA guidelines (Page et al., 2021), a detailed overview of the study 

selection process is provided below separately for each dataset. Figures S1- S5 depict the 

number of articles identified and screened at each stage, the number of articles excluded at 

each stage, as well as the final number of articles and experiments included in the analyses. 
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Figure S1. Overview of the 

selection process for the theory 

of mind meta-analysis. We 

included 136 experiments with a 

total number of 2158 coordinates 

and 3452 participants. 
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Figure S2. Overview of the 

selection process for the trait 

inference meta-analysis. We 

included 40 experiments with 

a total number of 523 

coordinates and 732 

participants.  
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Figure S3. Overview of 

the selection process 

for the empathy meta-

analysis. We included 

163 experiments with a 

total number of 2691 

coordinates and 4406 

participants.  
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Figure S4. Overview 

of the selection 

process for the moral 

reasoning meta-

analysis. We included 

68 experiments with a 

total number of 884 

coordinates and 1587 

participants.  
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Figure S5. Overview of 

the selection process for 

the semantic control 

meta-analysis. We 

included 92 experiments 

with a total number of 

971 coordinates and 1966 

participants.  
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Section S2. Data analysis 

 

A list of all analyses conducted is provided in the table below. For each analysis, the table 

specifies the type of analysis (C - confirmatory/ E - exploratory), the results section where the 

findings are described, the results table number and the results figure number.  

 

Table S2. List of all analyses conducted.  

Analysis Type 
Results 

Section 

Results 

Table 
Figure 

Semantic control C 3.2 S2 3 

S
o
ci

al
 c

o
g
n

it
io

n
 

Independent 

sub-domains 

Low baselines excluded C OSF page - 

Theory of 

mind 

Global Theory of 

Mind (all tasks) * 

C 3.1.1 S1.1.1 1a 

False belief 

reasoning* 

E S3.1 S1.1.2 S6a 

Trait Inference* C 3.1.2 S1.2 1b 

Empathy Global Empathy* C 3.1.3 S1.3.1 S7a 

Empathy for Pain* E 3.1.3 S1.3.2 1d 

Empathy for 

Emotions* 

E 3.1.3 S1.3.3 1c 

Empathy for Pain 

vs. Emotions^ 

E 3.1.3 S1.3.4 S7b 

Moral reasoning* C 3.1.4 S1.4 1e 

Overlay conjunction E S3.3 2.1.5 2; S7 

Explicit vs. 

Implicit 

Empathy 

for 

Emotions 

Explicit* C S3.4 S4.1.1 5a 

Implicit* C S3.4 S4.1.2 5a 

Explicit vs. 

Implicit^ 

C S3.4 S4.2.1 5d 

Empathy 

for Pain 

Explicit* C S3.4 S4.1.3 5b 

Implicit* C S3.4 S4.1.4 5b 

Explicit vs. 

Implicit^ 

C S3.4 S4.2.2 5e 

Moral 

reasoning 

Explicit* C S3.4 S4.1.5 5c 

Implicit* C S3.4 S4.1.6 5c 

Explicit vs. 

Implicit^ 

C S3.4 S4.2.3 5f 

Cluster analyses E 3.4.2 - S8 

Task 

difficulty 

E>C ToM* E 3.5 S5.1 6a 

E=C ToM* E 3.5 S5.2 6a 

C>E ToM* E 3.5 S5.4 6a 

E>C vs. E=C^ E 3.5 S5.3 - 

ToM known difficulty category*  E - S5.5 6c 

Cluster analysis E 3.5 - 6c 

S
o

ci
a l 

C
o

g
n
i

ti
o n
 

v
s.

 

S
e

m
a

n
ti c C
o

n
tr o
l Theory of 

Mind vs. SC 

Global ToM (all tasks) vs. SC^ C 3.3.1 S3.1 4a 

False belief reasoning vs. SC^ E S3.1 S3.1.2 S6b 
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Trait inference vs. SC^ C 3.3.2 S3.2 4b 

Empathy vs. 

SC 

Global Empathy vs. SC^ C OSF project 

Empathy for Emotions vs. SC^ E 3.3.3 S3.3 4c 

Empathy for Pain vs. SC^ E 3.3.4 S3.4 4d 

Moral reasoning vs. SC^ C 3.3.5 S3.5 4e 

* Indicates independent ALE analyses. Each independent ALE analysis was repeated using 

two different statistical thresholding approaches (see the Results section).  

^ Indicates contrast and conjunction analyses.  

SC = Semantic control; E = exploratory analysis; C = confirmatory analysis 

 

 

Section S3. Results 

 

S3.1. False belief reasoning 

 

The validity of some of the tasks used to investigate ToM processing has been debated (Heyes, 

2014; Oakley et al., 2016; Obhi, 2012; Quesque and Rossetti, 2020). For example, Quesque & 

Rossetti (2020) argue that some classic ToM tasks (e.g., Heider and Simmel)  do not necessarily 

require the representation of other’s mental states and successful completion can be explain by 

lower-level cognitive processes (e.g., basic associative learning mechanisms). A further 

criticism has been that they do not necessitate distinguishing one’s own mental states from 

others’ mental states (Heyes, 2014). False belief tasks, on the other hand, are frequently used 

in both healthy and clinical populations (e.g., Yirmiya et al., 1998), as well as in developmental 

contexts (e.g., Wellman et al., 2001), and are more commonly accepted as a suitable task for 

probing ToM and for identifying the underlying brain network (Dodell-Feder et al., 2011; Saxe 

and Kanwisher, 2003). False belief tasks require participants to make inferences about the 

(false) beliefs of protagonists which may contrast their own knowledge about the state of 

reality, meeting both aforementioned criteria for valid ToM tasks (Quesque and Rossetti, 

2020).  

Our global ToM meta-analysis pooled across a variety of ToM task paradigms, not all of 

which may be considered valid measures of ToM processing. Therefore, we performed a 

separate analysis focused solely on experiments which employed false belief tasks to explore 

any differences in the underlying brain network when using a more conservative task 

definition. Across 43 false belief reasoning experiments, the ALE analysis revealed convergent 

activation in 9 clusters including in the precuneus, bilateral pMTG & STG, bilateral mid MTG 
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(extending anteriorly towards the temporal pole), right MFG, mPFC, medial OFC and 

cerebellum (Figure S6a; Table S1.1.2). All these clusters survived both extent-based and 

height-based thresholding. Unlike in the inclusive ToM analysis, we did not find convergent 

activation in the bilateral IFG. Overlap between the neural network underpinning semantic 

control (i.e., SCN & regions of the MDN) and false belief reasoning was found in a single left 

pMTG cluster (Figure S6b; Table S3.1.2).  

 

 

Figure S6. a) Binary whole-brain ALE maps showing statistically significant convergent 

activation resulting from independent meta-analyses of false belief reasoning 

experiments (N=43). The ALE maps were thresholded using an FWE corrected cluster-

extent at p < .05 with a cluster-forming threshold of p < .001 (red) and, an FWE 

corrected voxel-height threshold of p < .05 (yellow). b) Results of the contrast (blue: 

semantic control > false belief reasoning; red: false belief reasoning > semantic control) 

and conjunction (green) analyses between the ALE maps associated with false belief 

reasoning and semantic control. The contrast maps were thresholded with a cluster-

forming threshold of p < .001 and a minimum cluster size of 200 mm3. The lateral 

views, which show projections on the cortical surface, are accompanied by brain slices 

at the sagittal midline and also coplanar with the peak of the left IFG [X = -39] cluster 

that overlapped across all social domains (Table S1.5). FB = false belief reasoning. 
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S3.2. Global Empathy (for Pain & Emotions) 

 

 Figure S7. a) Binary whole-brain ALE maps showing statistically significant convergent 

activation resulting from independent meta-analyses of all empathy studies (N=163), 

including both empathy for pain and empathy for emotions. The ALE maps were 

thresholded using an FWE corrected cluster-extent at p < .05 with a cluster-forming 

threshold of p < .001 (red) and, an FWE corrected voxel-height threshold of p < .05 

(yellow). b) Results of the contrast (blue: empathy for pain > empathy for emotions; red: 

empathy for emotions > empathy for pain) and conjunction (green) analyses between the 

ALE maps associated with empathy for pain and empathy for emotions. The contrast maps 

were thresholded with a cluster-forming threshold of p < .001 and a minimum cluster size 

of 200 mm3. The lateral views, which show projections on the cortical surface, are 

accompanied by brain slices at the sagittal midline and also coplanar with the peak of the 

left IFG cluster that overlapped across all social domains [Table S1.5; X = -39]). 
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S3.3. A common network for multiple sub-domains of social cognition 

 

To identify brain areas consistently activated across multiple sub-domains of social cognition, we performed an overlay conjunction analysis of 

the ALE maps associated with ToM, trait inference, empathy (for pain and/or emotions) and moral reasoning. The ALE maps were thresholded 

using p<.001 uncorrected. Convergent activation across all four socio-cognitive sub-domains was found in the bilateral IFG (pars orbitalis), mPFC, 

precuneus, left pSTG, and bilateral ATL (Figure S8). 

 

 

Figure S8. An overlay conjunction of the ALE maps resulting from independent meta-analyses on ToM, trait inference, empathy for pain/emotions, 

and moral reasoning. The map displays the number of social domains showing convergent activation in each voxel. The ALE maps were 

thresholded using an uncorrected cluster-forming threshold of p < .oo1. The lateral views, which show projections on the cortical surface, 

are accompanied by brain slices at the sagittal midline and also coplanar with the peak of the left pSTG (X = -48) and left IFG (X = -39) 

clusters that overlapped across all four social domains.  
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S3.4. Explicit versus Implicit Social Paradigms 

S3.4.1. Conjunctions and Contrasts between Explicit and Implicit Experiments  

 

 Empathy for affective states 

An ALE analysis across all explicit paradigms showed convergent activation in the bilateral 

IFG, mPFC, SMA, precuneus, middle cingulate gyrus, bilateral temporal pole, left caudate and 

brainstem. An ALE analysis of all implicit experiments revealed convergent activation in the 

bilateral IFG, bilateral pMTG and right occipital cortex. The conjunction analysis between 

implicit and explicit empathy for affective states revealed overlapping activation in two clusters 

located in pars triangularis of the right IFG and pars orbitalis of the left IFG. Formal contrasts 

did not reveal any above-threshold differential activation. 

   

Empathy for pain 

The ALE analysis of empathy for pain studies employing explicit instructional cues revealed 

convergent activation in the bilateral insula (extending to the IFG), pars triangularis of left IFG 

(extending to MFG), the middle cingulate gyri (extending to SMA), bilateral SMG, left inferior 

occipital gyrus (extending to pMTG) left thalamus and right pallidum. An ALE analysis of 

studies using an implicit paradigm revealed convergent activation in the bilateral IFG, bilateral 

precentral gyrus, bilateral insula, SMA, middle cingulate gyrus, bilateral SMG, left IPL, 

bilateral posterior ITG, calcarine fissure, left thalamus, right amygdala and brainstem. The 

conjunction between implicit and explicit empathy for pain revealed overlapping activation in 

the left IFG (pars opercularis), bilateral insula, dmPFC, middle cingulate cortex, SMA, bilateral 

SMG and left inferior occipital gyrus. Formal contrasts found that explicit paradigms 

differentially engage dmPFC while implicit paradigms show additional convergent activation 

in left inferior occipital cortex and right hippocampus. 

  

Moral reasoning 

 

Convergent activation across explicit paradigms was found in the left insula cortex, medial 

OFC, dmPFC, precuneus and left pMTG. Convergent activation across implicit paradigms was 

found in the left IFG (pars opercularis), dmPFC and right anterior MTG. The conjunction 

between implicit and explicit moral reasoning paradigms revealed overlapping activation in 

mPFC, while the formal contrasts did not reveal any above-threshold differential activation.   

 

236



APPENDICES  

SUPPLEMENTARY MATERIALS FOR CHAPTER 4 

3.4.2. Cluster analyses investigating the contribution of explicit/implicit experiments to ALE 

clusters 

 

In addition, we conducted exploratory cluster analyses to investigate whether the explicit and 

implicit experiments contributed similarly to each of the significant ALE clusters found for 

each social domain. Given that the sample sizes of implicit experiments were too small to 

conduct independent ALE analyses for the ToM and Trait Inference datasets, this cluster 

analysis allowed us to understand whether a specific type of instructional cue drove the 

convergent activation in any of the identified clusters. For each social domain, we calculated 

the proportion of implicit and explicit experiments that contributed at least one peak to each 

identified cluster. The results (Figure S9) revealed that explicit and implicit paradigms 

contributed equally to most activation clusters (all p > .05), with the exception of the precuneus 

cluster in response to ToM (p = .023, explicit > implicit) and a cluster located in the right 

primary visual cortex in response to empathy for pain (p = .016, implicit > explicit). This 

suggests that implicit and explicit experiments contributed equally to most activation clusters 

regardless of social domain.  
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Figure S9. Pie charts illustrate the proportion of explicit, implicit and both (i.e., contrasts 

reporting coordinates from both implicit and implicit instructions) experiments that 

were included in the meta-analysis for each social domain. The labels indicate the 

experiment count for each category. The bar charts display the proportion of 

experiments in each category (explicit/implicit) that contributed at least one peak to the 

clusters of interest. The ALE map of convergent activation for each social domain is 

displayed on a standard MNI brain and each cluster of interest is indicated and 

numbered. * p < .05  
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S3.5. The difficulty characteristics of the explicit experiments included in the dataset for each 

social domain 

Figure S10. For each social domain, the proportion of studies featuring specific difficulty 

characteristics is illustrated. The bars represent the proportion of studies featuring 

specific difficulty characteristics. The exact number of experiments featuring specific 

difficulty characteristics is also displayed for each bar. C>E – reaction times were 

significantly faster in the experimental condition compared to the control condition 

suggesting that the control condition was more difficult. E=C – the was no statistically 

significant different between the reaction times in the experimental and control 

conditions suggesting equally difficult conditions. E>C – reaction times were 

significantly faster in control condition compared to the experimental condition 

suggesting that the experimental condition was more difficult. Mixed – the experiment 

pooled across contrasts belonging to different difficulty categories. NA – not 

applicable, NR – not reported. 
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APPENDIX III. Supplementary Materials 

 

for 

 

CHAPTER 5. Graded functional organisation in the left inferior frontal gyrus: evidence 

from task-free and task-based functional connectivity 

 

 

 

Figure S1. Percentage of variance explained by the 10 gradients derived from A) the task-free 

functional connectivity data and B) the task-based co-activation patterns. 

242



APPENDICES  

SUPPLEMENTARY MATERIALS FOR CHAPTER 5 

 

Figure S2. The distribution of the algebraic connectivity values (equivalent to the second largest 

eigenvalue of the Laplacian of the similarity matrix) obtained per participant in the task-free 

functional connectivity assessment are illustrated alongside individual datapoints and a boxplot 

highlighting the median, 25th and 75th quartiles. Values near 0 reflect the existence of hard clusters, 

whereas higher numbers suggest a graded change in functional connectivity. Note that the y-axis 

starts at 0.7, which is above the midpoint of possible values. The individual-level gradation metric 

values suggest that the left IFG is characterized by graded changes in task-free functional 

connectivity.  
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Figure S3. Similarity matrices reordered based on the voxels’ positions along the first and second 

gradients. A) Reordered task-free FC group matrix. B) Reordered task-based co-activation matrix. 

Visual inspection of the reordered matrices suggests a high degree of gradation in the main axes 

of functional connectivity change across the left IFG.  
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Figure S4. Scatterplots illustrate the relationship between voxels’ positions in the resting-state 

gradients and the task-state gradients. The loess lines depicted in orange highlights the functional 

relationship.  A. Voxels’ ranks on the anterior-posterior (first) task-free gradient are plotted against 

their ranks on the anterior-posterior (second) task-based gradient.  B. Voxels’ ranks on the dorsal-

ventral (second) task-free gradient are plotted against their ranks on the dorsal-ventral (first) task-

based gradient. The r values represent the product-moment correlation coefficients and suggest 

strong relationships between the gradients extracted from independent FC datasets.  
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Figure S5. Scatterplots illustrate the relationship between voxels’ gradient values on the first two 

connectivity embedding gradients extracted from A) task-free functional connectivity and B) task-

based co-activation patterns. Histograms and density plots depicting the distribution of gradient 

values are presented on the respective axes.  
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Figure S6. Results of contrast analyses between task-constrained co-activation patterns (derived using MACM analyses) of the IFG 

clusters located at the extremes of the anterior-posterior and dorsal-ventral task-based gradients. Unlike in the main text, these contrast 

maps were not masked using independent MACM maps. The spider plots in the right column show the percentage of overlap between 

the contrast maps and canonical networks from Yeo et al. (2011), as well as the semantic network from Jackson et al. (2016), which is 

comprised of regions that are functionally coupled with the ventrolateral anterior temporal lobe semantic hub at rest.  
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Figure S7. Conjunction maps showing common regions of (A) task-free functional connectivity 

and (B) co-activation between the hard clusters located at the extremes of the respective gradients. 

The spider plots in the right column show the percentage of overlap between the contrast maps 

and canonical networks.  
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Figure S8. Contrast and conjunction maps showing regions of common and differential 

functionally coupling at rest between hard clusters representing the edges of the task-based FC (A) 

anterior-posterior gradient map and (B) dorsal-ventral gradient map. The spider plots in the right 

column show the percentage of overlap between the contrast maps and canonical networks.  
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Figure S9. Contrast and conjunction maps showing regions of common and differential task-

constrained co-activation across cognitive domains between hard clusters representing the edges 

of the task-free FC (A) anterior-posterior gradient map and (B) dorsal-ventral gradient map. The 

spider plots in the right column show the percentage of overlap between the contrast maps and 

canonical networks.  
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Figure S10. Functional terms associated with the IFG clusters derived based on the task-

constrained gradients according to the A) specificity/reverse inference analyses and B) 

consistency/forward inference analyses. The colour indicates the effect sizes, with red colours 

suggesting greater association. Only statistically significant associations are highlighted. 

Synonymous terms with similar pattern of associations across the LIFG clusters were excluded.  
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Figure S11. Functional terms associated with the IFG clusters derived based on the task-free 

gradients according to the A) specificity/reverse inference analyses and B) consistency/forward 

inference analyses. The colour indicates the effect sizes, with red colours suggesting greater 

association. Only statistically significant associations are highlighted. Synonymous terms with 

similar pattern of associations across the LIFG clusters were excluded.  
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Table S1. The MNI coordinates for the center of gravity of the hard clusters representing the edges 

of the task-free and task-based gradient maps.   

Cluster 

 Task-free Gradients  Task-based Gradients 

 X Y Z  X Y Z 

Anterior  -44 40 -6  -48 39 1 

Posterior  -50 17 9  -44 21 2 

Dorsal  -50 23 21  -51 21 22 

Ventral  -44 27 -5  -44 38 -11 

 

 

 

Table S2. The number of studies from the NeuroQuery database that reported at least one activation 

coordinate in each hard cluster. These studies were used as the input to MACM and functional 

decoding analyses.  

Cluster 
Task-free 

Gradients 

Task-based 

Gradients 

Anterior 664 851 

Posterior 1064 1164 

Dorsal 1332 1298 

Ventral 1098 627 
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Table S3. Results of the seed-based resting-state functional connectivity analyses conducted on 

clusters extracted from the anterior-posterior task-free gradient.  

Analysis AAL Label 

Cluster Size 

(mm3) 

Max Z 

Value X Y Z 

Anterior Cluster 

> Posterior 

Cluster 

 

Frontal_Inf_Orb_L 51,200 21 -36 38 -12 

Angular_L 18,712 18 -44 -68 44 

Frontal_Inf_Orb_R 6,832 17 38 38 -12 

Cerebelum_Crus2_R 17,824 16 46 -72 -40 

Temporal_Mid_L 16,336 16 -64 -44 -10 

Angular_R 6,848 15 40 -72 46 

Cerebelum_Crus2_L 10,336 14 -42 -72 -40 

Temporal_Mid_R 6,568 14 62 -40 -8 

Rectus_R 4,216 14 4 44 -16 

Frontal_Inf_Tri_L 912 13 -52 24 28 

Frontal_Mid_R 2,952 11 32 20 50 

Cerebelum_9_R 520 11 2 -56 -50 

Precentral_L 672 11 -46 8 36 

Frontal_Inf_Tri_R 2,320 9 52 34 22 

Vermis_10 512 8 2 -48 -34 

Temporal_Pole_Mid_L 1,000 7 -32 8 -38 

Posterior 

Cluster > 

Anterior Cluster 

 

Frontal_Inf_Oper_L 17,720 20 -52 16 2 

Cingulum_Mid_L 35,744 19 -6 14 38 

Frontal_Inf_Orb_R 17,056 18 50 18 -4 

SupraMarginal_L 21,256 16 -56 -40 26 

SupraMarginal_R 14,000 16 58 -30 32 

Precentral_R 2,032 15 54 6 42 

Frontal_Mid_L 5,776 14 -30 50 24 

Frontal_Mid_R 2,760 14 34 46 30 

Anterior Cluster 

∩ Posterior 

Cluster 

 

Frontal_Inf_Tri_L 26,192 22 -54 20 20 

Frontal_Inf_Tri_L 5,216 22 -54 22 4 

Supp_Motor_Area_L 23,232 19 -2 22 60 

Parietal_Inf_L 32,240 18 -54 -44 48 

Frontal_Inf_Tri_R 4,320 14 48 40 0 

Frontal_Inf_Orb_R 1,120 14 56 30 -2 

Frontal_Inf_Tri_R 1,704 13 58 26 18 

Cerebelum_Crus1_R 832 11 14 -76 -30 
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Temporal_Inf_L 2,424 9 -44 -2 -44 

Temporal_Inf_L 856 8 -50 -6 -40 

Fusiform_L 608 8 -44 -40 -18 

 

Table S4. Results of the seed-based resting-state functional connectivity analyses conducted on 

clusters extracted from the dorsal-ventral task-free gradient.  

Analysis AAL Label 

Cluster Size 

(mm3) 

Max Z 

Value X Y Z 

Dorsal Cluster > 

Ventral Cluster 

 

Frontal_Inf_Tri_L 24,592 19 -44 32 18 

Parietal_Sup_L 26,328 18 -26 -70 46 

Precentral_L 968 16 -44 2 22 

Temporal_Inf_L 14,032 16 -54 -60 -14 

Frontal_Inf_Tri_R 10,872 15 50 38 18 

Frontal_Mid_L 5,280 13 -28 10 66 

Temporal_Inf_R 3,280 13 60 -50 -8 

Cerebelum_8_R 3,968 12 28 -70 -46 

Cerebelum_Crus1_R 832 10 6 -80 -24 

Insula_L 624 8 -42 -2 6 

Ventral Cluster > 

Dorsal Cluster 

 

Frontal_Inf_Tri_L 14,984 19 -42 26 0 

Frontal_Sup_Medial_L 58,464 16 -4 52 16 

Insula_R 12,960 14 32 20 -14 

Temporal_Inf_L 13,808 14 -48 2 -36 

Temporal_Mid_L 10,728 13 -58 -18 -10 

Temporal_Inf_R 9,960 13 48 2 -32 

Cerebelum_Crus1_R 2,232 12 28 -78 -32 

Temporal_Mid_R 4,344 12 54 -28 -8 

Angular_L 12,208 11 -54 -60 30 

Precuneus_L 1,576 11 -12 -52 32 

Temporal_Sup_R 712 10 58 -44 24 

Cerebelum_Crus2_R 648 9 24 -88 -38 

Dorsal Cluster ∩ 

Ventral Cluster 

 

Frontal_Inf_Tri_L 85,432 24 -54 22 18 

Frontal_Sup_Medial_L 21,624 17 -2 38 46 

Frontal_Inf_Tri_R 6,032 14 56 28 20 

Cerebelum_Crus1_R 7,016 14 14 -80 -30 

Temporal_Mid_R 5,424 8 54 -38 8 

Fusiform_L 5,272 8 -30 2 -44 
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Table S5. Results of the meta-analytic co-activation analyses conducted on clusters extracted from 

the anterior-posterior task-based gradient.  

Analysis AAL Label 

Cluster Size 

(mm3) Max Z Value X Y Z 

Anterior Cluster 

> Posterior 

Cluster 

 

Frontal_Inf_Tri_R 3,208 NA 48 36 18 

Occipital_Mid_R 5,432 4 34 -68 34 

Parietal_Inf_L 9,816 4 -38 -44 42 

Frontal_Inf_Tri_L 20,392 NA -46 34 12 

Posterior 

Cluster > 

Anterior Cluster 

Insula_R 8,200 NA 44 18 -2 

Insula_L 22,616 NA -42 18 0 

Anterior Cluster 

∩ Posterior 

Cluster 

 

Frontal_Inf_Oper_R 18,200 4 44 20 10 

Supp_Motor_Area_L 15,224 NA -2 18 46 

Pallidum_L 1,648 NA -14 6 4 

Parietal_Inf_L 6,544 NA -36 -54 44 

Frontal_Inf_Oper_L 41,856 NA -42 18 14 

Occipital_Inf_L 2,312 NA -44 -60 -12 

Temporal_Mid_L 1,208 NA -56 -40 0 

 

Table S6. Results of the meta-analytic co-activation analyses conducted on clusters extracted from 

the dorsal-ventral task-based gradient.  

Analysis AAL Label Cluster Size 

(mm3) 

Max Z 

Value 
X Y Z 

Dorsal Cluster 

> Ventral 

Cluster 

 

Rolandic_Oper_R 11,904 4 44 4 20 

Angular_R 2,408 4 32 -56 48 

Supp_Motor_Area_L 4,976 NA -2 12 48 

Parietal_Sup_L 8,552 4 -24 -62 50 

Frontal_Inf_Oper_L 28,584 NA -46 16 22 

Fusiform_L 520 3 -42 -58 -18 

Ventral 

Cluster > 

Dorsal Cluster 

Frontal_Inf_Orb_R 4,048 4 36 22 -18 

Frontal_Sup_Medial_L 1,080 4 -6 42 40 

Frontal_Inf_Orb_L 17,152 NA -40 34 -10 

Angular_L 2,720 NA -48 -62 30 

Dorsal Cluster 

∩ Ventral 

Cluster 

Insula_R 9,136 NA 40 22 -4 

Supp_Motor_Area_L 9,800 NA -2 20 46 

Frontal_Inf_Tri_L 30,888 NA -44 20 12 
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 Parietal_Inf_L 2,696 NA -36 -56 46 

Temporal_Mid_L 2,824 NA -56 -38 0 
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