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Proton therapy can achieve better sparing of normal tissues than the conventional photon 

radiation therapy due to proton’s Bragg Peak property. However, to unlock the full potential of 

protons, accurate prediction of in vivo proton stopping power ratio (SPR) is required for proton 

therapy treatment planning. The current standard practice is to map SPR from Hounsfield Unit 

(HU) values of a single-energy computed tomography (SECT) scan through a stoichiometric 

calibration technique. This technique is subjected to a variety of factors that congregate on the 

uncertainties in SPR estimation, including the calibration uncertainty (up to 0.5% to 1.8% of the 

total proton beam range), SECT uncertainty (beam hardening, reconstruction artifacts, etc.), and 

patient positioning uncertainty (misalignment, motions, and anatomical changes).  

Two emerging techniques have been proposed to improve proton SRP estimation accuracy in 

proton therapy: dual-energy computed tomography (DECT) and proton computed tomography 

(pCT). The former attempts to achieve better material differentiation than SECT by scanning the 

patient at two different photon energies. The latter aims to avoid sources of uncertainties in HU-

to-SPR conversion by using protons directly as the imaging particle. 
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A previously proved highly accurate DECT-based SPR mapping technique using a joint 

statistical image reconstruction method with a linear basis vector model (JSIR-BVM) was 

integrated with a clinical Monte Carlo-based treatment planning system (TPS) for dose 

prediction comparison with the standard stoichiometric SECT method. Percentage deviation 

from the ground-truth volume receiving 80% of the prescription dose within a 5 mm distal-ring 

region around the planning target volume was 2.6% for JSIR-BVM and 6.8% for SECT in the 

simulated case, showing a nontrivial risk of underdosing to the tumor region if planned with 

SECT. For the clinical head-and-neck cancer patient case, the percentage difference between 

JSIR-BVM and SECT in the mean dose and the volume receiving 80% of the prescription dose 

in a similarly defined ROI was 2.35% and 13.86%, respectively. The results demonstrate that our 

JSIR-BVM method provides more accurate and less variable mass-density maps than SECT for a 

simulation case with known ground truth, resulting in noticeable improvements in dose-

calculation accuracy. Hence, this work constitutes an important transitional step towards 

realizing the clinical benefits of more accurate imaging of radiological quantities by JSIR-BVM. 

The clinical impact of the DECT-based JSIR-BVM SPR mapping technique was evaluated based 

on dose-volume histograms (DVHs), the mean dose in clinical target volume (CTV) and maximum 

dose within serial organs at risk (OARs). No recalculated DVH metric differed by more than 0.37% 

in 2 of the 3 cases. However, in the third case with the brainstem overlapping the CTV, when 

recalculated on the DECT SPR map, the mean dose to the CTV and the maximum dose in the 

brainstem increased from 54 Gy to 56 Gy and 55.1 Gy to 57.7 Gy, respectively, indicating a 

nontrivial risk in treatment toxicity associated with inaccurate prediction of proton beam range. 

The results validate that a methodology for evaluating the clinical impact of highly accurate DECT 
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SPR maps has been developed. The differences between SECT and DECT dose distributions were 

clinically meaningful in one of the three evaluated patient cases. 

On the other hand, a novel pCT system has been proposed and developed as discussed in this 

dissertation. We first demonstrated the clinical feasibility through Monte Carlo simulation, then 

expanded the generality and compatibility of this technology for various beam characteristics 

with a model-based reconstruction explicitly developed for the system.  

The prototype of the pCT detector is composed of two strip ionization chambers measuring 

locations and lateral profiles of the exiting beam and a multi-layer ionization chamber (MLIC) 

measuring the integral depth doses (IDDs), which can be translated to residual energies of the 

exiting proton beams. A collimator with a round slit of 1 mm in diameter was placed in the 

central beam axis upstream from steering magnets to collimate the spot size down to 1 mm.  

The maximum deviation in reconstructed proton SPR from the ground truths was reported to be 

1.02% in one of the 13 inserts when the number of protons per beamlet passing through the slit 

dropped to 103.  The imaging dose was correlated linearly to incident protons and was 

determined to be 0.94 cGy if 103 protons per beamlet were used. Imaging quality was acceptable 

for planning purposes and held consistently through all levels of imaging dose. Spatial resolution 

was measured as 5 lp/cm in all simulations, varying imaging dose. The results prove the clinical 

feasibility of the pCT system with imaging dose lower than kV cone-beam computed 

tomography (CBCT), making it potentially an excellent tool for localization and plan adaption in 

proton therapy. 

A reconstruction approach was developed to eliminate the use of a collimator by modeling the 

IDD of an uncollimated proton beam as a weighted sum of percentage depth doses (PDDs) of 
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constituent narrow beamlets separated by 1mm. The beamlets' water equivalent path lengths 

(WEPLs) were determined by iteratively minimizing the squared L2-norm of the forward 

projected and simulated IDDs. The final WEPL values were reconstructed into pCT images, i.e., 

proton SPR maps, through simultaneous algebraic reconstruction technique with total variation 

regularization (SART-TV).  

When the proposed reconstruction approach was applied, the percentage deviations from 

reference SPR were within ±1% in all selected ROIs. The mean absolute error of the 

reconstructed SPR was 0.33%, 0.19%, and 0.27% for the cylindrical phantom, the adult phantom 

at the head and lung region, respectively. The frequency at 10% of the modulation transfer 

function (MTF) was 6.38 cm-1. The mean signal-to-noise ratio (SNR) of all the inserts was 2.45. 

The mean imaging dose was 0.29 cGy and 0.25 cGy at the head and lung region of the adult 

phantom, respectively. The results suggest that with the proposed reconstruction approach, the 

pCT system can achieve similar SPR accuracy and spatial resolution as the pCT system with an 

additional collimator while avoiding the potential side effects caused by extra neutron dose 

generated by collimating proton beams. 

Finally, the possibility of using the pCT system to extract proton scattering information was 

explored. Two forward models of predicting integrated transverse dose distribution of the exiting 

proton beam were implemented and compared. Moreover, differential Molière model was 

utilized to reconstruct the scattering length of the imaging object. The scattering length map 

achieved 0.83% mean absolute deviation from the reference values when reconstructed through a 

modified simultaneous algebraic reconstruction technique (SART) algorithm and can be used as 

a correction for SPR estimation or provide additional information in proton treatment planning. 
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In summary, an evaluation study of dose prediction and clinical impact of the DECT-based JSIR-

BVM SPR mapping technique was conducted. The transition of this highly accurate technique 

toward clinical application was established. Furthermore, a novel pCT system incorporated with 

a PBS facility and detected with an MLIC detector was proposed and developed. The feasibility 

of the system was proved through Monte Carlo simulation. Moreover, a reconstruction approach 

modeling the IDDs of the exiting proton beam was developed to further improve the system 

design by eliminating the additional hardware that may cause extra neutron dose and 

unnecessary quality assurance. Finally, proton scattering information was reconstructed using 

simulated data based on the pCT design, which can further improve SPR accuracy or provide 

additional patient anatomic information for proton treatment planning.  
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Chapter 1 Introduction  

 

1.1 Motivation 

Proton therapy is advantageous in confining most of the radiation dose within the target tumor 

volume and sparing surrounding healthy tissues or organs-at-risk (OARs) due to the Bragg peak 

property of the proton beams.1 This allows proton therapy to achieve similar treatment results 

while causing fewer side effects than photon therapy.2–4 However, this advantage strongly 

depends on the accuracy of the determined proton range which was currently computed by 

converting the Hounsfield Unit (HU) values in an x-ray computed tomography (xCT) scan to 

proton stopping power ratio (SPR) map through stoichiometric calibration.5 Despite a leap 

forward compared to the direct measurement6, the stoichiometric calibration process still lead to 

SPR uncertainties of approximately 5% for low-density tissue (lung), 1.6% for soft tissue, and 

2.4% for high-density tissue (bone).7 The final combined uncertainties for different treatment 

sites are in the range of 3.0-3.4%7,  requiring an extra distal margin of 3.5% of the beam range in 

treatment planning, in addition to another 1-3 mm margin that accounts for other uncertainties 

besides the conversion from HU to SPR, such as energy fluctuation, quality assurance, and 

treatment apparatus. This formula is widely accepted and executed by most proton therapy 

centers.8  

Two types of emerging techniques have been proposed to improve the accuracy of SPR 

estimation for proton therapy. The first technique is to estimate SPR from dual-energy computed 

tomography (DECT), where two independent material properties from the CT measurements are 
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extracted to resolve the variations of tissue density and tissue composition.9–14 The second 

technique is proton computed tomography (pCT), where the protons are used directly as the 

imaging source to avoid the conversion between xCT HU to SPR. 15–19 The unsolved problems of 

DECT approach is that random noise and systematic errors in the separately reconstructed CT 

images may cause the accuracy of SPR estimates to deteriorate in the clinical setting.20–22 The 

remaining problems of pCT are that either it has to use a bulky system for well-controlled release 

and rapid detection of a single proton and thus is difficult to be incorporated with the proton 

treatment platform, or the SPR accuracy and spatial resolution are limited by the multiple 

Coulomb scattering (MCS) of protons.23  

In this dissertation, the clinical potential of DECT method based on joint statistical image 

reconstruction approach using basis vector model (JSIR-BMV) is evaluated. The JSIR-BVM 

approach, which depends on a physically realistic signal formation model and an effective 

statistical reconstruction algorithm has been proved superior to other DECT methods in terms of 

SPR accuracy. 24–26 The JSIR-BVM method is integrated with proton treatment planning system 

(TPS) for the first time for dose comparison with the standard single-energy computed 

tomography (SECT) based stoichiometric method. The benefits of our JSIR-BVM SPR maps 

compared to the SECT method for different proton treatment planning scenarios is assessed. 

Concurrently, a novel pCT system integrated with the proton pencil beam scanning (PBS) 

facility at Siteman Cancer center has been proposed and developed. The system has a compact 

design and the potential to reconstruct highly accurate SPR with scattering information extracted 

from the measured integrated transverse dose distribution. It has been proved feasible in a 

clinical achievable scenario through Monte Carlo simulation. The SPR accuracy and 

compatibility with various treatment platforms is improved by a reconstruction approach that 
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models the integral depth dose (IDD) of the exiting proton beam. Preliminary experimental study 

is conducted to verify its ability to measure material water equivalent path length (WEPL) 

accurately. Furthermore, the possibility of using the pCT system to extract proton scattering 

information was explored. Two forward models of predicting integrated transverse dose 

distribution of the exiting proton beam were implemented and compared. The differential 

Molière model was utilized to reconstruct the scattering length of the imaging object. The 

scattering length map can potentially be used as a correction for SPR estimation or provide 

additional information in proton treatment planning. 

1.2 Background 

1.2.1 Physics of proton interactions in matter 

Radiotherapy protons (kinetic energy between 3 to 300 MeV) interact with matter mainly 

through three processes, stopping, multiple coulomb scattering (MCS), and nuclear interaction. 

Stopping happens when protons undergo electromagnetic (EM) collisions with atomic electrons 

(and to a much smaller degree atomic nuclei) of the targeting material, causing the protons to 

lose energy and eventually stop. These protons are also known as primaries. MCS, on the other 

hand, is a process during which protons interact with atomic nuclei (and to a much smaller 

degree atomic electrons) through multiple EM collisions, leading to random small angle 

deviations from the original beam path. Finally, nuclear interaction is a single hard scatter of 

protons caused by nuclear force or EM force of the nuclei which induces a large angle deviation 

of protons from their original paths, creating the nuclear halo in the proton dose distribution.27 

Since the nuclear interaction occurs much less frequently than the other two process, it is usually 
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considered as a higher level correction in both proton dose calculation and proton imaging 

design. Details of stopping and MCS will be discussed in the following sections. 

Stopping  

The stopping process can be characterized by a quantity called stopping power which was 

defined as the rate of kinetic energy loss of protons per unit depth.  

𝑆 ≡ −
𝑑𝑇

𝑑𝑧
 

(1.1) 

In 1933, the mass stopping power (stopping power over material density) was first derived 

analytically by Bethe and Block for an elementary material of atomic number Z and atomic mass 

A with the continuous slowing down approximation (CSDA) as  

𝑆

𝜌
≡ −

1

𝜌

𝑑𝑇

𝑑𝑧
= 0.3072

𝑍

𝐴

1

𝛽2
(𝑙𝑛

𝑊𝑚

𝐼
− 𝛽2)  

MeV

g/cm2
 

(1.2) 

where 𝛽 ≡ 𝑣/𝑐 is the ratio of proton velocity to the speed of light, and  

𝑊𝑚 =
2𝑚𝑒𝑐2𝛽2

1 − 𝛽2
 

(1.3) 

is the largest possible proton energy loss in a single collision with a free electron (rest energy 

𝑚𝑒𝑐2 ≈ 0.511 MeV). 𝐼 is the mean excitation energy of the target material. Note that, 𝐼 cannot 

be calculated accurately from first principles, so it is an adjustable parameter of the theory. 𝐼 

(roughly proportional to Z, 𝐼 ≈ 10𝑍 eV) is determined by fitting the measured ranges or stopping 

powers and interpolation.  

To extend mass stopping power of a single element to a mixture of element or compounds, one 

can apply the Bragg additivity rule 
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𝑆

𝜌
= ∑ 𝑤𝑖 (

𝑆

𝜌
)

𝑖𝑖

 
(1.4) 

where 𝑤𝑖  and (
𝑆

𝜌
)

𝑖
are the weight and mass stopping power of the 𝑖𝑡h element, correspondingly.   

With mass stopping power, we can easily calculate the CSDA range in g/cm2 of proton given its 

initial kinetic energy as follows 

𝜌𝑅(𝑇𝑖𝑛𝑖𝑡𝑖𝑎𝑙) = ∫ (
1

𝜌

𝑑𝑇

𝑑𝑥
)

−1

𝑑𝑇 = ∫
𝑑𝑇

[𝑆/𝜌](𝑇)

𝑇𝑖𝑛𝑖𝑡𝑎𝑙

𝑇𝑓𝑖𝑛𝑎𝑙

𝑇𝑓𝑖𝑛𝑎𝑙

𝑇𝑖𝑛𝑖𝑡𝑖𝑎𝑙

 
(1.5) 

Any very small number can be chosen for 𝑇𝑓𝑖𝑛𝑎𝑙 instead of 0 to avoid diverging of Eq. 1.2. 

Due to MCS, protons actually travel in a wiggly path. Therefore, the CSDA range is usually 

larger than the mean projected range that can be measured experimentally. One can apply a 

correction factor to convert the CSDA range to the mean projected. However, in the clinical 

regime the correction is neglectable (0.9988 for 100 MeV protons in water).  

Since the stopping process involves multiple discrete and random energy transfers, protons stop 

at slightly different depths. Therefore, the actual range for protons is not an exact number but has 

a small Gaussian spread. This phenomenon is called range straggling, and need be taken into 

consideration when designing proton treatment beam line, calculating proton dose distribution, 

or designing proton imaging system. 

Multiple coulomb scattering 

Same as stopping, the process of MCS can also be characterized analytically. After passing 

through a thin slab of material as shown in Figure 1.1, protons have an angular distribution due 
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to myriad EM collisions with atomic nuclei, which can be measured as the transverse distribution 

on a measuring plane (MP in Figure 1.1). Such angular distribution can be calculated by Molière 

theory and later simplified by Highland’s approximation.28  

 

Figure 1.1 Multiple Coulomb scattering in a thin slab. 29  

 

In Molière theory, the target slab is supposed to be made of a single element (atomic weigh A, 

atomic number Z), and it is thin enough that the protons lose negligible energy, that is the slab 

thickness 𝑡 (g/cm2) is much smaller than the proton mass range 𝜌𝑅. Furthermore, the material Z 

is assumed to be large so that scattering by atomic electrons is also negligible. To calculate the 

distribution of proton space angle 𝜃 exiting the target slab, we first calculate a characteristic 

single scattering angle 𝜒𝑐 by 

𝜒𝑐
2 = 𝑐3𝑡(𝑝𝑣)2 (1.6) 

where  

𝑐3 ≡ 4𝜋𝑁𝐴 (
𝑒2

ℏ𝑐
)

2

(ℏ𝑐)2
𝑧2𝑍2

𝐴
  

(1.7) 
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𝑁𝐴 ≈ 6.022 × 1023 mol−1 is Avogadro’s number, (𝑒2/ℏ𝑐) ≈ 1/137 is the fine structure 

constant and (ℏ𝑐) ≈ 197 × 10−13 MeV cm is the usual conversion factor. 𝑝, 𝑣 are the 

momentum and velocity of proton, and z is the charge number The physical interpretation of 𝜒𝑐 

is that a proton undergoes exactly one more scattering than  𝜒𝑐 on average when traversing the 

target.  

Then, a screening angle 𝜒𝛼 can be calculated as 

𝜒𝑎
2 = 𝜒0(1.13 + 3.76𝛼2)  (1.8) 

where the Born parameter 𝛼 is given by 

𝛼 = 𝑐1/𝛽2 (1.9) 

and  

𝜒0
2 = 𝑐2/(𝑝𝑐)2  (1.10) 

The constants 𝑐1 and 𝑐2 are 

𝑐1 ≡ [(
𝑒2

ℏ𝑐
) 𝑧𝑍]

2

  
(1.11) 

and 

𝑐2 ≡ [
1

0.885
(

𝑒2

ℏ𝑐
) (𝑚𝑒𝑐2)𝑍

1
3]

2

  
(1.12) 
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Physically, the screening angle is a small angle at which the single scattering cross section 

departs from Rutherford’s 1/𝜃4 law because of the screening of the nuclear charge by atomic 

electrons. 

Next, the reduced target thickness B is calculated as the root of the equation 

𝐵 − ln𝐵 = 𝑏  (1.13) 

where  

𝑏 = ln (
𝜒𝑐

2

1.167 𝜒𝑎
2

)  
(1.14) 

is the natural logarithm of the effective number of collisions in the target. 

Finally, Molière’s characteristic multiple scattering angle is given by 

𝜃𝑀 =
1

√2
(𝜒𝑐√𝐵) 

(1.15) 

which can be used to compute the distribution of 𝜃. Defining a reduced angle 

𝜃′ ≡
𝜃

𝜒𝑐√𝐵
  

(1.16) 

The distribution function 𝑓(𝜃) is approximated by a power series in 1/B 

𝑓(𝜃) =
1

2𝜋𝜃𝑀
2

1

2
[𝑓(0)(𝜃′) +

𝑓(1)(𝜃′)

𝐵
+

𝑓(2)(𝜃′)

𝐵2
] 

(1.17) 

where  
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𝑓(𝑛)(𝜃′) =
1

𝑛!
∫ 𝑦 𝑑𝑦 𝐽0(𝜃′𝑦)𝑒

𝑦2

4 (
𝑦2

4
ln

y2

4
)

𝑛∞

0

 
(1.18) 

𝑓(0) is a Gaussian 

𝑓(0)(𝜃′) = 2𝑒−𝜃′2
  (1.19) 

Molière gave further formulas and tables for 𝑓(1) and  𝑓(2), and generalized the distribution 

function to arbitrary energy loss and to compounds and mixtures.30 Unlike the stopping theory, 

there are no adjustable parameters in Molière’s scattering theory. 

 

Figure 1.2 Projected angle distributions for 158.6 MeV protons on 1 cm of H2O (σ ≈ 6.7 mrad). Top panel: On a 

linear plot the Molière distribution is indistinguishable from Gaussian using Highland’s θ0. Bottom panel: on a 

logarithm plot, the Molière distribution peels away at 2.5σ. 29 
 

Later, Highland largely simplified Molière’s theory by using a Gaussian approximation to 

parameterized Molière theory. As shown in Figure 1.2, where projected angle distribution 

calculated by the Molière theory was compared with a Gaussian distribution on a linear plot (top) 

and a logarithm plot (bottom), the Molière distribution is indistinguishable from Gaussian 

distribution in the linear plot and only starts to deviate from a Gaussian distribution in the 
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logarithm plot at ±2.5 𝜎, which lefts only 1% of the protons. Therefore, the angular distribution 

can be well approximated by a Gaussian distribution. In the cylindrical axis, it can be written as  

𝑓(𝜃) =
1

2𝜋𝜃2
 exp [−

1

2
(

𝜃

𝜃0
)

2

] 
(1.20) 

For a thin slab of material, 𝜃0 can be obtained by Highland’s formula as 

𝜃0 = 𝜃𝐻𝑖𝑔ℎ𝑙𝑎𝑛𝑑 ≡
14.1𝑀𝑒𝑉

𝑝𝑣
√

𝑡

𝜌𝑋0
[1 +

1

9
log10 (

𝑡

𝜌𝑋0
)]    rad 

(1.21) 

where 𝑝𝑣 is the momentum and velocity of the protons, 𝑡 is the slab thickness, and 𝜌𝑋0 is the 

mass radiation length (g/cm2). This formula was generalized to thick targets by Gottschalk et 

al.28 using 

𝜃0 = 14.1𝑀𝑒𝑉 [1 +
1

9
log10 (

𝑡

𝜌𝑋0
)] × (∫ (

1

𝑝𝑣
)

2 𝑑𝑡′

𝜌𝑋0
 

𝑡

0

)

1
2

  

(1.22) 

Dose and Bragg peak 

Protons’ interactions with matter lead to energy deposition in the stopping medium. The 

absorbed dose or just dose is defined as energy per unit mass deposited by the beam in the 

stopping medium. The unit of dose is Gray (Gy): 1 Gy ≡ 1 J/kg. Suppose 𝑑𝑁 monoenergetic 

protons incident normally on an infinitesimal volume of frontal area 𝑑𝐴 and thickness 𝑑𝑧, the 

dose of the infinitesimal volume can be calculated as 

𝐷 ≡
𝑒𝑛𝑒𝑟𝑔𝑦

𝑚𝑎𝑠𝑠
= −

𝑑𝑁 (
𝑑𝑇
𝑑𝑧

) 𝑑𝑧

𝜌𝑑𝐴𝑑𝑧
= (

𝑑𝑁

𝑑𝐴
) × (−

1

𝜌

𝑑𝑇

𝑑𝑧
) = Φ ×

𝑆

𝜌
 

(1.23) 
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where Φ is the fluence, often called the “off-axis term”, and 𝑆/𝜌 is the mass stopping power 

defined in Eq. 1.1, frequently called “the central axis term”. 

From the Bethe-Block equation (Eq. 1.2) we can see that the mass stopping power is 

approximately inversely proportional to the square of proton velocity. Therefore, as protons 

slowing down to a small speed, the mass stopping power increases rapidly, leading to a peak in 

the dose depth curve (also called “Bragg curve”) near end-of-range called Bragg peak, which is 

the defining characteristic of protons that brings advantages of proton radiation therapy over 

conventional photon radiation therapy as will be discussed in more details in section 1.2.2.  

 

Figure 1.3 Measured Bragg curves from 69 to 231 MeV.29 
 

Figure 1.3 shows measured proton depth dose curves at different energies. We can see that the 

Bragg peak becomes wider as the energy increases. This is because that range straggling takes a 

constant fraction of range. Therefore, as the energy (range) increases, the effect of range 

straggling is more pronounced, i.e., the Bragg curve and the range distribution have a larger 

Gaussian spread. 
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1.2.2 Proton therapy 

Conventional radiation therapy  

Conventional radiation therapy uses photons that are accelerated to 4 to 18 megavolts (MV) to 

kill tumor cells by breaking the DNA strands of tumor cells. The yellow solid curve in Figure 1.4 

shows the relative dose of a 15 MV X-ray beam as it penetrates into the patient’s tissue. The 

curve increases at first as the electrons ejected by photons build up to maximum and then 

decreases exponentially as photons are absorbed. In clinical practice, a bolus is usually put on the 

surface of patient’s body to absorb secondary electron build up, and a crossfire arrangement of 

multiple beams is adopted to deliver higher and curative dose to the tumor target while 

maintaining the normal tissue doses below tolerance level. Currently, the most state-of-the-art 

technique of photon radiation therapy is called intensity modulated radiotherapy (IMRT) 

developed since mid-1990s. Through this technique, each broad proton beam is subdivided into 

narrow beamlets of cross-sections on the order of 0.5 cm × 0.5 cm and is delivered using 

dynamic multi-leaf collimators. The intensities of the beamlets are adjusted to balance target and 

normal tissue dose. However, due to the physics nature of photons, inevitable dose is delivered to 

normal tissue, limiting the curative dose to the tumor target. 
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Figure 1.4 Depth-dose curve of a 15 MV X-ray beam and a 200 MeV proton beam with (dashed curve) and 

without (solid curve) modulation for a spread-out Bragg peak (SOBP). The curves are normalized so that the 

average dose at the tumor target (grey region) is 100%.31  

 

Rationale of proton therapy and clinical outcomes  

Same as conventional radiation therapy, high energy protons (70 to 250 MeV) are used to 

eliminate tumor cells. However, due to the Bragg peak property of protons as discussed in 

section 1.2.1, protons deposit relative low dose as they enter the patient’s body, deliver a 

prominent peak of dose within the tumor region, and stop abruptly after the peak, as shown by 

the dashed curve in Figure 1.4. To cover the whole volume of tumor, the proton beam is spread 

longitudinally to create a spread-out Bragg peak (SOBP, blue solid curve in Figure 1.4), as well 

as laterally by two scatterers, and then shaped appropriately to conform the high dose regions to 

the target volume. Compared with photon depth dose curve (yellow solid line in Figure 1.4), the 

entrance dose and exiting dose of protons are much lower. Therefore, proton therapy has the 

potential to deliver higher dose to the tumor target while maintain the dose to normal 

surrounding tissue within the tolerance. 
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The superior dose conformity of proton therapy has made it widely accepted in treating pediatric 

cancers, since children are particularly susceptible to late adverse effects of radiation during their 

relatively longer life span than adult patients. Studies have shown that disease control and 

survival rates brought by proton therapy are comparable to those by photon therapy, 32–36 but 

with a potential reduction in the incidence of secondary malignancies.37,38 Proton therapy has 

also been proved advantages in treating skull based or sino-nasal malignancies, where the tumor 

target are frequently in proximity of critical normal tissues, such as the brainstem and optic 

structures.39,40 Furthermore, proton therapy has been proved promising in treating brain tumors. 

Reduction in adverse effect, especially cognitive dysfunction, and the ability to boost dose for 

radiation resistant tumors such as glioblastoma has been recognized.41–43 Finally, a recent study 

of 1483 adult patients with nonmetastatic locally advanced cancer in all kinds of disease sites 

including head and neck, lung, esophagus suggested that proton therapy with concurrent 

chemoradiotherapy may significantly reduce severe adverse events compare with photon therapy 

with comparable oncologic outcomes.44 

Proton accelerators 

Therapeutic protons are usually accelerated by a cyclotron or a synchrotron. As shown in Figure 

1.5 (a), a constant magnetic field is used in the cyclotron to force the protons to move in a 

circular motion. A square wave electric field accelerates the protons at the gap between two D-

shaped regions, known as “Dees”, so that the radius of the proton trajectory increases every time 

protons pass through the gap. Protons reaching the designated maximum energy exit the 

cyclotron, and the required low energies are achieved by electromechanically inserting energy 

degraders before the protons enter the treatment room. The advantages of the cyclotron are that 
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the proton stream is continuous, and they have higher beam intensity with a compact facility. 

Figure 1.5 (b) illustrates the major components of a cyclotron. 

On the other hand, a synchrotron accelerates a batch (pulse) of protons through successive 

alternating electric field and confines the protons in a fixed circular trajectory with increasing 

magnetic field. (Figure 1.6) The proton pulse can be accelerated to any nominated energy and 

extracted from the synchrotron to treatment room. The extraction usually takes 0.5 to 4.5 s 

depends on the application. Additional 1 to 2 s are required for each pulse to reset the 

acceleration system. In comparison, protons accelerated by a synchrotron have greater energy 

flexibility, smaller energy spread, and higher power efficiency. 

After the protons achieve designated energy through either a cyclotron or a synchrotron, they are 

guided magnetically through beam line to the treatment head (nozzle) mounted on a rotating 

gantry in the treatment room. (Figure 1.7) The gantry enables the nozzle to rotate around the 

patient lying on the couch. The nozzle can be extended and retracted so that air gap between the 

exiting window and the patient is minimized to reduce proton penumbra caused by scattering. 

The couch can be rotated horizontally, tilted left and right, and pivoted superior and inferior in 

the coordinate of the patient. Together with the rotating gantry and patient couch, optimum beam 

angle is accomplished to avoid dose to the normal tissue as much as possible when achieve 

curable dose to the tumor target. 
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Figure 1.5 (a) Working principles of a cyclotron. (b) Typical components of a cyclotron.1 

 

 

 

Figure 1.6 The synchrotron at MD Anderson Proton Therapy Center. Altering electric fields between the bending 

magnets (BM) are used to accelerate the protons, while increasing magnetic files are applied in BM to confine the 

protons to travel in a fixed circular trajectory.1 
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Figure 1.7 Major facilities in a treatment at Siteman Cancer Center: Nozzle mounted on a rotating gantry, and 

patient couch. 

 

Delivery mechanisms 

There are mainly two modes of proton beam delivery: passive scattering and pencil beam 

scanning (PBS). In the former mode, a range modulator wheel (RMW) is incorporated in the 

beam line to spread the Bragg curve longitudinally to generate SOBP, in addition to two 

scatterers that are used to spread the beam laterally. Moreover, an aperture, usually made of brass 

of sufficient thickness (2 to 8 cm) is used to shape the scattered protons according to the target 

contour plus appropriate margins. Finally, a range compensator typically made of a near water 

equivalent material such as Lucite is included to shape the distal end of the passively scattered 

beam. However, the proximal end of the scattered beam cannot be controlled, causing excessive 

dose to the patient if the target has a highly irregular edge. 

In the latter mode, a thin monoenergetic proton beam (scanning proton pencil beam) with full 

width at half maximum (FWHM) around 7 to 12 mm (Gaussian 𝜎 of 3 to 5 mm) is used to cover 
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the tumor target spot by spot and layer by layer. At each layer, the pencil beam is set to a 

constant energy so that it stops at the same depth of the patient body. The pencil beam is steered 

to different spots laterally by the scanning magnets to cover the tumor target at the specific 

depth. Upon completion of one layer, the proton beam is set to another energy to cover the target 

at a different depth. A dynamitic aperture that can change its shape layer by layer is used to 

sharpen the edge of dose deposition. The pencil scanning mode is more efficient and clinically 

effective since it eliminates the use of patient specific apertures and compensators, which require 

time to fabricate and mount in the treatment room between fields. Furthermore, it allows the 

delivery of intensity-modulated proton therapy (IMPT), where the proton intensity can be 

optimized at each spot to better conform the target and potentially maximize the effectiveness of 

proton therapy. Due to these reasons, most newly built proton facilities employ primarily or 

entirely the scanning beam delivery mode. 

Dose calculation for treatment planning 

Proton therapy treatment planning relies on in vivo dose. There are two widely used and highly 

accurate dose calculation methods: one is called pencil beam algorithm (PBA), the other is 

through Monte Carlo simulation.  

The fundamental approach of the analytical dose calculation is to separate the proton beam’s 

energy loss and lateral scattering and consider the hard scatters as a higher-level correction. 

Thus, for an excellent approximation, the 3D distribution of absorbed dose can be written in the 

form of 

𝐷(𝑥, 𝑦, 𝑧) = 𝐷(𝑧) × 𝑂𝐴𝑅(𝑥, 𝑦, 𝑧) (1.24) 
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where x and y are transverse coordinates perpendicular to the beam direction, and z is the 

longitudinal coordinate along the beam path. 𝐷(𝑧) is the Bragg curve function satisfying 

transverse equilibrium, and OAR stands for off axis ratio.  

The PBA starts directly from established laws of physics and does not use empirical model and 

fitting parameter.45,46The proton beam is divided into multiple infinitesimal pencil beams 

transversely to improve accuracy in heterogeneous media. All objects including the collimators 

and patient are represented as stacks of homogeneous or heterogeneous slabs.  

The PBA calculation requires proton stopping power ratio (SPR) of the material which is defined 

as the ratio of proton stopping power of the material to that of water. In the current clinical 

practice, proton SPR is calibrated from HU values of an xCT scan through stoichiometric 

calibration, in which both the measured HU values of tissue substitutes, and the chemical 

composition of real tissues are used to predict HU values of human tissues.47  

 A well-defined PBA is fast and provides excellent accuracy especially in homogeneous media. 

However, due to the approximations in the PBA, it may not provide sufficient accuracy in 

extremely heterogenous media, such as material interfaces, or other complex situations. 

The Monte Carlo simulation, one the other hand, can handle the heterogenous media better than 

the PBA, since it considers more physical processes during particle transport. The cross sections 

(probabilities) of physics interactions of a proton with the material are implemented based on 

theoretical models or interpolation of experimental data.8 Instead of proton SPR, Monte Carlo 

simulation requires density and material composition of the proton transport media, which can 

also be calibrated from HU values of an xCT scan through stoichiometric calibration. Although 

the Monte Carlo simulation is highly accurate and is often considered as the ground truth of 
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particle transportation, it requires longer computational time than the analytical method even 

with large computation power and the implementation of GPU. The accuracy of dose prediction 

which depends on the complexity of the proton interactions implemented in the Monte Carlo 

simulation usually need to be balanced with computation speed.   

1.3 Contributions of the dissertation 

For accurate proton SPR estimation in proton therapy treatment planning, two cutting edge 

imaging techniques, dual-energy computed tomography (DECT) based JSIR-BVM method and 

proton computed tomography (pCT), have been evaluated in clinical scenarios or developed 

from a concept to a working system that can be integrated with various PBS facilities through a 

robust reconstruction approach. 

DECT based JSIR-BVM 

• Established a workflow for interfacing the density maps estimated from DECT scans 

using JSIR-BVM method to a commercial proton therapy treatment planning system 

(TPS), namely RayStation. 

• Compared dose-prediction errors from JSIR-VBM and standard SECT density maps in 

realistic treatment plans for simulated and clinical patient cases. 

• Analyzed the clinical impact of the highly accurate JSIR-BVM method by using three 

head-and-neck cancer patients with clinical target volume (CTV), planning target volume 

(PTV), and organs at risks (OARs) contoured for real proton treatment. 

• Generated treatment plans with clinical objectives for the three head-and-neck cancer 

patients using the SECT density maps and re-evaluated the plans with DECT SPR maps 

for clinical analysis. 
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• Determined the clinical impact of the JSIR-BVM method for the three head-and-neck 

based on dose-volume histograms (DVHs) at CTV, PTV and OARs, and maximum dose 

to the OARs. 

• Concluded that clinically significant differences are present in one of the three head-and-

neck patients, whose tumor site (CTV) overlaps with the brainstem (an OAR), leading to 

rapid changes in dose distribution within the CTV, and therefore a treatment plan that is 

more sensitive to SPR accuracy. 

pCT 

• Proposed a novel design of pCT system, imaging with a narrow proton scanning pencil 

beam and detecting with a multi-layer ionization chamber (MLIC) to record the residual 

integral depth dose (IDD) and two strip chambers to measure the lateral distribution of 

the exiting beam. 

• Estimated imaging dose of the proposed system by simulating a dose map of the phantom 

with a half scan of 1° and lateral step size of 1mm. 

• Proved with Monte Carlo simulation that the proposed pCT system can be integrated with 

clinical PBS facility considering the width of a clinical proton beam and electronic noise 

in the detector. 

• Achieved clinical acceptable SPR accuracy and spatial resolution (<1% SPR deviation 

from ground truth and >5 cm-1 MTF10%) with the proposed pCT system with a collimator 

to confine the proton beam source. 

• Developed a reconstruction approach by modeling the residual IDDs the scanning proton 

pencil beam so that clinical acceptable SPR accuracy and spatial resolution can be 
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achieved without the additional collimator which complicates the beamline design and 

requires extra quality assurance in the clinical use. 

• Implemented simultaneous algebraic reconstruction technique with total variation 

regularization (SART-TV) reconstruction from the determined WEPL to derive SPR 

maps. 

• Proved clinical translatability of the proposed pCT system and the reconstruction 

approach by comparing the dose distributions and DVHs of a realistic treatment plan 

calculated with the reference SPR maps and the reconstructed SPR maps. 

• Compared the SPR accuracy from the proposed pCT system and the reconstruction 

approach with the standard SECT with stoichiometric calibration method. 

• Explored the possibility to extract proton scattering information from the integrated 

transverse dose distribution of the exiting beam measured by the pCT system. 

• Validated the pCT system is able to measure WEPL accurately in a preliminary 

experimental study. 

1.4 Organization of the dissertation 

Background information of this dissertation is provided in section 1.2 of Chapter 1, including the 

physics of proton interactions in matter, which set the foundation of the proton CT system design 

and reconstruction method development, and an overview of the proton therapy which is the 

application of the techniques developed in this dissertation. 

Chapter 2 introduces two emerging techniques for proton SPR estimation in proton therapy: 

DECT method and pCT method. Two decomposition methods that derive proton SPR from 

DECT scans, image domain decomposition and sinogram domain decomposition, are introduced 



 

 

23 

for the DECT method. Meanwhile, detector design, reconstruction methods, as well as the 

advantages and disadvantages are discussed for two types of pCT system, i.e., proton tracking 

system and proton integrating system.  

A highly accurate SPR estimation method based on DECT scans using joint statistical image 

reconstruction together with basis vector model (JSIR-BVM) is explained in Chapter 3. Steps of 

how to integrate this SPR estimation method with commercial treatment planning system is 

explained. Dose prediction errors from the JSIR-BVM method and standard SECT method is 

compared. Clinical impact of the JSIR-BVM is analyzed for three head-and-neck cancer patients.  

In Chapter 4, a novel design of pCT detected by a multi-layer ionization chamber (MLIC) with 

two stip chambers is proposed. Details of the detector design, simulation study and 

computational phantom design is explained. Reconstruction results of 5 levels of imaging dose is 

compared in terms of SPR accuracy and spatial resolution. 

Chapter 5 proves the clinical feasibility of the pCT system with additional collimator to confine 

the proton beam source through Monte Carlo simulation. Effects of the scanning step size, 

electronic noise in the detector, as well as 5 imaging dose levels are analyzed. 

A reconstruction approach developed for the pCT system with uncollimated proton beam is 

introduced in Chapter 6. Details of the forward model, the determination of water equivalent path 

length (WEPL) through minimization of the loss function between forward model and 

measurement data, and the reconstruction from WEPL to SPR map is explained. Results of a 

simulation study using a cylindrical phantom and an adult phantom is provided and evaluated. 

The pCT system together with the reconstruction approach are proved clinical translatable, and 



 

 

24 

superior to the standard stoichiometric SECT method in estimating SPR values in a CIRS 

electron density phantom. 

Chapter 7 proposes a method to use the pCT system to reconstruct scattering information of the 

imaging object, which can be used as a correction of the SPR map or provide additional 

anatomic information for proton treatment planning. 

Finally in Chapter 8, conclusions of each study are summarized. Potential directions for future 

work are pointed out.  
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Chapter 2 Emerging imaging techniques for 

proton SPR estimation 

 

2.1 DECT methods for proton SPR estimation 

Due to limited accuracy in SECT to proton SPR calibration caused by HU degeneracy in the 

presence of tissue composition and density variation, numerous DECT methods have been 

proposed to improve SPR estimation. These methods can be generally classified into two 

categories: image-domain decomposition methods and sinogram-domain decomposition 

methods. In the former type of method, two independent material properties, most commonly 

electron density 𝜌𝑒 and effective atomic number 𝑍𝑒𝑓𝑓 , are calibrated from HU values 

reconstructed separately through conventional SECT reconstruction algorithm, e.g. filtered back 

projection (FBP), from two CT scans at low and high energies.9–14 Beam hardening correction is 

applied to the sinograms before reconstruction to transform the raw sinograms into 

approximately monochromatic ones. Study has shown that in soft tissues, with low noise levels 

(12 and 8 HU in DECT, corresponding to 7 HU in SECT), DECT has the potential of reducing 

proton beam range uncertainties by 0.4% compared with SECT, and root-mean-square errors 

(RMSEs) for human tissues can be as low as 0.2% theoretically.20 Other imaging domain 

methods that do not require explicit estimation of 𝜌𝑒 or 𝑍𝑒𝑓𝑓  have shown comparable theoretical 

accuracy.48–51 However, detector noise and residual systematic errors in separately reconstructed 

CT images, such as residual beam hardening artifacts and scattering artifact, may degrade the 

SPR accuracy in clinical settings.20–22  
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The sinogram-domain decomposition method, on the other hand, attempts extract two 

component line-integrals (i.e., projections) that are invariant to the spectra before the image 

reconstruction process so that the polychromatic nature of CT x-ray beams can be 

compensated.52–59 Prior knowledge of the x-ray source spectra52–56  or calibration-based implicit 

spectral characterization57–59 are required for these sinogram-domain decomposition techniques. 

After the decomposition, the two corresponding component images are then reconstructed via the 

FBP algorithm. 

2.2 pCT 

2.2.1 Mechanism of pCT 

The contrast of pCT is gained through radon reconstruction of the line integral of proton energy 

loss along various paths. To acquire the contrast, the energy loss of protons has to be measured 

on protons capable of penetrating a patient instead of being stopped inside the patient within the 

tumor target as in proton therapy. Therefore, the initial kinetic energy of the protons in pCT is 

usually higher than the one used in proton therapy. While typical initial kinetic energy for 

therapeutic applications ranges from 60 MeV (~3 cm range in water) to 230 MeV (~33 cm range 

in water), the typical initial kinetic energy for pCT is at or near the maximum energy of a 

medical accelerator, i.e. 230 MeV to 250 MeV (~38 cm range in water).60 The 250 MeV proton 

beam doesn’t have enough energy to completely pass through the hip region of a typical adult 

person, or the shoulder-to-shoulder distance in most male patients. However, it has sufficient 

range for full image acquisition in a human head and lung region for most people as long as the 

person’s arms are raised up, clearing the beam path. Consequently, many research efforts have 

been focused on developing proton imaging modalities that scan mainly the human head.  
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The main goal of pCT is to SPR of human subjects for accurate WEPL of human tissues on the 

beam path. This information is critical to predicting dose distribution and proton range in 

treatment planning. Since proton SPR is a ratio of distances that protons travel between the 

medium of interest and water, it has little dependency on the initial kinetic energy of the protons 

used in pCT (less than 0.7% variations in the 80-300 MeV energy range for surrogate human 

tissues61).  SPR images acquired by proton transmission imaging at any eligible energy can be 

applied in the treatment planning regardless of the actual energy layers used in the plan.  

Recall that the stopping power (S) is defined as the rate of energy loss per unit path length,  

𝑆 =  −
𝑑𝐸

𝑑𝑥
 

(2.1) 

and the stopping power ratio (SPR) is the ratio of stopping power (S) of the material relative to 

that of water.  

𝑆𝑃𝑅 =
𝑆𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙

𝑆𝑤𝑎𝑡𝑒𝑟
 

(2.2) 

WEPL can then be calculated as the line integral of SPR, written as  

𝑊𝐸𝑃𝐿 = ∫ 𝑆𝑃𝑅(𝑥)𝑑𝑥 ≈ ∫
𝑑𝐸

𝑆𝑤𝑎𝑡𝑒𝑟(𝐸)

𝐸𝑖𝑛

𝐸𝑜𝑢𝑡

 

Γ

 

(2.3) 

where Γ ⊂ ℝ3
 is the proton path, 𝑥 ∈ ℝ3 is the imaging object index, 𝐸𝑖𝑛 and 𝐸𝑜𝑢𝑡 are the 

entrance and the exit proton energies, and 𝑆𝑤𝑎𝑡𝑒𝑟(𝐸) is the stopping power of water at energy E. 

The physical meaning of WEPL is the proton path length in water required to produce same 

amount of energy loss as protons pass through the material under examination.   
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Depending on weather the protons are tracked individually or as a bundle, pCT can be classified 

into two categories. The first category is called proton tracking system, where the trajectory and 

residual energy of each proton is tracked one by one. The second category is proton integrating 

system, where the residual energy of a proton beam containing myriads of protons is recorded, 

and a straight path of the proton beam is assumed. I will discuss both categories in more details 

in the following sections.   

2.2.2 Proton tracking system 

The detector of a proton tracking systems usually consists of two parts: position sensitive 

detector (PSD) that track the direction and/or position of each proton, and residual energy range 

detector (RERD) measuring the residual energy of the protons exiting the imaging object. A 

schematic of an ideal proton-tracking proton radiography (pRG)/pCT is shown in Figure 2.1.  

 

Figure 2.1 Schematic of the ideal proton-tracking pRG/pCT. 

 

Between 2003 to 2013, a collaboration between Loma Linda University and University of 

California Santa Cruz, developed a proton-tracking system using four silicon tracker planes (two 

before and two after the patient) to determine direction and position of the incoming and 

outgoing proton.15,62 The RERD was enhanced from a cesium iodide crystal calorimeter to a 
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multistate scintillation detector that measures a combination of the residual energy and the range 

of proton. The proton rate was improved to over 1 MHz, allowing a full 360° scan to be 

completed in less than 10 minutes.   

In 2014, an Italian group proposed a pCT system called PRonton IMAging (PRIMA) device.63 

The systems were made of a silicon microstrip tracker and a YAG:Ce crystal calorimeter to 

capture single proton’s trajectory and residual energy respective. The first generation pCT 

system was constructed to have an active area of about 5 × 5 cm2 and a data rate capability of 

10kHz. Two slices of tomographic reconstructions of the test phantom were displayed in Figure 

2.2, with a sketch of the analyzed phantom on the left. An extended field of view (up to ~ 5 × 20 

cm2) and an increased event rate capability up to one MHz was described for the second-

generation system. 

 

Figure 2.2 A sketch of the imaging phantom (left). Two slices of the tomographic reconstructions: one in the area 

with holes and one in the uniform region (right).63 

 

Another proton tracking system was proposed by the Proton Radiotherapy Verification and 

Dosimetry Applications (PRaVDA) consortium.64 The pCT imaging system was based entirely 
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on solid-state detector, making it possible to track multiple proton per read out cycle, which 

leads to a potential reduction in proton CT scan time. A 75 mm diameter PMMA sphere with 

substitute inserts were imaged by the fully solid-state imaging system (Figure 2.3). Accuracy in 

SPR was measured to be ≤1.6% for all the inserts.   

 

Figure 2.3. A slice of reconstructed spherical phantom containing 3 substitute inserts (top left: water equivalent, 

top right: adipose equivalent, bottom: average bone equivalent).64 

 

Proton tracking systems require high-speed tracking of protons at the entrance and exit sides of 

the patient, with continuous recording of the residual energy. Although this approach records 

adequate information and is promising in theory for accurate pCT, the equipment currently 

employed must to be reduced in complexity and size if it is to be suitable in a clinical setting.23 

2.1.3 Proton integrating system 

Proton integrating system assumes that signal measured in the detector can be calibrated to 

average proton WEPL of a beam of protons through the imaging object. The structure of it is 

relatively simple compared with proton tracking systems. Usually, well confined proton pencil 

beams from a medical accelerator are used as the imaging source. A residual energy detector, 
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such as a gadolinium oxysulfide scintillator coupled to an amorphous silicon matrix array is used 

to measure the averaged residual energy of the protons transmitted through the patient along a 

specific path. The reading of the detector will then be calibrated to the WEPL along the 

corresponding path. Finally, the proton SPR distribution within the patient can be calculated 

based on a set of values of WEPL. Since a straight path of proton beam is assumed, 

reconstruction methods including FBP and iterative reconstruction algorithms developed for x-

ray can be applied to the proton integrating system. 

A recent work by Zhang et al65 showed proton radiography images (Figure 3) of a 

anthropomorphic head phantom, a range compensator and a frozen lamb’s head. Time-resolved 

dose rate functions was measured by an x-ray amorphous silicon flat panel. Three methods of 

deriving SPR including root-mean-square (RMS) of DRFs only, intensity of DRFs only, and 

intensity-weighted RMS were implemented and compared. Interfaces between different materials 

were proved to be enhanced by incorporating the intensity information of DRFs. SPRs derived 

from both RMS only and intensity-weighted RMS were within ±1 for most of the Gammex 

phantom inserts, and with a mean absolute percentage error of 0.66% for all inserts. 

Because of its compact structure, and its use of same proton beams with similar energies as the 

therapeutic proton beams, a proton integrating system has greater potential to be incorporated in 

proton therapy for treatment planning. However due to MCS, the spatial resolution of the proton 

integrating system is limited to a few millimeters, depending on the spot size and the thickness of 

the imaging object, and inferior to the proton tracking system, especially for the materials with 

high inhomogeneity, and at the edge region between different tissue types.  
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Figure 2.4 Proton radiography images derived by RMS of DRFs only (a), intensity of DRFs only (b), and 

intensity-weighted RMS (c) for a anthropomorphic head phantom, a range compensator and a frozen lamb’s head 

by Zhang et al.65 
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Chapter 3 Dose Prediction in proton therapy 

and clinical analysis of DECT based JSIR-

BVM method 

 

3.1 SPR estimation using the JSIR-BVM method 

3.1.1 Basis vector model (BVM) 

The BVM assumes that the energy-dependent photon cross section of biological media can be 

represented by a linear combination of that of two dissimilar basis materials66,67: 

𝜇(𝑥, 𝐸) = 𝑐1(𝑥)𝜇1(𝐸) + 𝑐2(𝑥)𝜇2(𝐸) (3.1) 

where 𝜇(𝑥, 𝐸) and 𝜇𝑖(𝐸) are the linear attenuation coefficient of the material under 

reconstruction at image index x, photon energy E, and that of the two basis materials at photon 

energy E, respectively. 𝑐𝑖(𝑥) are the corresponding component weights at image index x. In the 

study presented by this thesis, polystyrene and an aqueous CaCl2 solution (23% concentration by 

mass), which bracket the range of naturally occurring biological media, are used as the basis 

materials for all typical human tissues. Details of the selection of the basis materials has been 

discussed by Williamson et al.68  

After the two BVM component weights are determined from the DECT scan data, the electron 

density and mean excitation energy of the unknow material can be calculated via  

�̂�𝑒 = 𝑐1𝜌𝑒,1 + 𝑐2𝜌𝑒,2 (3.2) 
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𝐼 = 𝑓𝐼(𝑐1, 𝑐2) ∙ exp (
𝑐1𝜌𝑒,1𝑙𝑛𝐼1 + 𝑐2𝜌𝑒,2𝑙𝑛𝐼2

𝑐1𝜌𝑒,1 + 𝑐2𝜌𝑒,2
) 

(3.3) 

where 𝜌𝑒,𝑖 and 𝐼𝑖 are the electron densities and mean excitation densities of the two basis 

materials. 𝑓𝐼(𝑐1, 𝑐1) is a precomputed empirical correction function, written as 

𝑓𝐼(𝑐1, 𝑐2) = {

1.995 − 1.093
𝑐1

𝑐1 + 𝑐2
   𝑓𝑜𝑟 

𝑐1

𝑐1 + 𝑐2
≤ 0.6 (𝑠𝑜𝑓𝑡 𝑡𝑖𝑠𝑠𝑢𝑒𝑠)

1.008 − 0.034
𝑐1

𝑐1 + 𝑐2
   𝑓𝑜𝑟 

𝑐1

𝑐1 + 𝑐2
> 0.6 (𝑏𝑜𝑛𝑦 𝑡𝑖𝑠𝑠𝑢𝑒𝑠)

 

(3.4) 

The parameters are determined by using refence human tissue compositions recommended by 

International Commission on Radiation Unites and Measurements (ICRU)69 and White et al.70 

Piecewise function with two sets of parameters are used for soft and bony tissues due to the 

dissimilarity between their compositions.66 

Proton stopping power 𝑆 at a proton energy Ep can then be approximated by the Bethe equation 

introduced in section 1.2.1.1 as 

𝑆(𝐸𝑝) =  𝜌𝑒

𝑘1

𝛽2
[
1

2
ln

𝑘2𝛽2𝑇𝑚𝑎𝑥

𝐼2(1 − 𝛽2)
 − 𝛽2] 

(3.5) 

where 𝑘1 and 𝑘2 are products of physical constants, 𝛽 = 𝑣𝑝/𝑐 is the proton speed relative to that 

of light, and 𝑇𝑚𝑎𝑥 is the maximum energy transferred from the proton to a single electron. 

3.1.2 Joint statistic image reconstruction (JSIR) method 

The JSIR method is based on the dual-energy alternating minimization (DEAM) algorithm71–73 

that reconstructs the BVM components wights directly and simultaneously from the raw 

sinograms 𝑑𝐿(𝑦) and 𝑑𝐻(𝑦) without the beam-hardening correction, where L and H represent 

low and high energy, respectively, and y stands for the source-detector pair, i.e. the beam path. 
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The reconstruction process of the DEAM algorithm is based on statistical model of CT data and 

formulated as a penalized maximum likelihood estimation problem. 

The measured CT data 𝑑𝑗(𝑦) are assumed to be independently Poisson distributed with expected 

mean parameterized by BVM component weights 𝑐𝑖 as 

𝑄𝑗(𝑦) = 𝐼0,𝑗 ∑ 𝜓𝑗(𝑦, 𝐸)𝑒[− ∑ ℎ(𝑦|𝑥) ∑ 𝑐𝑖(𝑥)𝜇𝑖(𝐸)2
𝑖=1

 
𝑥 ]

𝐸

 
(3.6) 

where 𝐼0,𝑗 is the unattenuated source intensity of CT scan j, 𝜓𝑗(𝑦, 𝐸) is the normalized x-ray CT 

energy-fluence spectrum of scan j. ℎ(𝑦|𝑥) is the system matrix that represents the effective 

length of the intersection between the ray path y and image pixel x.  

The DEAM algorithm determines the two BVM component images by minimizing the following 

objective function: 

𝑔(𝑐1, 𝑐2) = ∑ 𝑑𝐼(𝑑𝑗||𝑄𝑗) + 𝜆 ∑ 𝑅(𝑐𝑖)

2

𝑖=1𝑗=𝐿,𝐻

 

(3.7) 

The first term is the data-fitting term, while the second term is a regularization term controlled 

by a hyperparameter 𝜆. In the data-fitting term, 𝑑𝐼(𝑑𝑗||𝑄𝑗) is the I-divergence between the 

measured transmission data 𝑑𝑗 and the estimated mean values 𝑄𝑗 , written as 

𝑑𝐼(𝑑𝑗||𝑄𝑗) = ∑ 𝑑𝑗(𝑦) log (
𝑑𝑗(𝑦)

𝑄𝑗(𝑦)
− 𝑑𝑗(𝑦) + 𝑄𝑗(𝑦))

𝑦

 

(3.8) 

Based on the assumption of Poisson statistics, the minimization of the I-divergence function is 

equivalent to maximization of the log-likelihood of expected mean given the measurement 

data.72,74,75  
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In the regularization term, 𝑅(𝑐𝑖) is a spatial penalty function formulated as 

𝑅(𝑐𝑖) = ∑ ∑ 𝑤𝑥,𝑘𝜙(𝑐𝑖(𝑥) − 𝑐𝑖(𝑘))

𝑘∈𝒩(𝑥)𝑥

 
(3.9) 

where 

𝜙(𝑡) =
1

𝛿2
(|𝛿𝑡| − ln (1 + |𝛿𝑡|)) 

 

(3.10) 

It has a quadratic region for |𝑡| < 1/𝛿 and a linear region for |𝑡| > 1/𝛿, thus is able to preserve 

edges while suppressing noise.76 𝒩(𝑥) is the adjacent neighborhood of pixel x, and 𝑤𝑥,𝑘 is an 

inverse distance weight for each pixel pair. 

The hyperparameter 𝜆 controls the trade-off between data fitting and image smoothness. A larger 

𝜆 produces images with smaller noise but lower resolution. 

The optimization problem is solved iteratively by minimizing a surrogate function in each 

iteration. Details of the derivation and implementation of the DEAM algorithm can be found in 

O’Sullivan et al.72 

3.2 Incorporation of JSIR-BVM method to clinical proton 

therapy treatment planning system 

Since the JSIR-BVM method has been proved to be more accurate SPR estimation than the 

SECT method and other DECT methods24–26, we aim to firstly establish a simple method for 

interfacing the SPR mapping code to a commercial proton-beam treatment-planning system, and 

secondly to compare dose-prediction errors from JSIR-BVM and standard SECT density maps in 

realistic treatment plans for simulated and clinical patient cases. To do so, besides taking scans 



 

 

37 

of a head-and-neck patient, we designed a virtual reference patient by manually assigning 

industry-standard tissue and organ compositions to each voxel of a patient’s abdominal CT 

image set, to create a scenario of known ground-truth dose distribution. Reconstructed JSIR-

BVM and SECT parameter maps were then used to estimate mass-density images, one of the 

most commonly used inputs to Monte Carlo-based proton-therapy planning codes.77 Treatment 

plans were then optimized for the simulated and clinical cases, and comparisons were made 

between dose distributions derived from SECT and DECT density maps and the reference dose 

distribution for the simulation case and between dose distribution derived from SECT and DECT 

density maps for the clinical case.  

3.2.1 Computational adult phantom 

A virtual reference patient case was generated based on the 512 x 512 x 136 clinical abdominal 

CT scan (0.8984 × 0.8984 × 5 mm3) of a male patient in supine position. The CT scans were 

segmented via a deep convolutional neural network code into 17 different organs and tissue types 

including fat, muscle, and bone. The CT scan and the corresponding segmentation were provided 

courtesy of the National Cancer Institute.78 Each segmented structure or tissue was assigned an 

atomic composition based on representative human tissues in ICRU Report 4424 and White et 

al.,70 while a mass density in g/cm3 was assigned to each voxel based on the CT number 

distribution in the original patient scan.79 Due to the compositional overlap among four of the 

segmented tissues, 13 distinct tissues were finally represented in our ground-truth virtual patient. 

Tissue segmentation and mass density of a representative slice of our virtual patient are shown in 

Figure 3.1 (a) and Figure 3.1 (b), and Table 1 shows the elemental composition of the 13 

representative tissues. An in-house forward projection code and simulated 90, 140, and 120 kVp 



 

 

38 

spectra were then used to generate noiseless polychromatic sinograms of the simulated patient. 

Poisson noise was included to simulate the noise level of a typical abdomen scan.  

Figure 3.1 (a) and (b) show a sample segmentation and mass-density distribution in a 

representative slice of a virtual abdominal patient. Table 1 outlines the reference mass densities 

and atomic compositions of 13 representative tissues. The mass-density distribution of the virtual 

patient in Figure 3.1 (b) was derived by using reference mass density of representative tissues in 

Table 1 and CT number distribution in the original patient scan.  

    

(a)                                                                   (b) 

Figure 3.1 (a) Sample slice segmented into 13 representative tissues. (b) Ground-truth mass-density map of 

corresponding sample slice.  
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Table 3.1 Elemental composition in percent of 13 representative tissues in virtual reference patient.  

 

3.2.2 Data preparation for dose prediction in the TPS 

RayStation TPS has been used at S. Lee Kling Proton Therapy Center at Barnes-Jewish Hospital 

and Washington University in St. Louis for proton treatment planning and evaluation. It has fast 

GPU based Monte Carlo dose calculation engine for proton PBS plans. It takes a patient’s SECT 

scan as input and converted the HU values to mass density using HU to mass density calibration 

curve pre-imported in the TPS. Thus, for a simple integration between the JSIR-BVM method 

and the TPS, the basis-components reconstructed from DECT scans using the JSIR-BVM 

method were calibrated to mass-density maps as input of the Monte Carlo dose calculation in the 

TPS. 

A 3D implementation of our JSIR-BVM algorithm with an integrated deformable image-

registration code was used to reconstruct images of two basis-component weights, c1(x) and c2(x) 

from two helical transmission data sets at 90 and 140 kVp for the simulated patient case and the 

head-and-neck cancer patient (1.172 × 1.172 × 1.034 mm3 ).80 



 

 

40 

Concurrently, SECT images of 120 kVp helical transmission sinograms of simulated and clinical 

cases were reconstructed using an in-house filtered back-projection code with an integrated beam 

hardening correction to allow for a consistent spacing in the z direction between DECT and 

SECT reconstructions.  

Mass-density maps from SECT images were obtained by using a standard Hounsfield Unit-to-

mass density calibration curve based on the reconstruction of simulated 120 kVp scans of the 

CIRS 062M calibration phantom for the simulated abdominal case, and on 120 kVp scans of a 

CIRS 062M calibration phantom81 for the clinical case. 

Mass-density maps for DECT were calculated through the linear relationship82 𝜌𝑚  =  𝑎𝜌𝑒  +  𝑏, 

where best-fit parameters a and b were estimated by fitting electron and mass density (relative to 

water) for a set of 84 representative tissues with reference human tissue compositions 

recommended by ICRU69 and White et al.70 

3.2.3 Treatment planning 

Simulation case 

The reference mass-density map of the simulated patient was used to generate an optimized 

treatment plan (TP) in RayStation (v10A) TPS. As illustrated in Figure 3.2 (a), a sphere of 3 cm 

in radius was used to represent the PTV. Three proton beams, at couch angle 0° and gantry 

angles 45°, 90°, and 135°, respectively, were configured to achieve the planning objectives 

including uniform dose of 500 cGy to the PTV and maximum dose of 50 cGy to the stomach 

tissue. The optimized TP was recalculated with density maps estimated from SECT and DECT 

images via the proprietary Monte Carlo algorithm developed by RaySearch.  

Clinical case 
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The mass-density map estimated from the SECT images was used to optimize the TP as shown 

in Figure 3.2(c). The PTV was defined as a sphere of 1.5 cm radius in the temporal lobe of the 

cerebrum. Three proton beams (couch 180°, gantry 45°, 90°, and 135°) were implemented to 

deliver 200 cGy to the PTV and confine the maximum dose to the brain stem. The optimized TP 

was recalculated using the DECT density map.  

 

        

(a)                                                                (b) 

        

(c)                                                                 (d) 

Figure 3.2 (a) Treatment plan for the simulation case optimized with the reference mass density. (b) PTV and 5 

mm distal-ring ROI for performance evaluation in the simulation case. (c) Treatment plan for the clinical case 

optimized with the SECT density map. (d) PTV and 5 mm distal-ring ROI for performance evaluation in the 

clinical case.  
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3.2.4 Performance evaluation 

For the simulated case, mass density was analyzed in two regions of interest (ROIs) of 5.5 mm in 

radius covering adipose (soft tissue) and pelvic sacrum (bony tissue) regions (Figure 3.3(a)). The 

SECT and DECT ROI densities were subsequently compared with the reference density.  

To investigate a region where the dose distributions have the largest discrepancy, a 5 mm distal-

ring ROI (Figure 3.2(b)) was constructed using the following two steps. First, an expanded PTV 

was formed by expanding the PTV 5 mm distally of the 90° gantry-angle beam. Then, the 5 mm 

distal-ring ROI was formed by subtracting the original PTV from the expanded PTV. DVHs 

were calculated for all dose distributions at the PTV and the 5 mm distal-ring ROI. Mean dose 

and percent volume receiving 80% of the prescription dose from the SECT and DECT dose 

distributions were compared with those from the reference dose distribution.  

 

(a)                                                 (b)                                                (c) 

Figure 3.3 (a) Representative slice of the virtual patient with analyzed regions of interest. (b) Difference between 

mass-density maps of representative slice estimated with SECT and ground-truth mass density. (c) Difference 

between mass-density maps of representative slice estimated with DECT and ground-truth mass density.  

 

For the clinical case, differences in mass density estimated from SECT and JSIR-BVM were 

analyzed in a circular ROI of 7 mm and 3.8 cm in radius covering eye and brain regions, and 

four circular ROIs of 3 mm in radius covering the cranium; each ROI dimension was selected to 
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cover a representative portion of the analyzed tissue (Figure 3.4(a)). The dose distribution 

estimated from SECT was compared to that from DECT.  

DVHs were calculated in the PTV and a 5 mm distal-ring ROI (Figure 3.2(d)) constructed in a 

similar way as in the simulation case. Mean dose and volume receiving 80% of the prescription 

dose from the SECT and DECT dose distributions were compared with each other.  

       

                   (a)                                                           (b) 

Figure 3.4 (a) Representative slice of clinical patient with three analyzed regions of interest. (b) Difference 

between mass-density maps of representative slice estimated with DECT and SECT methods.  

 

3.2.5 Results 

Mass-density maps estimated from DECT and SECT for a representative simulated slice differed 

from ground truth by -0.3 ± 0.4% and -0.6 ± 0.9% for adipose and 0.4 ± 0.4% and 1.2 ± 0.3% for 

bone region. Mean discrepancies between mass densities in g/cm3 from SECT and DECT in the 

clinical case were 0.9 ± 3.1%, 0.8 ± 3.1%, and 9.1 ± 6.4% for brain, eye, and cranium. Figure 3.5 

shows histograms of relative error between mass-density values estimated from DECT and 

SECT and ground truth for two selected regions of interest and distribution of mass-density 

values estimated from JSIR-BVM and a standard SECT method for a clinical head- and-neck 
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cancer patient case. The distribution of relative errors in the simulated case shows that mass-

density estimates from JSIR-BVM were well within -1% to 1% from their ground-truth value for 

representative soft- and bony-tissue regions. Additionally, we noted that SECT tended to 

overestimate mass-density values of bony tissue in the pelvic sacrum region. Deviations in mass-

density estimates of SECT and JSIR-BVM were comparable in the adipose region although 

JSIR-BVM estimates were less noisy than their SECT counterparts.  

 

 

         (a)                                                                      (b) 

 

 

         (c)                                                                      (d) 

Figure 3.5 (a) Histogram of relative error between mass densities estimated from DECT and SECT and ground 

truth for the adipose region of interest (simulated case). (b) Histogram of relative error between mass densities 

estimated from DECT and SECT and ground truth for the pelvic sacrum region of interest (simulated case). (c) 

Histogram of mass densities estimated from DECT and SECT for the brain region (clinical case). (d) 

Corresponding histogram for the cranium region of interest (clinical case).  
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Dose prediction comparison: simulation case 

The reference dose is displayed in Figure 3.6 (a). The difference between the SECT-based and 

reference-dose distributions is shown in Figure 3.6 (b). SECT overestimates the dose deposited 

outside the distal PTV boundary compared to the JSIR-BVM prediction as shown in Figure 

3.6(c). Figure 3.6(d) shows the difference map between the DECT and SECT distributions. This 

difference between SECT dose distribution and DECT dose distribution was a good estimate of 

the difference between SECT dose distribution and the reference dose distributions.  

PTV and 5 mm distal-ring ROI DVHs for the ground truth, SECT, and DECT density maps are 

shown in Figure 3.8(a). The percentage deviation from the ground-truth mean dose at the PTV 

and the distal-ring reduced from -0.14% and 1.25% for SECT to -0.05% and 0.47% for DECT. 

The percentage deviation from the ground-truth volume receiving 80% of the prescription dose 

in the distal-ring ROI changed from 6.75% for SECT to 2.62% for DECT, indicating that SECT 

overestimated the proton range in this case. Therefore, if the plan was optimized based on SECT 

density map, there might exist a nontrivial risk of underdosing the tumor target. 

 

      

              (a)                                                              (b) 
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              (c)                                                              (d) 

Figure 3.6 (a) Dose distribution calculated with reference mass density. (b) The difference between the dose 

distribution calculated with the SECT density map and that calculated with the reference density map. (SECT-

Ground Truth) (c) The difference map between the DECT dose distribution and the reference distribution. 

(DECT-Ground Truth) (d) The difference map between the DECT dose distribution and the SECT distribution. 

(DECT-SECT) 

 

Dose prediction comparison: clinical case 

Dose distributions calculated from the SECT density map and the DECT density maps are shown 

in Figure 3.7 (a) and (b). The difference between these dose distributions (DECT-SECT) is 

displayed in Figure 3.7 (c). Dose calculated with the DECT density map shows higher dose 

outside of the PTV, indicating that the dose distribution predicted with SECT images may lead to 

overdose outside of the PTV.  
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 (a)                                               (b)                                            (c) 

Figure 3.7 (a) Dose distribution calculated with the SECT density map. (b) Dose distribution calculated with the 

DECT density map. (c) Difference between the DECT dose distribution and the SECT dose distribution (DECT-

SECT).  

 

DVHs shown in Figure 3.8 (b) demonstrate similar results. The percentage difference in PTV 

mean doses between DECT and SECT dose distribution was 0.52%. The percentage difference 

between mean dose and the volume receiving 80% of the prescription dose in the distal-ring 

were 2.35% and 13.86%, respectively.  

 

   

(a)                                                                           (b) 



 

 

48 

Figure 3.8 (a) For the simulation case, DVH calculated from the ground-truth (GT) dose distribution, SECT dose 

distribution and DECT dose distribution at the PTV and the 5 mm distal-ring ROI. (b) For the clinical case, DVH 

calculated from the SECT dose distribution and the DECT dose distribution at the PTV and the 5 mm distal-ring 

ROI.  

 

3.2.6 Discussion  

In this study, the highly accurate JSIR-BVM method was integrated with the commercial proton 

treatment planning for the first time. With the more accurate and less variable density map 

calculated from the JSIR-BVM basis vectors, the proposed method improved dose prediction in a 

clinical setting.  

However, we note that much of potential gain of JSIR-BVM imaging may be lost by relying on a 

single mass density to proton cross-section lookup table. While SPR and mass-density maps are 

sufficient for pencil-beam dose calculations, Monte Carlo dose-calculation engines also require 

pixelwise information on atomic composition in order to compute multiple scattering, inelastic 

scattering, and nuclear scattering cross-sections. Hence, our ongoing work focuses on importing 

full two-parameter DECT images into GEANT4/TOPAS to support a more accurate 2D lookup 

table that allows independent specification of mass-density.  

Moreover, the pseudo spherical tumor target at random region of the human body made it hard to 

derive conclusion related to clinical impact of the dose prediction improvement made by the 

JSIR-BVM method. In the future study, real tumor target which might be close to OARs should 

be adopted in the patient case study to help determine the clinical impact. 
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3.3 Clinical analysis of the JSIR-BVM method in proton 

therapy 

3.3.1 Data preparation 

To evaluate the clinical impact of the highly accurate JSIR-BVM method, dose distributions 

estimated from DECT scans (90 and 140 kVp) were compared with those estimated from the 

SECT scans for three head-and-neck patients. For the DECT scans, SPR maps reconstructed 

through the JSIR-BVM method were imported into the RayStation TPS for Monte Carlo dose 

calculation. As to the SECT scans, a predefined stoichiometric CT calibration curve was used to 

calibrate the HU values to mass densities as input of the Monte Carlo dose calculation. 

3.3.2 Treatment planning 

Clinical treatment plans were created based on the SECT scans using ROIs including CTV, PTV, 

and OARs contoured for proton therapy treatment. Three proton beams separated by 45° were 

implemented. Clinical objectives, such as uniform dose within the CTV, maximum and 

minimum dose within the PTV, and dose fall-off speed within a ring region around the PTV, 

were set to optimize the treatment plans. The treatment plans for three head-and-neck patients 

are shown in Figure 3.9. Notice that in the first treatment plan (Figure 3.9 (a)) the brainstem 

(contoured by an orange circle) overlaps with the CTV, leading to rapid change in dose 

distribution within the CTV, and thus this treatment plan is more sensitive to SPR accuracy then 

the other two plans.  
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(a) 

 

(b) 
(c)  

Figure 3.9 Treatment plans for three head-and-neck patients. 

 

3.3.3 Performance evaluation 

The resulting SECT and DECT dose distributions were compared in terms of dose difference, 

DVHs in the CTV, PTV and OARs. Dose coverage in the CTV and maximum dose within serial 

OARs were reported and clinical impact of the dose distribution difference were evaluated. 

3.3.4 Results 

Figure 3.10 summarizes the SECT and DECT dose distributions, the difference between the two 

distributions. DVHs for each patient case at CTV, PTV, brainstem, and chiasm are listed in 

Figure3.11. 

Clinically significant differences are observed in CTV DVH, PTV DVH, and brainstem DVH of 

the first patient case. After recalculating using the DECT SPR map, the volume receiving 100% 

and 95% of the prescription dose within CTV increased from 47.31% to 71.80%, and decreased 

from 98.88% to 96.93%, respectively, indicating the SECT method may overestimate the dose 

fall-off for this patient case. The maximum dose in the brainstem increased from 55.11Gy to 

Brainstem 
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57.70 Gy, suggesting that the SECT method may underestimate the dose to critical organ which 

is beyond clinic tolerance.  

Little clinically significant difference is observed in the DVHs of the other two patient cases, 

where the CTV was at least 2 mm away from the critical organs. In the second case, maximum 

dose to the brainstem increased from 41.46 Gy to 43.68 Gy when re-evaluated with DECT SPR 

map, which was still within clinical tolerance. 
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Figure 3.10 Each row corresponds to one patient case. Columns from left to right display the SECT dose 

distribution, DECT dose distribution, the difference between SECT and DECT dose distribution. 

 

 
(a)                                               (b)                                               (c) 

Figure 3.11 DVHs in the CTV, PTV, brainstem, and chiasm calculated from the SECT and DECT dose 

distributions for three patient cases. 

 

3.3.5 Discussion  

For the first time, the clinical impact of JSIR-BVM for different treatment planning scenarios 

was accessed. Through this study we have been able to implement our SPR mapping method for 

a small patient cohort and have been able to analyze the differences in calculated dose 

distribution compared to those of a conventional method. Our initial results have shown the 

positive impact of our method for patients. For example, when the patient’s brainstem overlaps 

with the CTV, the optimized treatment plan will lead to ununiform dose distribution within CTV 

to restrain the maximum dose in the brainstem. Such a treatment plan is sensitive to change in 



 

 

53 

SPR, and thus the dose delivered from the same treatment plan calculated with the more accurate 

DECT SPR will have a clinically significant difference from the SECT method. We will 

continue performing our analysis for a larger patient cohort with the goal of performing a full-

scale clinical study of our JSIR-BVM method.  
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Chapter 4 A novel design of pCT detected by 

a multi-layer ionization chamber (MLIC) 

with two strip chambers 

 

4.1 Design of the pCT system 

The pCT system is operated in a translate-rotate mode. As shown in Figure 4.1, the imaging 

object is put at the isocenter. The proton beam is shot at a set of lateral offsets, the residual 

energy of which is measured by the detector at the same lateral position. Then the proton beam 

source together with the detector rotate around the isocenter to another angle and repeat the 

lateral scan. In proton treatment, the proton beam source is usually fixed at the same lateral 

position and is set to target different lateral offsets on the isocenter plane, leading to a fan-beam 

geometry of the pCT system. However, since the proton source is relative far away from the 

isocenter (about 1.8 m), it can be simplified as a parallel beam geometry.  

The detector is composed of two parts: (1) a multi-layer ionization chamber (MLIC), and (2) two 

strip ionization chamber plates. The MLIC is used to record the proton residual energy at 

different depths into the detector so that the complete Bragg peak can be captured. The two strip 

ionization chamber plates are put perpendicular to each other on top of the MLIC entrance 

surface to measure the lateral distribution of the exiting beam. A diagram of the detector setup 

and the function of each component, and a photo of the detector prototype are shown in Figure 

4.2. 
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Figure 4.1 The operating mechanism of the pCT system. The proton beam, together with the detector, scan 

laterally to cover the imaging object, then rotate around the imaging object to another degree to repeat the lateral 

scan. 

 

The prototype MLIC is made of 64 layers of 1.0 mm FR-4 printed circuit boards. The effective 

measurement area is 25.6 x 25.6 cm2. In order to reduce the detector capacitance, each range 

detection layer is further divided into four segments, as pointed out by two red arrows in Figure 

4.2(b). The bias voltage is provided by a 300 V power supply. The ionization currents are 

sampled and measured by a total of 256 channels analog-to-digital converters at a frequency as 

high as 2 kHz. The data is read out by a field-programming gate array and transferred to 

computer memory. The A/D converter (DDC 264, Texas Instrument) used in the prototype 

detector is selected to be sensitive to weak signals with low capacitance and noise level. Each of 

the two strip ionization chamber plates on top of the MLIC has 128 strip channels in 2mm width. 
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(a) 

 

 

(b) 

Figure 4.2 (a) The detector setup. The profile of the exiting beam was detected by the strip ionization chambers, 

while the residual energies at different depths were measured by the multiple-layer ionization chamber to provide 

the integral depth dose (IDD) curve with a complete Bragg peak. (b) Photo of the prototype detector. Each 

lionization chamber plates were divided into four segments to reduce capacitance. The separation lines were 

indicated by the red arrows. 

 

4.2 Monte Carlo simulation and computational phantom 

The simulation was run with TOPAS Toolkit,83 an extension of Monte Carlo simulation package 

Geant4. The default physics list that has been carefully validated for clinical proton beam 

simulation at Massachusetts General Hospital84 was adopted. The scattering model is based on 

theoretical algorithms85 that calculate angular and spatial distributions matching the Lewis 

theory86. The I-values are taken from the ICRP 49 report87. Total inelastic cross sections have 

been validated using a multilayer Faraday cup.88 Protons and all secondary particles (neutron, 

helium ions deuteron, tritons, photons, electrons, etc.) were scored in the detector.  

A cylindrical water phantom of 10 cm in diameter and 20 cm in length was created as the 

imaging object. The phantom contained 13 inserts of 1 cm in diameter and arranged in three 

concentric circles largely grouped based on the insert’s tissue type.  Group 1 contained only one 

insert made of cortical bone located at the center of the phantom. Group 2 contained the rest of 
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the bony inserts, including mandible, sacrum, humerus and spongiosa, distributed equally on a 

circle with a radius of 2 cm from the center of the phantom. Group 3 contained all the soft tissue 

inserts, including liver, heart, adipose, thyroid, muscle, brain, lung, and breast, placed equally on 

a circle with a radius of 4cm from the center of the phantom. The locations of the 13 inserts were 

illustrated in Figure 4.3. The materials and reference SPR values were listed on corresponding 

inserts as well. Four sets of resolution bars with spatial frequency ranging from 4 line pairs per 

cm (lp/cm) to 7 lp/cm were also added between inserts in the second group.  

 

 

Figure 4.3 Distribution of all 13 inserts and four resolution bars in the phantom used in the simulation for this 

study. Materials and corresponding reference SPR values were annotated accordingly. 

 

Mono-energetic narrow proton beams with kinetic energy of 150 MeV were employed as the 

imaging source. The MLIC was simulated as layers of water in 2 mm resolution. 

The simulation was run at five levels of proton histories per beam (105, 2×104, 5×103, 103 and 

5×102). SPR accuracy, image quality and imaging dose were compared at these five dose levels. 

The lateral scanning range was set from -5 cm to 5 cm relative to the isocenter with 1 mm step 



 

 

58 

size for full coverage of the image object. A half gantry rotation of 180° incremented by 1° was 

exploited.  

4.3 WEPL calibration and SPR reconstruction 

WEPL was determined by the displacement of the integral depth dose (IDD) curves measured in 

the MLIC with and without the imaging object in place. To mitigate the uncertainty in our 

simulation caused by coarse resolution in the detector, we took the advantage of sharp dose 

gradient at the distal fall-off segment on the percentage dose profile by using the location of 90% 

of the pristine peak as a surrogate for the peak location. It was implemented by interpolating the 

distal fall-off segment of the depth dose curve, where 90% of the Bragg peak was located. The 

dose gradient at 90% of the pristine peak on distal fall-off was estimated to be 10%/mm. Even 

with 5% uncertainty in the magnitude of the Bragg peak, the accuracy in the displacement of the 

Bragg peaks would be achieved within 0.5 mm if 90% of pristine peak at distal fall-off was used 

as a surrogate for the peak location.  

Recall that WEPL is the line integral of SPR, and can be written as  

𝑊𝐸𝑃𝐿 (𝑡, 𝜃) = ∫ 𝑆𝑃𝑅(𝑥)𝑑𝑥
 

Γ:t,θ

 
(4.1) 

where t is the offset from the isocenter, 𝜃 is the gantry angle, 𝑆𝑃𝑅(𝑥) is the SPR of the imaging 

object at index 𝑥 to be reconstructed. SPR was reconstructed through filtered back projection 

(FBP) with a ramp filter. 
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4.4 Image quality and imaging dose 

In the reconstructed SPR images, the background region of the phantom was selected by 

masking out all the insert region and resolution bars. Noise was calculated as the standard 

deviation of the values within the background region, from which signal to noise ratio (SNR) of 

each insert was calculated.  

Resolution of the reconstructed image was studied at the edge of the mandible insert. Averaged 

edges spread function (ESF) was calculated and fit by the equation 

𝐸𝑆𝐹(𝑥) ∝
1

2
 (1 + erf (

𝑥−𝜇

𝜎
)) (4.2) 

where erf is the error function with fitting parameter 𝜇 and 𝜎. 

From the ESF, the line spread function (LSF) was derived, full width at half maximum (FWHM) 

of which was calculated. Finally, the modulation transform function (MTF) was determined and 

10% of the maximum of the MTF was recorded.  

The dose distribution map of the central slice of the phantom was generated using Monte Carlo 

simulation in TOPAS with 5 × 103 protons per beam, 101 beams per gantry angle, and 180 

gantry angles in total, from which the mean dose was calculated. 

4.5 Simulation results 

4.5.1 Reconstructed proton SPR  

The reconstructed SPR maps using 105, 2×104, 5×103, 103, 5×102 histories per proton beam are 

displayed in Figure 4.4 (a) to (e), respectively. In all these figures, locations and shapes of all the 
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13 inserts were detected with high fidelity. The resolution bars up to 5 lp/cm were 

distinguishable.  

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 
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Figure 4.4 Proton SPR maps with five levels of proton histories per beam. a) 105 histories per beam; b) 2×104 

histories per beam; c) 5×103 histories per beam; d) 103 histories per beam; e) 5×102 histories per beam; f) 5×102 

histories per beam with cutoff frequency at 0.7mm-1. 

 

Ring artifacts were present in all reconstructed SPR maps due to high frequencies passing the 

simple ramp filter used in the reconstruction. Reconstruction of proton SPR maps using 5×102 

histories per beam and cutoff frequency at 0.7 mm-1 was shown in Figure 4.4(f), where ring 

artifacts were reduced. 

Deviation of reconstructed SPR in the 13 inserts from reference values was summarized in 

Figure 4.5, where 2 red dash lines highlighted the 1% error boundaries, which were the 

maximum uncertainty one would expect in a proton CT device. Deviations of all inserts were 

within 1% from the ground truths in simulations using 105, 2×104 and 5×103 histories per beam. 

Deviation of proton SPR in heart tissue slightly exceeded or approached the boundary line of 1% 

in simulations with 103 and 5×102 histories per beam, respectively. Figure 4.5(e) and 4.5(f) 

showed that accuracy in proton SPR improved and met our expectation by sacrificing imaging 

resolution with a low pass filter in simulation with 5×102 histories per beam. 

 

(a)  

 

(b)  
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(c)  

 

(d)  

 

(e)  

 

(f) 

Figure 4.5 Deviation of reconstructed SPR in the 13 inserts compared to reference values. a) 105 histories per 

beam; b) 2×104 histories per beam; c) 5×103 histories per beam; d) 103 histories per beam; e) 5×102 histories per 

beam; f) 5×102 histories per beam with cutoff frequency at 0.7mm-1. 

 

4.5.2 Spatial resolution  

The ESF, together with the true edge, was plotted in Figure 4.6(a) at 5 levels of proton histories 

per beam, and the last level with additional cutoff frequency. The corresponding LSF was 

displayed in Figure 4.6(b), FWHM of which was measured and summarized in Table 1. The 

MTF was displayed in the Figure 4.6(c). Frequencies where MTF dropped to 10% of maximum 

are listed in Table 1 as well. ESF, LSF, and MTF are very similar at 5 levels of proton histories 
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per beam, indicating a similar spatial resolution. As expected, the spatial resolution was lower 

when 0.7 𝑚𝑚−1 cutoff frequency was applied in the reconstruction. 

 

 

(a) 

 

(b) 

 

(c) 

Figure 4.6 (a) Edge spread function, (b) line spread function, and (c) modulation transform function (MTF) of 

insert mandible reconstructed at 5 levels of proton histories per beam and the lowest level with 0.7 𝑚𝑚−1 cutoff 

frequency. 

 

4.5.3 Imaging dose 

The reconstructed dose maps with 5 × 103 histories per beam were shown in Figure 4.7. 

Average dose deposited inside the phantom, assuming 2 mm slice thickness was 4.74 cGy.  

 

Figure 4.7 Reconstructed imaging dose map in unit of cGy/ proton. Imaging dose increased linearly with number of 

protons. Mean imaging dose with 5 × 103  protons per beam was 4.74 cGy.    
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4.5.4 Image noise  

Noises of the reconstructed phantom background at5 levels of proton histories per beam and the 

lowest level with 0.7 𝑚𝑚−1 cutoff frequency was included in Table 1. SNRs were similar in all 

6 scenarios, indicating a similar noise level regardless of imaging dose as shown in Figure 7. 

 

Table 4.1 Mean deviation, noise, FWHM, and MTF dropped to 10% of maximum at 5 levels of proton histories per 

beam and the lowest level with 0.7 𝑚𝑚−1 cutoff frequency.  

 

 Mean deviation 

(%) 

FWHM  

(cm) 

MTF 10% 

(cm-1) 

Noise 

100K 0.42 0.14 5.86 0.47 

20K 0.48 0.14 5.86 0.47 

5K 0.41 0.14 5.88 0.47 

1K 0.51 0.14 5.90 0.47 

500 0.50 0.14 5.79 0.47 

5000.7 0.43 0.28 3.20 0.47 

 

 

Figure 4.8 Signal to noise ratio (SNR) of 13 inserts against background noise at 5 levels of proton histories per 

beam and the lowest level with 0.7 𝑚𝑚−1 cutoff frequency. 
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4.6 Discussion  

In this study we proposed a novel design of proton computed tomography for accurate 

calculation of proton range in treatment planning. The imaging system consists of a MLIC 

detector to measure the proton residual dose profile in the longitudinal direction. Furthermore, 

two perpendicular strip ionization chambers were mounted at the surface of MLIC for measuring 

the lateral displacement and profiles of proton beams after exiting the imaging object.  

Based on our simulation, proton SPR of the 13 tissue equivalent inserts deviated less than 1% 

from the ground truths with more than 103 proton histories per beam, a 1 mm scanning step size 

and half-circle gantry rotation. Proton SPR uncertainty grew slightly over or at the 1% error 

boundary in one of the 13 inserts when the histories per beam were reduced to 103 or less. 

However, the determined imaging dose correlated linearly with proton histories per beam and 

significantly reduced in the latter scenarios.  The fact that reduction in imaging dose doesn’t 

sacrifice the accuracy in proton SPR and imaging quality provides a strong justification for 

further research into the data acquisition, imaging reconstruction, and clinical application of the 

approach proposed in this study to further reduce the imaging dose.  

Accuracy of SPR could be compromised by the lack of correction for multiple-coulomb 

scattering in imaging reconstruction. One source that affects the accuracy of SPR is the shape of 

the imaging object. As protons experienced stronger scattering along their path through the 

thicker part of the imaging object in our study; the measured range, which was averaged over all 

protons in the beam, was slightly deeper than what would’ve been reached by an unscattered 

beam as scattered protons took a shorter path through the cylindrical intersection. Shifting 

average proton range away from the proton source underestimated the proton SPR. This effect is 
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really dependent on the shape of the imaged object, e.g., it would manifest oppositely in a cubic 

object as scattered protons now travel a longer path before they reach the detector. Correction for 

scatter should be considered in future research. 

Another adversary source that affects proton range is heterogeneity in the imaging object.  As 

one beam goes through various tissues due to scattering, e.g. some deviate through bone and 

others go through muscle, large uncertainties are expected in the determined average proton 

range due to the destruction of the pronounced Bragg peak from mixing paths. Further 

development with iterative algorithm for reconstruction would be necessary to reduce the impact 

of heterogeneity if higher accuracy in the reconstructed proton SPR is desired. 

Maximum proton energy from a typical clinical cyclotron ranges from 235 MeV to 250 MeV, 

which translates to water-equivalent residual ranges between 34 cm and 38 cm. For adults of 

average size, currently available clinical cyclotrons have a high enough energy for proton CT 

imaging in body parts above the liver. For body parts that are too thick to penetrate even with 

highest proton energy, a conventional xCT scan is inevitable. However, the technique proposed 

in this study is still useful in this scheme. A personalized calibration from CT HU to proton SPR 

could be built by imaging thinner body parts with proton CT and conventional xCT, adding 

negligible imaging dose on top of the conventional xCT scan. Hence, proton SPR of the thicker 

body parts can be acquired with better accuracy by applying the personalized calibration of 

thinner portions of the body. Further research is needed to quantify the uncertainty in this 

scheme.  
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Chapter 5 A Monte Carlo study of the 

clinical feasibility of the pCT system 

 

5.1 Proton spot size and collimator design 

In Chapter 4, a novel design of pCT system detected by MLIC and two ionization chambers was 

proposed. SPR accuracy within 1% and 𝑀𝑇𝐹10% greater than 5𝑐𝑚−1 were achieved in the 

simulation. However, the simulation was performed in an ideal situation, where the proton beam 

has negligible width. In most proton treatment centers, size of proton spots in air varies from 

3mm to 12 mm89–91. Therefore, to ensure clinically acceptable image resolution and SPR 

accuracy, and accommodate various proton delivery platforms, a collimator is proposed to be 

included in the pCT system. In this chapter, more realistic simulation including using the same 

proton source as for proton therapy treatment and modeling the MLIC as layers of air gap 

sandwiched by water was implemented. Analysis of the effects of the additional collimator, the 

dependence on the scanning step size and electronic noise was performed.  

5.2 Design of the simulation study 

Same as introduced in Chapter 4 section 4.2, TOPAS Toolkit with default physics list was 

utilized for the simulation. Same computational water based cylindrical phantom with tissue-

equivalent inserts and resolution bars was implemented. SPR accuracy and image quality were 

compared at five proton histories/beam (105, 2×104, 5×103, 103 and 5×102). The lateral scanning 

offset was set from -5 cm to 5 cm relative to the isocenter with 1 mm step size for full coverage 

of the image object. A half gantry rotation of 180° incremented by 1° was exploited.  
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The proton source was modeled to have a Gaussian distribution with 4 mm 𝜎. The initial kinetic 

energy was set to be 150 MeV ± 0.6 MeV. The collimator was modeled as a 10 cm-thick brass 

cylinder, placed upstream to the steering magnets. A round slit of 1mm in diameter was drilled in 

the center of the collimator, aligning with the central beam axis. Since the majority of protons 

were stopped in the collimator, a phase space file was generated recording the protons’ 

properties after passing the collimator to improve simulation efficiency. The dose level was the 

proton histories/beam after passing through the collimator. 

The MLIC detector was simulated as 100 layers of ionization chambers, each of which contains a 

2 mm air gap sandwiched by two 1mm water plates modeling the FR-4 plates of 1mm water-

equivalent thickness. Doses scored in the 100 air gaps were used as input of the SPR 

reconstruction.  

5.3 Effects of the collimator, scanning step size and 

electronic noise 

To investigate the effect of the collimator, energy spectrum of 106 protons before and after the 

collimator were compared.2mm scanning step size, which was twice as large as the one used in 

the previous simulation, were used to reconstruct SPR images with 5×103, 103, 5×102 

histories/beam, the deviations of reconstructed SPR from the ground truths were calculated as 

well. Three levels of Gaussian noise were added artificially to the simulation with 5×103 proton 

histories/beam, to evaluate the effect of electronic noise. The standard deviations of the 

additional Gaussian noise were 10%, 25%, and 50% of the entrance signal. 
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5.4 Simulation results 

5.4.1 Energy spectrum in collimated protons 

Energy spectrum of uncollimated and collimated beam were plotted in Figure 5.1. The 

collimated beam was fitted by a Gaussian function to better compare with the uncollimated 

beam. The mean energy changed from 150 MeV ± 0.6 MeV to 149.9 MeV ± 0.86 MeV after 

going through the slit due to the effect of scattering. The energy spectrum was similar before and 

after the collimator, therefore the spatial resolution was almost the same as using proton beam 

with 1 mm diameter directly. 

 

Figure 5.1 Energy spectrum uncollimated and collimated proton beam with 106 protons passing through the 

collimator. 

5.4.2 Reconstructed proton SRP  

The reconstructed SPR maps using 105, 2×104, 5×103, 103, 5×102 histories/beam taken from the 

phase space file of collimated protons were displayed in Figure 5.2. For simplification purpose, 

all histories used in our simulation referred to collimated protons that passed through the 

collimator per beam. In the five sub-figures labeled from Figure 5.2(a) to Figure 5.2(e), locations 
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and shapes of all the 13 inserts were detected with high fidelity. The resolution bars were 

distinguishable up to 5 lp/cm. Ring artifacts were present in all reconstructed SPR maps due to 

high frequencies passing the simple ramp filter used in the reconstruction. The ring artifacts can 

be suppressed by applying a low-pass filter. Reconstruction of proton SPR map using a low-pass 

filter was shown in Figure 5.2(f) for data acquired with 103 histories/beam. 

 

(a) (b) 

(c) (d) 
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(e) (f) 

Figure 5.2 Proton SPR maps with five levels of proton histories/beam. a) 105 histories/beam; b) 2×104 

histories/beam; c) 5×103 histories/beam; d) 103 histories/beam; e) 5×102 histories/beam; f) 103 histories/beam 

with a low-pass filter on sinograms. 

 

 

(f)  

 

(g)  
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(h)  

 

(i)  

 

(j)  

 

(f) 

Figure 5.3 Deviation of reconstructed SPR in the 13 inserts compared to reference values. a) 105 histories/beam; 

b) 2×104 histories/beam; c) 5×103 histories/beam; d) 103 histories/beam; e) 5×102 histories/beam; f) 103 

histories/beam with a low-pass filter on sinograms. 

 

Deviation of reconstructed SPR in the 13 inserts from reference values was summarized in 

Figure 5.3, where 2 red dash lines highlighted the 1% error boundaries, which were the target 

uncertainty one would expect in proton CT. Deviations of all inserts were within 1% from the 

ground truths in simulations using 105, 2×104, 5×103, 103 and  5×102 histories/beam, only except 

for brain equivalent insert when using 103 histories/beam, of which the deviation was 1.02%. The 

deviation of inserts followed a similar pattern until histories/beam decreased to 103 protons. 
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After applying a low pass filter to the reconstruction with 103 histories/beam, the deviation of 

brain tissue dropped to 0.95%, which brought the deviation of all inserts into the 1% error range. 

Figure 5.2(f) and 5.3(f) showed that accuracy in proton SPR improved by sacrificing imaging 

resolution after applying a low pass filter. 

 

(a) 

 

(b) 

 

(c) 

Figure 5.4 (a) Edge spread function, (b) line spread function, and (c) modulation transform function (MTF) of 

insert mandible at 5 proton histories/beam and 103 histories/beam with a low pass filter. 

 

5.4.3 Spatial resolution  

Edge spread functions of the imaging system were fitted and plotted in Figure 5.4(a) at the edge 

of the mandible insert on the reconstructed proton SPR map at 5 levels of proton histories/beam. 

The corresponding LSF were displayed in Figure 5.4(b), from which FWHM were measured and 

summarized in Table 1. Furthermore, MTF were calculated form the LSF and displayed in 

Figure 5.4(c). Frequencies where MTF dropped to 10% of maximum were listed in Table 1 as 

well.  
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Table 5.1 Mean deviation, noise, FWHM, and MTF dropped to 10% of maximum at 5 proton histories/beam and 

103 histories/beam with a low pass filter. 

 

 Mean deviation 

(%) 

FWHM (cm) MTF 10% 

(cm-1) 

Noise 

100K 0.51 0.14 5.71 0.47 

20K 0.48 0.14 5.68 0.47 

5K 0.39 0.14 5.63 0.47 

1K 0.57 0.15 5.56 0.47 

500 0.37 0.14 5.67 0.47 

1𝐾𝑙𝑜𝑤 𝑝𝑎𝑠𝑠  0.55 0.17 4.65 0.47 

 

5.4.4 Imaging dose 

The reconstructed dose map of the imaging phantom was shown in Figure 5.5. The proton beams 

came from the bottom of the dose map at gantry angle 0 and rotated counterclockwise to cover a 

total of 180 degrees gantry angle. Mean dose was 9.40 × 10−4 cGy/protons. Mean neutron dose 

was 3.26 × 10−6 cGy/protons, and maximum neutron dose was 5.57 × 10−6 cGy/protons. 

5.4.5 Image noise  

Noise measurements of the reconstructed phantom background with 5 levels of proton 

histories/beam were included in Table 1. SNRs were similar in all 5 scenarios as shown in Figure 

5.6, indicating a similar noise level regardless of imaging dose if the additional electronic noise 

was not considered. 

5.4.6 Effects of scanning step size 

The reconstructed SPR maps and the deviation from the ground truths using larger step size (2 

mm), twice as large as the one used in the previous simulation with 5×103, 103, 5×102 

histories/beam, were demonstrated in Figure 5.7. Our results showed that the increase of 
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scanning step size degraded the imaging quality moderately, together with the accuracy in SPR. 

With 5×103 histories/beam, 10% MTF frequency reduced from 5.63 lp/cm with step size of 1 

mm to 3.00 lp/cm with step size increased to 2 mm, the mean deviation of all 13 inserts increased 

from 0.39% with step size of 1 mm to 0.43% with step size increased to 2 mm. 

5.4.7 Effects of electronic noise 

The reconstructed SPR maps and the deviation from the ground truths of the simulation with 

three levels of noise were displaced in Figure 5.8. As the noise level increased from 10% to 25%, 

and to 50%, the mean deviation changed from 0.42% to 0.40%, and to 0.53%. The image quality 

degraded noticeably when noise level increased to 50% of the entrance signal, while the SPR 

deviations of most inserts were still within 1%. 

In addition, a demonstration of how three levels of noise were added to the doses in the 

ionization chambers was shown in Figure 5.9. The original dose curve was measured in the 

ionization chambers after a proton beam with 5 × 103 histories passing through the phantom. 

Both the original dose curve and the dose curves with three levels of additional noise were 

interpolated. The location of 90% of the Bragg peak which was used to calculate the shift of the 

longitudinal dose profile was marked on each interpolated dose curve. The markers were close to 

each other, except for the dose curve with noise of 50% of the entrance dose, which explained 

why the noise in the detector didn’t affect the quality of reconstruction images until it reached 

50% of the entrance signal. 
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(a) 

 

(b) 

Figure 5.5 Distribution of (a) imaging dose and (b) neutron dose in the imaging phantom when 103 protons per 

beam was used. (Unit: cGy) 

 

 

Figure 5.6 SNR of 13 inserts against background noise at 5 different proton histories/beam and 1 × 103 

histories/beam with a low pass filter. 
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(a) (b) 

(c) (d) 

(e) (f) 

Figure 5.7 Reconstructed SPR and deviations in the 13 inserts compared to reference values with 2mm step size. 

a)& b) 5×103 histories/beam; c) & d) 1×103 histories/beam; e) & f) 5×102 histories/beam. 
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(a) (b) 

 
(c) 

 
(d) 

 
(e) (f) 

Figure 5.8 Reconstructed SPR and deviations in the 13 inserts compared to reference values with 5×103 

histories/beam at 3 levels of additional electronic noise; a) & b) Standard deviation of additional Gaussian noise 

was 10% of the entrance signal; c) & d) Standard deviation of additional Gaussian noise was 25% of the entrance 

signal; e) & f) Standard deviation of additional Gaussian noise was 50% of the entrance signal. 
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Figure 5.9 A demonstration of how three levels of noise were added to the raw measurements from 

ionization chamber layers in 2 mm air gap. The raw data with and without noise were interpolated for 

higher spatial resolution, and the locations of 90% of the Bragg peak which were used to calculate the 

shift of the longitudinal dose profile were marked in all four scenarios. All markers overlapped well, 

except for the noise of 50% of the entrance dose. 

 

5.5 Discussion  

In this study, we proposed to include a 10 cm-thick cylinder collimator with 1mm diameter 

round slit in the middle to confine the proton beam source that has a Gaussian distribution with 

sigma of 4 mm in the pCT system detected with MLIC. The clinical feasibility of the design has 

been validated though Monte Carlo simulations.  

In our simulation, the dose deposited in each ionization chamber was scored by the number of 

ion pairs ionized in the 2 mm thick air cavity. According to our simulation, 37 and 236 pairs of 

ions per proton, as illustrated in figure 5.10, were produced in the ionization chamber at the 

entrance and Bragg peak location for proton beams with initial energy of 150 MeV, same energy 

as used in this study. The total ionization charge generated by 500 protons was between 2.9 fC 

and 18.8 fC, about 232 ppm and 1504 ppm of the most sensitive range of DDC264 (12.5 pC and 
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4.096 V). The capacitance of 25x25 cm2 parallel plate capacitor with 2 mm air gap is about 300 

pf. Each plate was further divided into four segments, so the detector capacitance is reduced to 

80pf. Based on the datasheet of DDC264, the noises level would be about 60 ppm and thus 

25.86% (60 ppm/232 ppm) of the entrance signal generated by 500 protons. The electronic noise 

level can be suppressed by increasing imaging dose. With 105 protons per beam, the estimated 

electronic level would be as low as 0.13% (60 ppm/46400 ppm) of the entrance signal. 

Although with low imaging dose the individual layer signals are noisy, the range data can still be 

extracted with high precision. As presented in Figure 10, the additional Gaussian noise had little 

effects on the SPR accuracy and spatial resolution when the noise level was within 25%, but can 

degraded range prediction accuracy and image quality significantly when noise level reached 

50% of the entrance signal. Note that, additional sources of noise exist in the system, such as 

thermal noise and noise caused by EM Field The noise caused by EMF can be alleviated by 

shielding, the shielding technique used in MLIC is currently under development. The actual 

noise level and detection sensitivity will be studied experimentally. 

The goal of our design is not to develop a proton CT system that competes with other proton CT 

systems that track individual protons in aspects of proton SPR accuracy, imaging resolution and 

imaging dose, but a clinically feasible system that reduces uncertainty in proton SPR while 

retaining some benefits in lowering imaging dose when compared to conventional CT. Based on 

our simulation, proton SPR of the 13 tissue-equivalent inserts deviated less than 1% from the 

ground truths with more than 103 proton histories/beam, 1 mm scanning step size and half-circle 

gantry rotation. Proton SPR uncertainty stayed within the 1% error boundary for the majority of 

the 13 inserts even when the histories/beam were reduced to 103 or less. The determined imaging 

dose correlated linearly with proton histories/beam. The fact that reduction in imaging dose 
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doesn’t sacrifice the accuracy significantly in proton SPR and imaging quality provides a strong 

justification for further research into the data acquisition, imaging reconstruction, and clinical 

application of the approach proposed in this study to further reduce the imaging dose. Notice that 

the current SPR accuracy and spatial resolution were achieved with a simulated collimator which 

induced minimum discrepancies in proton spectra before and after the collimator. Future 

experimental validation of the collimator effects on proton spectra should be conducted prior to 

imaging to ensure the pCT performance. 

 

Figure 5.10 Number of ion-pair per proton in the multiple-layer ionization chamber with air gaps of 2 mm in 

thickness.  
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Chapter 6 A reconstruction approach for 

pCT by modeling the integral depth dose 

(IDD) of the scanning Proton Pencil Beam 

 

6.1 Forward model 

Since the imaging proton beam’s spot size in the air is much larger than the desired image 

resolution, the measured IDD of the exiting proton beam spot was modeled as an ensemble of 

narrow beamlets emanating from individual point sources laterally separated apart by 1 mm 

distance. Hence, the IDD of the transmitted proton spot was calculated as a weighted sum of the 

PDDs of the constituent beamlets. The corresponding weights followed the source profile of the 

proton beam, which had a Gaussian distribution with a standard deviation (𝜎) of 4 mm. Thus, at 

gantry angle 𝛼, the predicted IDD 𝑔𝛼 as a function of depth in the MLIC, 𝑑, and spot position, 

𝑥0, can be written as 

 
𝑔𝛼(𝑥0, 𝑑) = ∑ 𝐵(𝑑 + 𝑊𝐸𝑃𝐿𝛼(𝑥0 + 𝑥𝑖))

𝑛

𝑖=1

×
1

𝜎√2𝜋
exp (−

𝑥𝑖
2

2𝜎2
) + 𝛽𝛼( 𝑥0, 𝑑) 

(6.1) 

where 𝑥𝑖 denotes the lateral offset of the beamlet 𝑖 relative to the spot of interest 𝑥0, and n stands 

for the total number of the beamlets. In this study, 21 beamlets from lateral offset −10𝑚𝑚 to 

10𝑚𝑚 were adopted empirically to cover 98.8% of the source distribution. 𝛽𝛼(𝑥0, 𝑑) represents 
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electronic noise and the noise induced by large-angle scattering that can’t be modeled by MCS. 

Additionally, 

 
𝑊𝐸𝑃𝐿𝛼(𝑥) = ∫ 𝜌𝑠(𝑥′, 𝑦′)𝑑𝑙

 

𝐿:𝛼,𝑥

 
(6.2) 

is the WEPL across the imaging object along a specific path determined by gantry angle 𝛼 and 

beamlet position 𝑥. 𝜌𝑠 stands for SPR of the imaging object, which is in the coordinate of the 

imaging object defined by (𝑥′, 𝑦′).  Finally,  

 

𝐵(𝑧) ≈ {
�̂�(𝑧)

𝐵(𝑧)
0

      
𝑓𝑜𝑟 𝑧 < 𝑅0 − 10𝛿

𝑓𝑜𝑟 𝑅0 − 10𝛿 ≤ 𝑧 ≤ 𝑅0 + 5𝛿
otherwise

 

(6.3) 

is the Bragg curve function modified from the Bortfeld function,92,93 which approximates the 

PDD of a narrow proton beamlet. A polynomial term was added to the original Bortfeld function 

to account for the energy spread and dose deposition caused by secondary particles.93 For a water 

phantom scorer, the modified Bragg curve function can be written as  

 
�̂�𝐻2𝑂(𝑧) =

Φ0

1 + 0.012𝑅0

[17.93(𝑅0 − 𝑧)−0.435 + (0.444

+ 31.7𝜖/𝑅0)(𝑅0 − 𝑧)0.565] + 𝑎(𝑅0 − 𝑧)3 + 𝑏(𝑅0 − 𝑧)2

+ 𝑐(𝑅0 − 𝑧) + 𝑑 

(6.4) 
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𝐵𝐻2𝑂(𝑧) = Φ0

𝑒
−[

(𝑅0−𝑧)
2𝛿 ]

2

𝛿0.565

1 + 0.012𝑅0

× [11.26𝛿−1𝒟−0.565 (−
𝑅0 − 𝑧

𝛿
)

+ (0.157 +
11.26𝜖

𝑅0
) 𝒟−1.565 (−

𝑅0 − 𝑧

𝛿
)]    

(6.5) 

where z is the water equivalent thickness, 𝒟𝑦(𝑥) is the parabolic cylinder function, and Φ0 is 

proportional to the fluence. Parameters 𝑅0, 𝛿, 𝜖, 𝑎, 𝑏,𝑐, and 𝑑, depending on the initial kinetic 

energy of incident protons, can be determined by fitting the measured or simulated IDD.  

6.2 Determination of WEPL 

Values of WEPL were determined at every gantry angle. At gantry angle 𝛼, a loss function was 

defined as the squared L2-norm between IDDs calculated by the forward model 𝑔𝛼(𝑥0, 𝑑) and 

IDDs from the simulation 𝑚𝛼( 𝑥0, 𝑑) overall depths in detector and spots positions:  

 
ℒ𝛼 = ∑ ∑(𝑔𝛼( 𝑥0, 𝑑) − 𝑚𝛼( 𝑥0, 𝑑))

2

𝑑

 

𝑥0

 
(6.6) 

The loss function was minimized by adjusting the WEPLs of narrow beamlets defined by Eq. 2. 

Replacing 𝑔𝛼( 𝑥0, 𝑑) in Eq. (6) with Eq. (1), and neglecting 𝛽(𝛼, 𝑥0) for simplicity, the 

determination of WEPL can be formalized as finding 𝑊𝐸𝑃𝐿𝛼
̂ (𝑥0 + 𝑥𝑖) that satisfies  
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 𝑊𝐸𝑃𝐿𝛼
̂ (𝑥0 + 𝑥𝑖)

=  min
𝑊𝐸𝑃𝐿𝛼(𝑥0+𝑥𝑖)

∑ ∑ (∑ (𝐵(𝑑 + 𝑊𝐸𝑃𝐿𝛼(𝑥0 + 𝑥𝑖))

𝑛

𝑖=1𝑑

 

𝑥0

×
1

𝜎√2𝜋
exp (−

𝑥𝑖
2

2𝜎2
)) − 𝑚𝛼( 𝑥0, 𝑑))

2

 

(6.7) 

6.3 Reconstruction algorithm 

The minimization of the loss function was conducted based on the trust-region reflective 

algorithm in MATLAB.94,95 Gradient of the forward model was derived and provided to the 

algorithm to accelerate the minimization. The initial value of WEPL through each beamlet was 

determined by the shift between Bragg peak locations in the IDDs with and without the imaging 

object as described in our previous publication.96 To avoid local minima, two iterations of WEPL 

determination were performed with an intermediate smoothing in between ensuring different 

starting points of the minimization. After the WEPL values were determined, the SPR 

distribution was reconstructed via simultaneous algebraic reconstruction technique with total 

variation regularization (SART-TV)97,98 using TIGRE99, which stands for tomographic iterative 

GPU-based reconstruction toolbox.  

6.4 Simulation Study 

Monte Carlo simulation was implemented using TOPAS Toolkit83,100, which is a user-friendly 

extension of Geant4 Simulation Toolkit. 101,102 TOPAS version 3.5 was employed in this study, 

sharing the same physics models, processes, and interaction cross-section with Geant4 

10.06.p01. To image the cylinder phantom with 10 cm diameter, proton beams with initial 
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kinetic energy of 150 ± 0.6 MeV were simulated which matches the measurement of the proton 

machine at Siteman Cancer Center. To image the human phantom with maximum diameter of 

around 28 cm, monoenergetic proton beam of 230 MeV was used in the simulation. The energy 

spread of 230 MeV proton beams was considered negligible. Each proton beam consisted of 

2000 protons in a Gaussian distribution with the standard deviation 𝜎 = 4 mm. The spot spacing 

was 1 mm and the gantry rotates by half circle in the incrementation of 1°. The IDDs scored in 1 

mm resolution for the cylindrical phantom and 2mm for the adult phantom along the beam 

direction were used as inputs of the reconstruction.  

6.4.1 Cylindrical water-based phantom  

A digital cylindrical water-based phantom of 10 cm in diameter containing 12 tissue-equivalent 

inserts (each is 1 cm in diameter) was generated as the imaging object. The inserts were arranged 

in two concentric rings around the center of the water phantom. Four bony tissue inserts, 

including femur, cortical, mandible, and sacrum were equally distributed on the inner ring with a 

radius of 2 cm from the center. Eight soft tissue inserts, namely lung, breast, liver, heart, adipose, 

thyroid, muscle, and brain, were spread evenly around the outer ring with 4 cm radius. Figure 6.1 

demonstrates the axial cross-section of the phantom annotated with tissue name and reference 

SPR of each insert.5  
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Figure 6.1 Axial cross-section of the cylindrical water-based phantom with 12 human tissue inserts. Materials and 

corresponding reference SPR values of the inserts were annotated. 

6.4.2 Computational adult phantom 

The reconstruction approach was also tested on a female adult reference computational phantom 

with tissues contoured by the ICRP.103 Every voxel in the adult phantom was assigned to have a 

“MaterialTagNumber” based on the phantom mask. A look-up table that converts the 

“MaterialTagNumber” to chemical composition was entered manually into TOPAS using the 

chemical composition provided explicitly by the ICRP. Two slices of the adult phantom, 

representing the head and lung region respectively, were displayed in Figure 6.2. In each slice, 

human tissues were labeled in different colors and numbers. Tissue names and reference values 

of SPR corresponding to label numbers were summarized in Table 6.1.  
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(a) 

 

    (b) 

Figure 6.2 Two slices of the adult phantom representing (a) the head and (b) the lung region. The tissue names 

and SPRs corresponding to the labels were tabulated in Table 6.1. 

 

Table 6.1. Tissue names and reference values of SPR corresponding to label numbers in Figure 6.2. 

 

LABEL TISSUE TRUE SPR 

1 Eye lens 1.060 

2 Adipose 0.979 

3 Skin 1.084 

4 Muscle 1.044 

5 Cortical bone 1.714 

6 Cranium 1.480 

7 Brain 1.040 

8 Cartilage 1.081 

9 Breast 1.029 

10 Heart 1.054 

11 Blood 1.053 

12 Rib 1.329 

13 Inflated lung 0.258 
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6.5 SPR accuracy and image quality 

For each insert of the cylindrical phantom, the mean and standard deviation (STD) of the SPR 

were calculated in a circular ROI with 3.5 mm radius around the center of the insert. Percentage 

deviations of mean SPR in ROIs from reference values were also calculated. The difference map 

and a profile comparison between reconstructed and reference SPR were presented. WEPL along 

a proton beam with 4 mm width (𝑊𝐸𝑃𝐿4𝑚𝑚) of the reconstructed SPR was compared with that 

of true SPR at different locations and angles. The accuracy in 𝑊𝐸𝑃𝐿4𝑚𝑚 is more clinically 

meaningful than the accuracy of individual pixels as it represents the proton range prediction of a 

therapeutic proton beam. The mean and STD of 𝑊𝐸𝑃𝐿4𝑚𝑚 were derived from a normal 

distribution fitting the histogram of the 𝑊𝐸𝑃𝐿4𝑚𝑚 deviations. 

The radial ESF of the cortical bone insert was studied to evaluate the spatial resolution using  

Richard’s method.104  The ESF was fitted by an error function to reduce the impact of the noise 

at the uniform region.105 From the fitted ESF, LSF and MTF were derived. The MTF was further 

interpolated to find the frequency at 10% MTF. The STD of the cylinder phantom's water 

background was calculated as the noise level of the reconstructed image. The mean SNR of all 

inserts was reported. 

For the adult phantom, the mean and STD of the SPR were calculated for selected ROIs 

representing different human tissues. The radius of all ROIs of human tissue was 5 mm. 

Percentage deviation of SPR from ground truth was derived for each ROI. The difference map 

and the profile comparison between reconstructed and reference SPR were included. Similarly, 

𝑊𝐸𝑃𝐿4𝑚𝑚 was evaluated at different lateral offsets and angles for the adult phantom. The mean 
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and STD of 𝑊𝐸𝑃𝐿4𝑚𝑚 were derived from a normal distribution fitting the histogram of the 

𝑊𝐸𝑃𝐿4𝑚𝑚 deviations. 

6.6 Noise reduction of the reconstructed SPR maps 

To reduce the noise in the reconstructed SPR of the head slice and the lung slice, an additional 

cubic smoothing spline was applied to the corrected WEPL after the second iteration. The SPR 

was then reconstructed from the further smoothed WEPL using the SART-TV algorithm. The 

SPR accuracy was analyzed in the selected ROIs. Profile comparison between smoothed SRP 

and reference SPR was displayed. 

6.7 Imaging dose 

Total imaging dose was calculated at the head and lung region of the ICRP adult phantom. Same 

number of protons per beam (2000 protons/beam), lateral spot space (1 mm) and gantry angles 

(half-scan in 1° increment) as the ones used for reconstruction were adopted in the dose 

calculation. The contribution of scattering protons when imaging the neighboring slices within 

±10 𝑐𝑚 was included in the calculation of dose distribution. For a slice thickness of 1.5mm, the 

dose calculation included 133 slices sandwiching the slice of interest. 

6.8 Clinical translatability 

The reference SPR image of the ICRP adult phantom was used to create a posterior fossa boost 

plan on a PTV of 3cm in diameter in RayStation (v10A). Three proton beams, one posterior and 

two posterior oblique beams, were employed to deliver a uniform dose to the PTV. The plan was 

recalculated with the SPR image from our pCT reconstruction. The dose distribution and dose 

volume histogram (DVH) at the PTV were compared between the two images for one fraction. 
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6.9 Comparison with SECT 

The proposed reconstruction approach was compared with the SECT method using a CIRS 

electron density phantom (model 062M), which has tissue-equivalent inserts with known 

composition provided by the vendor. Same water-based cylindrical phantom as the one 

introduced in Sec 2. F was assigned with CIRS inserts materials in the pCT simulation. 230 MeV 

proton beams and 2 mm detector resolution along the beam direction were employed in the 

simulation. The SECT scan was performed on the Phillips Big Bore scanner at 120 kVp with 

3mm collimation. A standard filtered back-projection was applied to reconstruct the SECT 

images, which were then converted to SPR images using the standard stoichiometric 

calibration.106 Mean SPR of each insert was computed in an ROI of 3.5 mm in radius for both 

pCT and SECT image, and was compared to the reference SPR calculated from the material 

composition. 107 

6.10 Simulation results  

6.10.1 Accuracy of the forward model 

Typical examples of the IDDs from the forward model and the simulation were normalized and 

plotted together for comparison in Figure 6.3. These IDDs were calculated with the cylindrical 

water-based phantom introduced in Sec 2.F at gantry angle of 0o and lateral offsets relative to the 

imaging isocenter from 0 mm to 55 mm with 5 mm spacing. IDDs calculated through the 

forward model matched well with those directly scored from the Monte Carlo simulation. RMSE 

and R2 between the two sets of IDDs at all lateral offsets and rotation angles were 0.02 and 0.99, 

respectively.  
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Figure 6.3 Examples of IDDs calculated from the forward model (red dashed line) compared with the 

corresponding IDDs obtained from the Monte Carlo simulation (blue solid line), with the cylindrical water-based 

phantom at gantry angle 0o for different offsets from 0 mm to 55 mm.  

 

6.10.2 Cylindrical water-based phantom 

Reconstructed SPR 

Initial values of WEPL, or sinogram, calculated from the shift of the IDDs with and without the 

presence of the imaging object and the corresponding SPR map obtained from SART-TV 

reconstruction were presented in Figure 6.4 (a) and (b), respectively. The external contour of the 

cylinder phantom can be seen, but the inserts appear blurry and connected due to the large proton 

spot size. After the first iteration, the WEPL captured more structures of the imaging object 

(Figure 6.4 (c)) and the outlines of the inserts in the SPR map appear distinctively (Figure 6.4 

(d)). However, overcorrections in the first round of WEPL determination led to artifacts in the 
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SPR map. The accuracy of WEPL was further improved in the second iteration. The final 

corrected WEPL and its corresponding SPR map were presented in Figure 6.4 (e) and (f), 

respectively. It can be seen in Figure 6.4 (f) that all the 12 inserts can be clearly distinguished 

from the water background with reduced artifacts. 

 
 

(a) 
 

(b) 

 

 
(c) 

 
(d) 
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(e) 
 

(f) 

Figure 6.4 (a) The initial WEPL determined through shift between Bragg peak locations with and without the 

imaging object. (b) SPR distribution reconstructed from the initial values of WEPL. (c) Corrected WEPL after 

first iteration. (d) SPR distribution reconstructed from corrected WEPL after the first iteration. (e) Corrected 

WEPL and its corresponding (f) SPR distribution after the second iteration. 

 

SPR accuracy and spatial resolution 

ROIs of the 12 inserts were identified by the red circles in Figure 6.5 (a). The yellow line in 

Figure 6.5 (a) indicated the line along which the profiles of reconstructed and reference SPR 

were compared. Mean SPR calculated in the ROIs were plotted against the reference values with 

error bars denoting the STD (Figure 6.5 (b)). Deviations of the mean SPR in the ROIs from the 

reference values were summarized in Figure 6.5 (c), where the two red dashed lines delineated 

the ±1% error boundaries, which were the targeted maximum uncertainty for proton CT. The 

deviations of mean SPR from the ground truth in all inserts were within ±1%. The mean of 

absolute deviation in all inserts was 0.33%. Figure 6.5 (d) showed the pixel-wise difference 

between reconstructed SPR and reference SPR. The most pronounced difference was observed 

around the edges of the inserts and the phantom due to proton range mixing caused by scattering. 

Figure 6.5 (e) further compared the profile of the reconstructed SPR with that of the ground truth 
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SPR along the line crossing the mandible and cortical inserts depicted by the yellow line in Fig 

6.5 (a). 

 

(a) 

 

(b) 

 

(c) 

 

(d)  
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(e) 

 

Figure 6.5 (a) ROIs of the inserts over which the mean and STD of the SPR were calculated. The yellow line 

indicated the line along which the profiles of reconstructed SPR and reference SPR were compared. (b) The mean 

value of the reconstructed SPR in each ROI with the associated error bar indicating the STD were plotted along 

with the reference values of SPR. (c) The deviations of the mean SPR in the ROIs from the ground truth. (d) 

Pixel-wise difference map between reconstructed SPR and reference SPR. (e) Profile comparison of reconstructed 

SPR and reference SPR along the line depicted in Figure 6.5 (a).  

 

𝑊𝐸𝑃𝐿4𝑚𝑚 of the reconstructed SPR was compared with that of the reference SPR at beam offset 

-20 mm, 0 mm, and 20 mm relative to the isocenter (Figure 6.6 (a)-(c)). At each offset, 

𝑊𝐸𝑃𝐿4𝑚𝑚 was calculated around the isocenter from 0° to 180° angle with 1° increments. The 

corresponding percentage deviation in 𝑊𝐸𝑃𝐿4𝑚𝑚 from ground truth was displayed below each 

𝑊𝐸𝑃𝐿4𝑚𝑚 comparison plot with two red dashed lines highlighting the ±1% target deviation. 

The histogram of percentage deviations in 𝑊𝐸𝑃𝐿4𝑚𝑚 was presented in Figure 6.6 (d). The mean 

and STD of the fitting normal distribution were 0.48% and 0.64%, accordingly.  
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(a) -20 mm 

 
(b) 0 mm 

 
(c) 20 mm 

 

 
 

 

(d) 

Figure 6.6 𝑊𝐸𝑃𝐿4𝑚𝑚 of the reconstructed SPR and the reference SPR at beam offset of (a) -20 mm, (b) 0 mm, 

and (c) 20 mm. The corresponding deviation in 𝑊𝐸𝑃𝐿4𝑚𝑚 was displayed below each WEPL comparison plot. (d) 

Histogram of the deviations in 𝑊𝐸𝑃𝐿4𝑚𝑚 fitted by a normal distribution (red curve). 

 

The radial ESF at the edge of the cortical inserts was fitted by an error function and compared 

with the true edge in Figure 6.7 (a). The corresponding LSF was displayed in Figure 6.7 (b), 

from which the FWHM was measured as 0.13 cm. Furthermore, the MTF was derived and 
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interpolated in Figure 6.7 (c). The frequency where the MTF dropped to 10% was 6.38 cm-1. The 

mean SNR of all inserts was 2.45.  

 
     (a)                                                     (b)                                                     (c) 

 

Figure 6.7 (a) Edge spread function, (b) line spread function, and (c) modulation transfer function derived and 

interpolated at the edge of the cortical insert. 

6.10.3 Computational adult phantom 

Head region of the adult phantom 

In this section, reconstruction results of a single slice that represents the head region of the adult 

phantom were presented. Initial values of WEPL and the corresponding SPR distribution for a 

slice representing the head region of the adult phantom were displayed in Figure 6.8 (a) and (b), 

respectively. Similar to the cylindrical phantom, the initial SPR had low resolution due to the 

large spot size. Optimized WEPL after the first and second iteration and the corresponding SPR 

distributions were presented in Figure 6.8 (c) to (f). SPR resolution was improved significantly 

by the first iteration, while artifacts caused by local minima can be observed. Artifacts were 

alleviated after the second iteration. 
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 



 

 

100 

Figure 6.8 (a) Initial values of WEPL for a slice of adult phantom representing the head region. (b) SPR 

distribution reconstructed from the initial values of WEPL. (c) Optimized WEPL after the first iteration. (d) SPR 

distribution reconstructed from corrected WEPL after the first iteration. (e) Optimized WEPL and its 

corresponding (f) SPR distribution after the second iteration. 

 

The mean and STD of SPR were calculated in the ROIs that were selected for different tissue 

types as illustrated by the red circles in Figure 6.9 (a). The yellow line in Figure 10 (a) indicated 

the line along which the profiles of reconstructed SPR and reference SPR were compared. The 

mean values of the SPR in ROIs were then compared with the reference values in Figure 6.9 (b). 

Percentage deviations in mean SPR from the reference values were summarized in Figure 6.9 (c), 

where the two red dashed lines indicates the target ±1% boundary. The mean absolute deviation 

of averaged SPR in selected ROIs was 0.19%. The pixel-wise difference between reconstructed 

SPR and reference SPR was shown in Figure 6.9 (d). The most noticeable difference was 

observed around the interfaces between bony tissue and soft tissue. Figure 6.9 (e) plotted the 

profile of the reconstructed SPR compared with that of the reference SPR along the yellow line 

shown in Fig 6.9 (a). 

 

(a) 

 

(b) 
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(c) 

 

(d) 

 

(e) 

 

Figure 6.9 (a) ROIs representing different tissue types where the mean and STD of SPR were calculated. The 

yellow line indicated the line along which the profiles of reconstructed SPR and reference SPR were compared.  

(b) Mean SPR in the ROIs compared with the reference values of SPR. Error bars indicate the STD of the SPR 

within the ROIs. (c) Deviations of the mean SPR in the ROIs from the reference values of SPR. (d) Pixel-wise 

difference between reconstructed SPR and reference SPR of the head slice. (e) Profile comparison of 

reconstructed SPR and reference SPR along the yellow line depicted in Figure 6.9 (a). 

 

𝑊𝐸𝑃𝐿4𝑚𝑚 of reconstructed SPR at the head region of the adult phantom was compared with that 

of the reference SPR at a beam offset of -40 mm, 0 mm, and 40 mm (Figure 6.10 (a)-(c)). The 

corresponding percentage deviation from the reference 𝑊𝐸𝑃𝐿4𝑚𝑚 was shown below each 

𝑊𝐸𝑃𝐿4𝑚𝑚 plot, with red dashed lines showing the ±1% boundary. The histogram of the 
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deviations in  𝑊𝐸𝑃𝐿4𝑚𝑚 was shown in Figure 11 (d), from which the mean and STD of the 

fitting normal distribution were calculated as 0.28% and 0.48%, respectively. 

 

 
(a) -40 mm 

 
(b) 0 mm 

 
(c) 40 mm 

 
 

 

 

(d) 

Figure 6.10 𝑊𝐸𝑃𝐿4𝑚𝑚of the reconstructed SPR and the reference SPR at beam offset of (a) -40 mm, (b) 0 mm, 

and (c) 40 mm. The corresponding deviation in 𝑊𝐸𝑃𝐿4𝑚𝑚 was displayed below each 𝑊𝐸𝑃𝐿4𝑚𝑚 plot. (d) 

Histogram of the deviations between the reconstructed and the reference 𝑊𝐸𝑃𝐿4𝑚𝑚, which was fitted by a 

normal distribution illustrated by the red curve. 
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Lung region of the adult phantom 

The reconstructed results of a single slice representing the lung region of the adult phantom were 

presented in the same order as the reconstructed results of the head slice elaborated in the 

previous section. The process of the WEPL determination, including the initial starting point and 

optimized WEPL after the first and second iteration, were listed in Figure 6.11 (a), (c), and (e), 

respectively. Their corresponding SPR images were shown in Figure 6.11 (b), (d), (f). SPR 

distribution of lung slice was reconstructed with acceptable spatial resolution and little artifacts 

after two iterations of WEPL correction.  

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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(e) 

 
(f) 

Figure 6.11 (a) Initial WEPL for a slice representing the lung region of the adult phantom. (b) SPR distribution 

reconstrued from the initial values of WEPL. (c) Corrected WEPL after the first iteration. (d) SPR distribution 

reconstructed from corrected WEPL after the first iteration. (e) Corrected WEPL and its corresponding (f) SPR 

distribution after the second iteration 

 

Mean and STD of the SPR in selected ROIs, indicated by the red circles in Figure 13 (a), were 

plotted along with their reference values in Figure 6.12 (b). Deviations of SPR in selected ROIs 

from reference values were within ±1% boundary, as shown in Figure 6.12 (c). The mean 

absolute deviation of SPR in selected ROIs was 0.27%. The pixel-wise difference between 

reconstructed SPR and reference SPR was shown in Figure 6.12 (d). Figure 6.12 (e) presented a 

comparison between the reconstructed SPR profile and the reference SPR profile along the 

yellow line delineated in Fig 6.12 (a). 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 

Figure 6.12 (a) ROIs representing different tissue types in the lung slice where the mean and STD of SPR were 

calculated.  (b) The mean of reconstructed SPR in every ROIs compared with ground truths. Error bars indicate 

the STD of SPR within each ROI. (c) Deviations of reconstructed SPR in ROIs from the ground truths. (d) 

Difference between reconstructed SPR and reference SPR of the lung slice. (e) Profile comparison of 

reconstructed SPR and reference SPR along the yellow line delineated in Figure 6.12 (a). 
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𝑊𝐸𝑃𝐿4𝑚𝑚 of the reconstructed lung slice was compared with that of the reference lung slice at 

beam offset of -40 mm, 0 mm, and 40 mm (Figure 6.13 (a)-(c)). The corresponding percentage 

deviations from reference 𝑊𝐸𝑃𝐿4𝑚𝑚 were displayed below the 𝑊𝐸𝑃𝐿4𝑚𝑚 comparison plot. 

The histogram of the deviations in 𝑊𝐸𝑃𝐿4𝑚𝑚 at all offsets and angles was shown in Figure 6.13 

(d), which was fitted by a normal distribution shown by the red curve. The mean and STD of the 

normal distribution were 0.22% and 0.49%, respectively.  

 

 
(a) -40 mm 

 
(b) 0 mm 
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(c) 40 mm 

 
 

 

 

(d) 

Figure 6.13 𝑊𝐸𝑃𝐿4𝑚𝑚 of the reconstructed SPR and the reference SPR at beam offset of (a) -40 mm, (b) 0 mm, 

and (c) 40 mm. The corresponding deviation in 𝑊𝐸𝑃𝐿4𝑚𝑚 was displayed underneath each 𝑊𝐸𝑃𝐿4𝑚𝑚 plot. (d) 

Histogram of the deviations between the reconstructed and the reference 𝑊𝐸𝑃𝐿4𝑚𝑚, which was fitted by a 

normal distribution illustrated by the red curve. 

 

6.10.4 Noise reduction of the reconstructed SPR images 

SPR distribution of the head slice reconstructed from smoothed WEPL was shown in Figure 6.14 

(a). Its corresponding mean and STD of SPR calculated in the ROIs depicted by Figure 6.9 (a) 

was shown in Figure 6.14 (b). The STD was reduced compared with Figure 10 (b) because of the 

additional smoothing applied on the corrected WEPL. Percentage deviations of the mean SPR 

from reference values were demonstrated in Figure 6.14 (c). All deviations were within ±1%, 

with absolute mean of 0.33%.  In Figure 6.14 (d), profile of smoothed SPR and reference SPR 

were compared along the line illustrated in Figure 6.9 (a). Similarly, Figure 6.14 (e)-(f) were 

SPR reconstructed from smoothed WEPL, mean and STD of SPR in selected ROIs, percentage 

deviation of mean SPR from reference values, and SPR profile comparison with ground truth for 
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the lung slice, respectively. The STD of SPR in selected ROIs was reduced by the additional 

smoothing without sacrificing the SPR accuracy. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 
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(g) 

 
(h) 

Figure 6.14 (a) Reconstructed SPR distribution of the head slice from the corrected WEPL with additional 

smoothing. (b) Mean and STD of smoothed SPR of the head slice calculated in selected ROIs compared with 

reference values. (c) Percentage deviation of mean SPR of the head slice from the reference values. The two red 

dashed lines indicated the ±1% target deviation. (d) Profile along the line delineated in Figure 10 (a) of smoothed 

SPR compared with that of the reference SPR. (e) Reconstructed SPR distribution of the lung slice from the 

corrected WEPL with additional smoothing. (f) Mean and STD of smoothed SPR calculated in selected ROIs of 

the lung slice compared with reference values. (g) Percentage deviation of mean SPR of the lung slice from the 

reference values. The two red dashed lines indicated the ±1% target deviation. (h) Profile along the line 

delineated in Figure 13 (a) of smoothed SPR compared with that of the reference SPR. 

 

6.10.5 Dose distribution of the adult phantom 

Simulated imaging dose distributions at the head and lung region of the ICRP phantom were 

displayed in Figure 6.15. The average dose was calculated as 0.29 cGy and 0.25 cGy over the 

entire area of the head and lung, respectively.  
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(a) 

 
(b) 

Figure 6.15 Simulated imaging dose at (a) the head, and (b) the lung region of the ICRP adult phantom. 

 

6.10.6 Clinical Translatability 

The dose distribution calculated from the reference ICRP and reconstructed pCT SPR images 

was shown in Figure 6.16 (a) and (b), accordingly. The dose difference between the two images 

was displayed in Figure 6.16 (c). The accuracy and spatial resolution of the reconstructed SPR 

was sufficient to recalculate the treatment plan optimized on the reference ICRP images. Figure 

6.16 (d) compared the DVHs of the PTV calculated from the reference ICRP and reconstructed 

SPR images. The two DVHs overlapped well with each other. The percentage deviation from the 

ground truth volume within the PTV receiving 90% of the prescription dose was -0.62%. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6.16 (a) Dose distribution calculated on the reference ICRP SPR image. (b) Dose distribution calculated on 

the reconstructed SPR image from the pCT simulation. (c) Dose difference between the reference ICRP and 

reconstructed pCT SPR images. (d) Comparison of PTV DVH  

 

6.10.7 Comparison with SECT 

Percentage deviations from the reference SPR through the pCT and SECT methods were 

compared in Figure 6.17 (a). The SPR deviations calculated from the pCT approach were all 

within 1% (indicated by two red dash lines) with mean absolute deviation of 0.33%. The SPR 

deviations calculated from stoichiometric calibration on the SECT image were noticeably larger 

in most inserts with mean absolute deviation of 1.91%. The mean and STD of the insert SPRs 

were shown with the ground truth in Figure 6.17 (b). 
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(a) 

 
(b) 

Figure 6.17 (a) Percentage deviation from the reference SPR at each insert calculated from the pCT and SECT 

approach. The two red dashed lines indicate 1% deviation. (b) Mean and STD of SPR of each insert calculated 

from the pCT and SECT approach compared with reference SPR. 

 

6.11 Discussion  

In this study, the IDD of a wide proton beam passing through the imaging object was modeled as 

a weighted sum of PDDs of several narrow beamlets. Reconstruction aiming to minimize the 

difference between the forward model and simulation data was established and tested on a 

cylindrical phantom and a realistic human phantom with irregular organ contours. This 

reconstruction approach enabled a proton CT equipped with an MLIC to achieve potential 

improvements in spatial resolution and SPR accuracy without introducing an additional 

collimator. Thus, issues such as extra neutron dose to the patient and energy spectrum shift 

imposed by the collimator can be avoided.  

After the reconstruction procedure was verified with a radial symmetric cylinder phantom, it was 

extended to a realistic adult phantom without modification. Our technique succeeded in 

reconstructing SPR distribution for body region with large bony structures (head slice) and body 
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region with a large low-density area (lung slice). Therefore, the generality of this technique was 

validated. Although the algorithm was developed and tested in 2-dimensional (2D) space, it can 

be easily extended to 3-dimensional (3D) space with larger computer power and memory. Note 

that, two separate scanning magnets are used in some systems. This configuration creates two 

separate virtual source positions in the inline and crossline directions, respectively, leading to 

different beam divergence in the two directions. Therefore, to reconstruct a 3D object, the source 

profile in the inline and crossline directions need to be accounted for independently in the 

forward model. Such forward model was derived in Appendix A. Since source profile sigma 

along both directions are predetermined parameters and will be applied to the forward model as 

weighting factors, modeling the source profile in an extra direction will not increase the 

complexity of the reconstruction. The reconstruction for a 3D object will achieve similar results 

as the reconstruction on a slice if optimal parameters can be determined for the 3D forward 

model and loss function minimization. 

In the previous study, only the peak location of the IDD was used to determine the WEPL96 

while the approach developed in this study utilized the IDD values at all depths of the MLIC to 

determine the WEPL. In this way, the contribution of protons covering different lateral positions 

of the imaging object can be separated, and thus the spatial resolution was improved without 

confining the proton spot size. The spatial resolution can be further improved by increasing the 

spot density or decomposing a spot into beamlets with smaller spacing (<1 mm). The spatial 

resolution will eventually be limited by the effects of MCS, which is determined by the material 

composition of the imaging object and proton beam energy. 

In the forward model of this study, we considered the effect of 0.4% energy spread when 

imaging with 150 MeV proton beams, which matches with the typical measurement of the proton 
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machine. Although individual protons undergo multiple scattering, the path of a bundle of 

protons can be modeled as straight lines statistically with energy loss in MCS included in our 

forward model implicitly. The initial angular spread of the source was also ignored to simplify 

the reconstruction, given the negligible impact on the final result with a small proton source (4 

mm spot size in air at isocenter) located at 184 cm from the isocenter. The most pronounced 

discrepancies between reconstructed SPR through our approach and the reference SPR were 

observed on the interfaces between different materials. This is because the current forward model 

is not adequate to compensate for proton range mixing due to MCS. At the material interfaces, 

protons passing through higher density region undergo stronger scattering, resulting 

overshadowing of protons in the lower density region. Furthermore, the material composition 

and density changed rapidly at the interfaces, even the 1mm wide beamlet may undergo partial 

volume effect, causing notable artifacts around the interfaces.  Future studies of the 

reconstruction will include a better correction for MCS explicitly.  

The effects of MCS can be included in the forward model by using depth-dependent weights for 

the narrow beamlets based on analytical expressions of scattering such as Molière’s theory.28 

Since our pCT detector records the lateral profile of the exiting proton spot, this information 

would also help us define MCS within the imaging object. The inclusion of MCS in the forward 

model will further improve SPR accuracy and spatial resolution. Notice that protons also interact 

with matter through inelastic collisions with atomic nuclei, which reduces the fluence of protons, 

but those interactions are very rare thus can be treated as a higher level of correction than what is 

discussed here. 

The accuracy of the reconstructed SPR was comparable to the one reconstructed with the 

collimator in our previous study. The maximum SPR deviation in one of the 12 inserts was 
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1.02% in our previous work.96 The uncertainties of SPR and WEPL determined through this 

approach was also on the same magnitude as those reported by the experimental studies of the 

proton tracking system (Accuracy in SPR≤1.6% for all inserts;64 Accuracy in WEPL about 3.0 

mm per proton in the 260 mm range.108) Furthermore, our approach will be affected less by the 

noise in the detector, since the IDDs were integrated over the whole plane at each depth of the 

MLIC. More importantly, our goal was not to compete with the proton tracking systems in terms 

of SPR accuracy, but to achieve the SPR accuracy that has a clinical impact with a compact pCT 

system that can be easily incorporated into the clinical workflow.   

Two iterations of WEPL determination were employed to achieve the best efficiency and SPR 

accuracy using the proposed approach. The first iteration improved spatial resolution greatly 

from the initial WEPL, and thus SPR, distribution. After the smoothing step, the second iteration 

started at the WEPL values slightly different from the results of the first iteration to overcome 

local minima. Repeating the smoothing step and adding more iterations of WEPL determination 

beyond two iterations did not improve the spatial resolution or SPR accuracy significantly. 

Since the determination of WEPL at different gantry angles is independent of each other, the 

computation was divided according to gantry angles. With a 64-core workstation, the whole 

reconstruction including two iterations of WEPL determination and an intermediate smoothing 

took about 1 hour for each slice. The computation time can be further reduced by parallel 

computing using a more powerful cluster. 
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Chapter 7 Scattering proton computed 

tomography  

 

Integrated pCT system usually suffers from MCS since it doesn’t track the path of individual 

proton and assume a straight path of a large number of protons. In reality, protons’ directions 

deviate from the original beam direction after passing through a target material due to MSC. The 

distribution of the scattering angle of protons at different depth of the material is near Gaussian 

as introduced in Chapter 1, section 1.2.1. In this chapter, scattering information of the imaging 

object will be reconstructed from the integrated transverse dose distribution of the exiting proton 

beam measured by the two strip chambers in our pCT system. The scattering information may 

improve proton SPR estimation accuracy and provide additional anatomic information for proton 

treatment planning.  

7.1 forward model for protons transverse distribution 

7.1.1 Highland’s formular approach 

As introduced in Chapter 1, Highland approximated the distribution of the scattering angles of 

protons passing through a finite thin slab (𝑡 ≪ 𝑋0) of homogeneous material as a Gaussian 

distribution and provided a formula to calculate the characteristic angle 𝜃0 as28 

 

𝜃0 =
14.1𝑀𝑒𝑉

𝑝𝑣
√

𝑡

𝑋0
 [1 +

1

9
log10 (

𝑡

𝑋0
)] 

(7.1) 
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where 𝑝𝑣 is the product of proton momentum and velocity, t is the thickness of the slab, and 𝑋0 

is the radiation length of the material, which can be calculated by the Bragg additivity rule 

 1

𝜌𝑋0
=  ∑

𝑤𝑖

𝜌𝑖𝑋0,𝑖

 

𝑖

  
(7.2) 

among which, 𝜌 is the compound density, 𝑤𝑖 , 𝜌𝑖  and 𝑋0,𝑖 are the percentage weight, density, and 

radiation length of each element component of the material, respectively. The element radiation 

length can be determined through a look up table for experimental data (method adopted in this 

study), or be calculated through approximation109 (Eq. 7.3) or a compact fit of the measured data 

(Eq. 7.4) using atomic number (Z) and atomic mass (A) of the element.  

 
1

𝑋0,𝑖
=  4𝛼𝑟𝑒

2𝐴𝑖  (𝑍𝑖(𝑍𝑖 + 1) ln
183

𝑍𝑖

1
3

)  

(7.3) 

 1

𝑋0,𝑖
=  4𝛼𝑟𝑒

2𝐴𝑖  (𝑍𝑖(𝑍𝑖 + 1) ln
873

√𝑍𝑖

) 
(7.4) 

here 𝛼 is the fine structure constant, and 𝑟𝑒 is the classical electron radius.  

In this study, to determine the characteristic angle 𝜃0 after the protons passing through a thick 

heterogenous imaging object, the imaging object was modeled as a stack of 1mm thick slabs of 

different material k, and the final 𝜃0 was calculated by adding the characteristic angle after 

protons passing through each slab in quadrature:  
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𝜃0

2 =  ∑ 𝜃0,𝑘
2

 

𝑘

  
(7.5) 

𝑝𝑣 in the Highland’s formula (Eq. 6.1) was updated for each slab based on initial kinetic energy 

of protons and a pre-reconstructed proton SPR map. The relationship between 𝑝𝑣 and proton 

kinetic energy was computed by 

 
𝜏 ≡

𝑇

𝑚𝑐2
  

(7.6) 

 
𝑝𝑣 =

𝜏 + 2

𝜏 + 1
𝑇  

(7.7) 

The projected transverse distribution can then be calculated using the final scattering angle and 

distance between the imaging object and the detector plane. Additionally, to model the proton 

beam source with 4 mm Gaussian sigma, the beam was divided into 21 narrow beamlets 

separated by 1 mm, same as the method introduced in Chapter 6, section 6.1. The projected 

transverse dose distribution of the 4 mm beam was then computed as a weighted sum of the 

transverse dose distributions induced by the narrow beamlets. The weights were determined 

based on the proton beam source distribution.  

7.1.2 Differential Molière approach 

Highland’s formula is highly accurate when estimating the characteristic scattering angle of the 

exiting proton beam from a thin uniform slab, however the approximation of the imaging object 

as a stack of slabs and summing the characteristic scattering angle of each slab in quadrature 

brings in uncertainties when calculating the final characteristic scattering angle. Additionally, no 
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exiting reconstruction method has been developed yet to deconvolve the contribution of the 

energy loss and that of the scattering properties of the material, i.e. radiation length 𝑋0.110 

Alternatively, scattering power has been proposed to represent the scattering properties of the 

material for easier reconstruction.111,112 The scattering power is defined as: 

 
𝑆𝑐 ≡

𝑑〈𝜃2〉

𝑑𝑥
 

(7.8) 

where 〈𝜃2〉 is the variance of the scattering angles, 𝑥 is the distance traveled by the protons, 

Similar to the stopping power 𝑆 ≡ 𝑑𝐸/𝑑𝑥, the measured variance of the projected angular 

distribution 𝜃𝑝𝑟𝑜𝑗
2  will correspond to the integral of the scattering power over the thickness of the 

material, i.e. 

 
𝜃𝑝𝑟𝑜𝑗

2 = ∫ 𝑆𝑐(𝑥′)𝑑𝑥′
𝑥

0

 
(7.9) 

Different scattering power models have been summarized in Gottschalk113 inducing Fermi-Rossi, 

ICRU35, linear displacement, Øversås and Schneider, differential Highland and differential 

Molière. According to Gottschalk113 and Bopp111, differential Molière model is the best fit to real 

data as well as the simulation data using GATE Monte Carlo simulation toolkit. Therefore, 

differential Molière model was implemented in this study. The scattering power 𝑆𝑐  in the 

differential Molière model can be calculated as  

 
𝑆𝑐 = 𝑓(𝑝𝑣, 𝑝1𝑣1) × (

𝐸𝑠

𝑝𝑣
)

2 1

𝑋𝑠
 

(7.10) 
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where 𝑓, a function of the residual momentum and velocity of the protons 𝑝𝑣, and the initial 

momentum and velocity of the protons 𝑝1𝑣1 can be computed by 

 
𝑓 ≡ 0.5244 + 0.1975 log10 (1 − (

𝑝𝑣

𝑝1𝑣1
)

2

) + 0.2320 log10 (
𝑝𝑣

𝑀𝑒𝑉
)

− 0.0098 log10(
𝑝𝑣

𝑀𝑒𝑉
) log10 (1 − (

𝑝𝑣

𝑝1𝑣1
)

2

) 

(7.11) 

𝑋𝑠 is called scattering length, and can be calculated through Bragg additivity rule similar to 

radiation length by  

 1

𝜌𝑋𝑠
=  ∑

𝑤𝑖

𝜌𝑖𝑋𝑠,𝑖

 

𝑖

  
(6.12) 

Again, 𝜌 is the compound density, 𝑤𝑖  𝜌𝑖  and 𝑋𝑠,𝑖 are the percentage weight, density, and 

scattering length of the ith element, accordingly. The scattering length of each element is 

determined by atomic number (Z) and atomic mass (A) of the element 

 1

𝜌𝑋𝑠
≡

𝛼𝑁𝐴𝑟𝑒
2𝑍2

𝐴
[2 log10 (33219(𝐴𝑍)−

1
3) − 1]   

(7.13) 

Same as in Eq. 7.3 and Eq. 7.4, 𝛼 is the fine structure constant, and 𝑟𝑒 is the classical electron 

radius. 𝑁𝐴 is the Avogadro constant. 

To calculate the transverse distribution of the exiting proton beams, the imaging object was 

discretized by equal distance (1 mm) along the beam path. At each step distance, 𝑓𝑑𝑀 was 

calculated using the initial proton kinetic energy, and a pre-reconstructed proton SPR, 𝑋𝑠 was 
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calculated based on the material composition. Variance of the final scattering angle was 

determined as the summation of scattering power 𝑆𝑐  over k step distances covering the material 

thickness. 

 
〈𝜃0

2〉 =  ∑ 𝑆𝑐(𝑘)

 

𝑘

  
(7.14) 

The projected transverse dose distribution was then derived from the final scattering angle and 

the distance between the detector and the imaging object. Same technique to model the projected 

transverse distribution of a 4 mm wide beam source as the one implemented in the Highland’s 

formula approach was adopted for the differentiate Molière approach. 

7.2 Scattering pCT reconstruction using the differential 

Molière approach 

Since the variance of the scattering angle can be seen as a Radon transform of the scattering 

power defined in section 7.1.2, and the scattering power can be decomposed as the product of 

two parts, an energy related part and a scattering length related part, the reconstruction of the 

scattering proton computed tomography is relatively straightforward with the scattering power 

model. 

In this study, to reconstruct the scattering length, the energy related part in scattering power (Eq. 

7.10) was written as    
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𝑓𝛼(𝑇, 𝜌𝑠) = 𝑓𝑑𝑀,𝛼(𝑝𝑣, 𝑝1𝑣1) × (

𝐸𝑠

𝑝𝑣
)

2

 
(7.15) 

where 𝛼 is the projection angle, T is the initial kinetic energy, 𝜌𝑠 is the pre-reconstructed SPR 

map, 𝑓𝑑𝑀,𝛼 is 𝑓𝑑𝑀 defined in Eq. 7.11 calculated along the projection angle 𝛼.  𝑓𝛼  was calculated 

based on pre-reconstructed SPR map at a full rotation with a 1° incrementation. To 

evaluate the accuracy of the scattering length reconstruction based on scattering power 

model, ground truth SPR was used in 𝑓𝛼  calculation. Then both filtered back projection 

(FBP) and simultaneous algebraic reconstruction technique (SART) iterative 

reconstruction were implemented to reconstruct the scattering length. 

To reconstruct through FBP, 𝑓𝛼(𝑇, 𝜌𝑠) were averaged over all projection angles to get  

𝑓̅(𝑇, 𝜌𝑠). The reciprocal of scattering length was then calculated as 

 1

𝑋𝑠
=

𝐹𝐵𝑃(〈𝜃2〉)

𝑓̅(𝑇, 𝜌𝑠)
 

(7.16) 

where 𝐹𝐵𝑃(∙) is the FBP operator, and 〈𝜃2〉 is the variance of the scattering angle measured at 

different lateral offsets and gantry angles. 

To reconstruct through SART, 𝑓𝛼(𝑇, 𝜌𝑠) was incorporated into the updating step at each 

projection angle as 

 
(

1

𝑋𝑠
)

𝛼

𝑛+1

= (
1

𝑋𝑠
)

𝛼

𝑛

+ 𝜆𝑛𝑉 𝛼𝐴𝛼
𝑇 𝑊𝛼

−1 (𝑏 𝛼 − 𝐴𝛼  𝑓𝛼(𝑇, 𝜌𝑠) (
1

𝑋𝑠
)

𝛼

𝑛

) 
(7.17) 
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where n is the number of iterations, 𝜆 is the relaxation parameter, 𝐴𝛼 and 𝑏 𝛼 are the system 

matric and projection data at projection angle 𝛼, respectively. 𝑉 𝛼 = 1/𝑑𝑖𝑎𝑔(∑ 𝑎𝛼 ,𝑖𝑗𝑗 ) and 𝑊 𝛼 =

𝑑𝑖𝑎𝑔(∑ 𝑎𝛼 ,𝑖𝑗𝑖 ) are the weight matrices based on ray length, among which 𝑎𝛼 ,𝑖𝑗 is the element of 

system matric 𝐴𝛼 at projection pixel index i and image voxel index j. 

7.3 Monte Carlo simulation and imaging phantom design 

For the forward model study, proton beam of 230 MeV initial kinetic energy with no energy 

spread was used as imaging source. The proton beam source consisting 2 × 105 was put 180 cm 

upstream to the imaging isocenter. The integrated transvers distribution was scored according to 

the pCT detector design illustrated in Chapter 3, section 3.1. The resolution of the strip detector 

was simulated as 1 mm. Same computational phantoms, a water based cylindrical phantom and a 

computational adult phantom, as the ones introduced in Chapter 5, section 5.4 were implemented 

in this simulation. 

For the scattering pCT reconstruction study, same proton beam source as used in the transverse 

distribution forward model study but with 1 × 105 histories per beam. A phase space file 

containing three-dimensional positions and directions and of the exiting protons was scored at 

each lateral offset and gantry angle as our first attempt to reconstruct the scattering length. The 

scattering angle relative to the original beam direction was used to generate a histogram. The 

histogram was then normalized by the scattering angle and fit by a Gaussian function to derive 

the variance of the scattering angle. The water-based cylindrical phantom was implemented for 

the simulation and reconstruction. 
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7.4 Accuracy of the transverse distribution forward model 

The transverse dose distributions predicted by the Highland’s formula approach and differential 

Molière approach were compared with that from the simulation uing the cylindrical phantom and 

ICRP adult phantom respectively. Root-mean-squared-error (RMSE) between the forward model 

and the simulation were calculated for the two forward models and two imaging objects.  

7.5 Accuracy of reconstructed scattering length 

For both FBP and SART methods, the mean 
1

𝑋𝑠
 was calculated in a circular ROI with 3.5 mm 

radius for each insert. Percentage deviations from the ground truth 
1

𝑋𝑠
 in all inserts were 

calculated.  

7.6 Image quality of the scattering pCT 

The radial edge spread function (ESF) of the cortical bone insert was studied to evaluate the 

spatial resolution using  Richard’s method.104  The ESF was fitted by an error function to reduce 

the impact of the noise at the uniform region.105 From the fitted ESF, LSF and modulation 

transfer function (MTF) were derived. The MTF was further interpolated to find the frequency at 

10% MTF. The STD of the cylinder phantom’s water background was calculated as the noise 

level of the reconstructed image. The mean signal-to-noise ratio (SNR) of all inserts was 

reported. 
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7.7 Simulation results 

7.7.1 Accuracy of the transverse distribution forward model 

Figure 7.1 and 7.2 show some examples of calculated normalized projected transverse 

distributions of the exiting beams on the detector plane using the Highland’s formula approach 

(red solid line) compared with that from the Monte Carlo simulation (blue dashed line) using the 

cylinder phantom and the ICRP adult phantom, respectively. Similarly, Figure 7.3 and 7.4 

demonstrate the examples of transverse distributions calculated using the differentiate Molière 

approach compared to that from the simulation using the cylinder phantom and the ICRP adult 

phantom. Qualitatively, for the cylinder phantom the distributions from both the Highland’s 

formula approach and the differential Molière approach match well with the simulation. While 

for the ICRP adult phantom, which is larger in size and contains more materials with irregular 

shapes compared to the cylinder phantom, distributions from the Highland’s formula approach 

match better with the simulation than the differential Molière approach. The RMSE between the 

Highland’s formula forward model and the simulation is 0.016 for the cylinder phantom, and 

0.020 for the ICRP adult phantom. While the RMSE between the differential Molière forward 

model and the simulation is 0.021 and 0.035 for the cylinder phantom and ICRP adult phantom, 

respectively. 
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Figure 7.1 Examples of transverse distribution of the exiting beam calculated from the forward model (red solid 

line) using the Highland’s formula approach compared with that obtained from the Monte Carlo simulation (blue 

dashed line), with the cylindrical water-based phantom at gantry angle 0o for different offsets from -50 mm to 45 

mm. 
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Figure 7.2 Examples of transverse distribution of the exiting beam calculated from the forward model (red solid 

line) using the Highland’s formula approach compared with that obtained from the Monte Carlo simulation (blue 

dashed line), with the ICRP computation adult phantom at gantry angle 0o for different offsets from -100 mm to 

90 mm. 

 



 

 

128 

 

Figure 7.3 Examples of transverse distribution of the exiting beam calculated from the forward model (red solid 

line) using the differentiate Molière approach compared with that obtained from the Monte Carlo simulation (blue 

dashed line), with the cylindrical water-based phantom at gantry angle 0o for different offsets from -50 mm to 45 

mm. 
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Figure 7.4 Examples of transverse distribution of the exiting beam calculated from the forward model (red solid 

line) using the differentiate Molière approach compared with that obtained from the Monte Carlo simulation (blue 

dashed line), with the ICRP computational adult phantom at gantry angle 0o for different offsets from -100 mm to 

90 mm. 

 

7.7.2 Accuracy of the reconstructed scattering length 

The sinogram, i.e., measured variance of the exiting scattering angle at all lateral offsets and 

projection angles is shown in Figure 7.5. Reconstructed scattering property maps (
1

𝑋𝑠
) of the 

cylinder phantom through FBP and SART are displaced in Figure 7.6 (a) and (b) accordingly. 

The corresponding scattering length accuracy in each tissue equivalent insert are summarized in 

Figure 7.7. The mean absolute percentage deviation from ground truth scattering property (
1

𝑋𝑠
) is 

2.13% when reconstructed through FBP and 0.83% when reconstructed through SART. 
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Additionally, the FBP method tends to overestimate the scattering property of bony tissue inserts 

close to the center of the cylinder phantom and underestimate the scattering property of soft 

tissue inserts at the peripheral of the cylinder phantom. 

 

Figure 7.5 Sinogram, i.e., the variance of the exiting beam scattering angle at 121 lateral offsets and 360 

projection angles from Monte Carlo simulation. 

 

 
(a) 

 
(b) 

Figure 7.6 Reconstructed scattering property (
1

𝑋𝑠
) in 𝑐𝑚−1 through (a) FBP method and (b) SART method.  
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(a) 

 

(b) 

Figure 7.7 Percentage deviation from ground truth scattering property (
1

𝑋𝑠
) in 12 human tissue equivalent inserts 

using (a) FBP method, and (b) SART method. 

 

7.7.3 Image quality of the reconstructed scattering length map 

ESF, LSF, and MTL analyzed at the edge of the cortical insert were plotted for FBP and SART 

in Figure 7.8 (a) and (b). Full-width-at-half-maximum (FWHM) measured from the LSF is 1.36 

mm for the FBP method, and 2.93 mm for the SART method. While the corresponding 

frequency at 10% MTF is 5.94 𝑐𝑚−1 and 3.25 𝑐𝑚−1. Mean SNR of all inserts is 2.81 and 2.75 

using FBP and SART, respectively.  
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(a) 

 

(b) 

Figure 7.8 ESF, LSF, and MTF measured at the edge of the cortical insert of the reconstructed scattering property 

map using (a) FBP method, and (b) SART method.  

 

7.8 Comparison with the SPR map 

Contrast to noise ratio (CNR) in each insert calculated from the reconstructed scattering length 

map (
1

𝑋𝑠
) was compared with that calculated from reconstructed SPR map using the 

reconstruction method described in Chapter 5. (Figure 7.9) Scattering length CNR is 

significantly higher than SPR CNR in bony tissues such as cortical, mandible, sacrum, and 

humerus, as well as in the adipose tissue, suggesting that the scattering length map may provide 

different anatomic information from the SPR map. 
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Figure 7.9 comparison of contrast to noise ratio (CNR) of inserts between scattering length map and SPR map. 

 

7.9 Discussion 

In this study, two forward models for predicting the integrated transverse dose distribution of the 

exiting proton beam, i.e., Highland’s formula approach and differential Molière approach were 

implemented and compared with simulation results using a cylinder phantom with 12 human 

tissue inserts and an ICRP computational adult phantom. The transverse dose distributions 

predicted by Highland’s formula match better with the simulation results than the differential 

Molière approach, especially for the ICRP adult phantom, where the imaging object has larger 

diameter, and more heterogeneity. However, it is difficult to reconstruct the scattering property 

term (𝑋0) based on the Highland’s formula forward model. Therefore, reconstruction of 

scattering length in the differential Molière approach was implemented. 
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Two reconstruction methods, FBP and SART have been adapted for this specific reconstruction 

problem. The SART method leads to better scattering length accuracy but lower spatial 

resolution compared to the FBP method. Since the main purpose of this study is to prove the 

feasibility of scattering pCT with our pCT system, parameters of SART can be further tuned or 

other reconstruction methods can be derived for better scattering length accuracy and image 

quality. The reconstructed scattering length can provide extra anatomic information in proton 

treatment planning or be used as a correction for reconstructed SPR map through approaches like 

deep learning to improve SPR accuracy. 

Although 𝑋0 in Highland’s formula is difficult to reconstruct directly, Highland’s formula can 

still be used to improve the accuracy of proton SPR reconstruction by including the effects of 

scattering in the forward model. One of the potential solutions is to create a calibration between 

𝑋0 and proton SPR and model the wide proton beam source as a weighted sum of a set of narrow 

beamlets where the weights depend not only on the initial source distribution but also on the 

scattering status of the protons at different depth of the material which can be predicted by 𝑋0 

converted from SPR using Highland’s formula. 
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Chapter 8 Conclusions and future work 

 

This dissertation has been devoted to the clinical implementation of a highly accurate DECT-

based proton SPR estimation method and improving proton range determination in treatment 

planning for proton therapy through developing a novel pCT system. 

The DECT-based JSIR-BVM method was integrated with a commercial dose calculation engine 

within proton TPS for the first time. The performance of the JSIR-BVM method was compared 

with the standard SECT stoichiometric technique in estimating delivered dose in a clinical 

setting with naturally occurring organ heterogeneities. Our results demonstrate that for a 

simulation case with known ground truth, our JSIR-BVM method provides more accurate and 

less variable mass-density maps than SECT, resulting in small but detectable improvements in 

dose-calculation accuracy. Hence, this work constitutes an important transitional step towards 

realizing the clinical benefits of more accurate imaging of radiological quantities by JSIR-BVM.  

Furthermore, a methodology for evaluating the clinical impact of highly accurate DECT SPR 

maps has been developed. In one of the three evaluated patient cases, the tumor target overlaps 

with an organ at risk (OAR), i.e., the brainstem, leading to rapid changes in dose distribution 

within the planning target volume (PTV). Such treatment plan is sensitive to SPR accuracy. 

Clinically meaningful difference has been observed in dose distribution based on the JSIR-BVM 

method and standard SECT stoichiometric method, indicating that the more accurate JSIR-BVM 

method has the potential of bringing clinical benefits in proton therapy treatment planning, 

especially for challenging plans where the tumor target is close to an OAR. 
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Future research plans for the DECT-based JSIR-BVM method are to extend the clinical impact 

study with a larger patient cohort. Currently, three patient cases have been studied to evaluate the 

clinical impact of this highly accurate SPR mapping technique. We will continue collecting 

patient data for a minimum of 10 patient cases to derive more persuasive conclusions.  

Moreover, current dose prediction is performed using a Monte Carlo-based dose engine within 

the proton TPS, which only requires SPR or density map. The Monte Carlo algorithm cannot be 

modified, and some information derived from the DECT base JSIR-BVM method is lost during 

this process. Our group has derived a parameterization technique to convert the basis vectors 

reconstructed from DECT images to material compositions, which is more accurate than any 

existing parameterization techniques. Future studies will aim to directly import the material 

compositions derived through JSIR-BVM into a Monte Carlo simulation toolbox, where we can 

define the physics list for more accurate dose prediction so that the highly accurate DECT JSIR-

BVM method can be utilized to the full extent.  

For the pCT system, we proposed a novel design utilizing a multiple-layer ionization chamber 

with two strip detectors on the surface. Unlike other designs using a proton tracking system, our 

design takes pulses of protons for imaging. A prototype detector has been developed. The 

performance of our design was examined with Monte Carlo simulation. Preliminary results 

showed that our design is capable of acquiring proton stopping power ratio within 1% accuracy 

by employing FBP reconstruction without scatter correction.  

The feasibility of the pCT system imaging with a clinically available proton beam source was 

validated through Monte Carlo simulation. By adding a brass collimator in the pCT system, the 

clinical proton beam was effectively confined to 1 mm width with litter shift in the energy 

spectrum. The impacts of proton dose levels, scanning step size, and levels of electronic noise 
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have been studied. Simulation results showed the design can achieve SPR accuracy within 1% 

and spatial resolution of more than 5 cm−1 𝑀𝑇𝐹10% with more than 103 histories/beam, 1 mm 

lateral scanning step size, and a half scan of 180° incremented by 1°. Increasing the step size 

degrades the SPR accuracy the spatial resolution, while electronic noise has little effect on the 

reconstruction results.  

A reconstruction approach that models the IDDs of the scanning proton beams for the pCT 

system in an uncollimated proton beam geometry has been developed. Spatial resolution and 

SPR accuracy achieved by the reconstruction approach are comparable to those typically 

achievable in a collimated proton beam geometry without introducing additional neutron dose 

caused by the collimator or additional quality assurance required by the modification of the beam 

line. The reconstruction approach has good flexibility to be modified for different PBS machines 

and has excellent potential to further improve SPR accuracy by incorporating the scattering 

information of the protons in the forward model. 

One of our future research plans for the pCT system will focus on performing a comprehensive 

experimental study to quantify the SNR and sensitivity of the MLSIC detector. SPR or WEPL 

measurement will be validated using imaging phantoms with known SPR and a well-calibrated 

MLSIC device. 

The other focus of the pCT system is to further improve the reconstruction technique in the 

following aspects. First, the routinely scanned xCT images can be used as a priori to improve the 

speed and accuracy of the pCT reconstruction. Due to MCS, large discrepancies between the 

reconstructed SPR using pCT and reference SPR exist at the boundary of different materials and 

the edge of the imaging phantom. Information of the boundaries and edges can be extracted from 

the high-resolution xCT scans for better SPR estimation through pCT. Additionally, the SPR 
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derived from xCT scans can be used as an initial guess of the SPR distribution to reduce 

optimization time in pCT reconstruction. 

Secondly, a scattering model based on Highland’s formula or Molière theory can be included in 

the pCT reconstruction to improve spatial resolution and SPR accuracy. The scattering model 

can be either used to predict integrated transverse distribution, which can be measured from the 

first layer of the MLSIC detector or be incorporated into the forward model to predict IDDs 

measured in the second to the last layer of the detector. Furthermore, the scattering length map 

reconstructed through scattering pCT can be used as a correction for the SPR estimation through 

deep learning. 

Finally, efforts will be put into reconstructing SPR with limited angle pCT scans using deep 

learning methods. Since the maximum energy proton SPPB delivered at most PBS facilities is 

around 230 MeV, which is not enough to penetrate the widest part of the adult body, such as the 

shoulder and hip, limited angles of projections will be acquired with the pCT system when 

imaging these parts of the human body. The deep image prior technique can be applied to 

reconstruct the SPR distribution of these body sites with projections from angles where the 

proton beam can penetrate the body. 
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