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Abstract: The use of peer-to-peer networking as an alternative has become more common in recent years 

as a means of facilitating the scalable movement of multimedia data. The process of carrying out content-

based retrieval in peer-to-peer networks, which are characterized by the distribution of huge quantities of 

visual data across several nodes, is an important yet challenging topic. In this study, we offer a scalable 

strategy for content-based picture retrieval in peer-to-peer networks utilizing the bag-of-visual-words 

paradigm. This is in contrast to most of the previous approaches, which were focused on indexing high-

dimensional visual characteristics and had limitations on their scalability. When images are scattered 

over the whole of the peer-to-peer network, the key challenge lies in efficiently getting a global codebook. 

This is not a problem in centralized setups because it is easier to access the codebook. A static codebook is 

less helpful for retrieval tasks in a peer-to-peer network because of the dynamic nature of the growth of 

the network itself. In order to accomplish this, we present a method for dynamically updating the 

codebook. This method works by distributing the workload evenly across the nodes that are responsible 

for handling different code words and optimizing the mutual information that exists between the 

generated codebook and the relevance information. In order to speed up the retrieval process and cut 

down on network overhead, researchers are investigating several methods for index trimming. The 

comprehensive experimental data that we have collected indicates that the method that has been 

recommended is scalable in dynamic and scattered peer-to-peer networks, all while improving retrieval 

accuracy. 
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I.  INTRODUCTION: 

One of the most important models for exchanging 

data has been the distributed (P2P) system, which 

is built around nodes with comparable strengths 

that communicate with each other in a self-

organizing manner. In contrast to multimedia sites, 

which mostly consist of textual documents like 

news and blog entries, multimedia files play a 

significant role in most P2P networks. The demand 

and capacity for large-scale multimedia are made 

clear by the proliferation of multimedia data and 

computing resources on peer-to-peer networks [1]. 

Since most information in P2P networks is stored 

on several nodes, it is necessary for a CBIR 

algorithm to provide evidence and search for 

photos in a collaborative manner. P2P network 

nodes, unlike shared servers or clouds, have limited 

network bandwidth and computing capacity; hence, 

the algorithm must aim to minimise network costs 

while balancing the workload across all nodes. 

Structured overlay networks, such as Distributed 

Hash Tables (DHTs), are often used on top of a 

physical network to facilitate content indexing 

while avoiding heavy traffic. In a network, the 

order of nodes has an effect on the flexibility of the 

messages sent between them. Most current systems 

use a global feature approach to CBIR 

functionality, in which a picture is represented as a 

high-dimensional feature vector (such as a colour 

histogram), and the distance between two feature 

vectors is used to quantify the degree of similarity 

between two files [2][3]. Bag-of-visual-words 

(BoVW) models, on the other hand, have been 

effectively used for large-scale picture retrieval. 

The Bag-of-Visual-Words (BoVW) model treats 

each picture as a bag of local characteristics, much 

as the Bag-of-Words (BoW) model treats each 

document as a collection of random words. 2 There 

are three basic requirements for using the BoVW 

model. Initially, an image will be broken down into 

a series of local areas (using image segmentation or 

uniform image partitioning) or key points (using 

key point detection methods), with each local 

region or key point being represented by a unique 

high-dimensional descriptor. Several 

characteristics, including resolution, lighting 

fluctuations, and obscured objects, make the 

challenge of finding photographs according to their 

semantic contents very difficult. That's why it's 

important to have a representation in between, like 

a visual vocabulary. We've developed a P2P-CBIR 

system that makes use of the visual vocabulary for 

image retrieval and is based on the Bag of Words 

paradigm [4]. To begin using this method, a set of 

landmarks within a picture are chosen as points of 

focus. In order to extract the descriptors, it first 

constructs areas in the neighborhood of these sites 



Madipadhi Ramya Sree* et al. 

 (IJITR) INTERNATIONAL JOURNAL OF INNOVATIVE TECHNOLOGY AND RESEARCH 

Volume No.11, Issue No.2, February – March 2023, 10263 - 10265.   

2320 –5547 @ 2013-2023 http://www.ijitr.com All rights Reserved. Page | 10264 

of interest, which have qualities like invariance to 

multiple picture transformations, illumination, etc. 

Images in a dataset are then given a numerical 

representation, called a "model vector," that is 

based on this visual lexicon. With the bag of words 

method, a collection of interesting locations is 

selected, and the features are extracted locally from 

the surrounding region in order to represent the 

image's contents (visual features). Gaussian scale-

space localization is used to choose scale-invariant 

interest spots. The visual information of an image 

is represented by the extracted SURF (Speeded-Up 

Robust Features) features in the proposed P2P-

CBIR. These details guarantee more consistency 

and individuality. When compared to the SIFT 

features, this method's extraction time is also much 

faster. The first step of this strategy is to identify 

key areas of focus. The Hessian matrix is first 

approximated quickly. 

II. PROBLEM STATEMENT: 

An image is represented as a high-dimensional 

feature vector (for example, a colour histogram), 

and the similarity between files is determined based 

on the distance between two feature vectors. This 

method is used by the systems that are now in use. 

Typically, the feature vectors are indexed using a 

distributed high-dimensional index, also known as 

locality-sensitive hashing (LSH), which is 

performed over the DHT overlay. P2P networks, in 

contrast to centralized systems, have data scattered 

across several nodes; hence, a CBIR algorithm has 

to index and search for pictures in a way that is 

distributed [5]. As peer-to-peer (P2P) networks are 

in a state of perpetual churn, in which nodes join or 

leave the network and files are added or removed, 

the index must be constantly updated in order to 

accommodate these kinds of changes. The 

techniques of dexing and locality-sensitive hashing 

When it comes to retrieval, the high-dimensional 

indexing-based methods save the feature vectors in 

a data structure that is often either a tree or a graph. 

This helps them accomplish successful search 

space trimming. The high-dimensional index in 

structured P2P networks is defined in a distributed 

manner across the P2P overlay, dexing, and 

locality-sensitive hashing. When it comes to 

retrieval, the high-dimensional indexing-based 

methods save the feature vectors in a data structure 

that is often either a tree or a graph. This helps 

them accomplish successful search space trimming 

[6]. The high-dimensional index is established in a 

distributed manner across the P2P overlay in 

structured P2P networks. The performance of high-

dimensional indexing is known to suffer from the 

well-known "curse of dimensionality," even when 

it is performed in a centralized setting. Even if one 

is able to update the hash functions with the 

changing data, it is still a very difficult task to 

implement it across the DHTs. Because the data is 

stored among the nodes that correspond to the hash 

ID, even a one-bit change in the output of the hash 

function will cause a significant portion of the data, 

if not all of it, to be assigned to a different node, 

which will result in a significant increase in the 

amount of traffic that is generated across the 

network. 

III. PROPOSED METHODOLOGIES: 

We describe an innovative technique for 

dynamically generating and updating a global 

codebook that takes into consideration both 

discriminability and workload balance. When the 

queries are being processed, each node will gather 

data on the workload as well as the relevancy of the 

information. We optimize the information that the 

codebook provides about the retrieval results by 

using the relevance information, limiting the 

amount of information that is lost as a consequence 

of the quantization process. With the data from the 

workload, our goal is to distribute the burden 

evenly among the nodes, preventing any of them 

from being overloaded or under loaded. The 

partitioning of the codebook is frequently updated 

based on these two criteria. This is done by 

dividing and combining code words, which enables 

the codebook to expand or contract in line with the 

distribution of the data. The choice on whether or 

not a codeword should be split or merged is made 

on an individual basis by each management node in 

order to keep the expense of updating the codebook 

to a minimum. At the conclusion of each repetition, 

the changes are finally synchronized throughout the 

network. This occurs after each step. Because of 

this, the discriminability as well as the workload 

balance is continually adjusted with the churn of 

the P2P network. This is the first research of its 

kind to examine scalable CBIR using the BoVW 

model in P2P networks. It is recommended that an 

innovative objective function be devised for 

codebook optimization in a P2P setting, one that 

takes into account both the relevance information 

and the workload balance concurrently. It is 

recommended that an algorithm for updating 

remote codebooks be developed. This method 

should maximise the objective function while 

maintaining a low updating cost. 

IV. ENHANCED SYSTEM: 

Using a technique for feature extraction, the 

Feature Extractor module may extract features 

from photos that have been shared and produce 

thumbnails for those images. After that, the Image 

Indexer Module will index the picture collection by 

making use of the feature vectors that were 

extracted. In order to circumvent the bottleneck 

issue, it is helpful to distribute the workload of this 

time-consuming and computationally intensive 

activity among peers by giving them the ability to 

store and index their picture collection. Through 

the use of this module, the peer will join the P2P 

network. The Bootstrap Server is a programme that 
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keeps and answers a list of peers that are presently 

connected to the network. The Connection 

Management module sends a request to the 

Bootstrap Server. After acquiring the IP address, 

the peer next joins the P2P network by establishing 

connections with other peers that are currently 

online. The Feature Extractor module works on the 

query picture and puts together the Image Query 

message when a peer begins the retrieval process 

by issuing a query to look for other images that are 

similar to the one they are currently viewing. 

Similarly, when other peers receive image query 

messages, they carry out two actions: query 

message propagation and local index lookup. These 

processes are similar to the ones described before. 

After other pictures that are similar to the one being 

requested have been obtained, the peer will send 

the Query Hit back to the requester using the 

Packet Router module. Users will get a list of the 

locations of the photos that are matched to the 

query, as well as the size of those images, when an 

Image Query Hit message returns to the requester. 

The HTTP Agent will download the thumbnails 

that were created during the preprocessing step, or 

it will download the whole picture from the peer 

via the HTTP protocol. This is done in order to get 

the result of the query. 

 

Fig 1: Sequence of System 

V. CONCLUSION: 

Within the context of peer-to-peer (P2P) networks, 

we describe a strategy for content-based image 

retrieval (CBIR) that is based on a bag-of-visual-

words (BoVW) model. When the BoVW model is 

used in P2P networks, it might be challenging to 

generate and maintain a global codebook. In order 

to circumvent this challenge, we have recast the 

issue of updating an existing codebook as one of 

maximising retrieval accuracy and workload 

balance. As a result, the proposed method is 

adaptable to both the number of photos exchanged 

between peers in a P2P network and the dynamic 

nature of P2P networks. Techniques for indexing 

pruning are used in order to achieve the goals of 

further enhancing the retrieval performance of the 

proposed method and reducing the cost of the 

network. We execute exhaustive studies to examine 

the suggested method from a variety of angles 

while showing its potential for success. 
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