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IV 
ABSTRACT 

 

With the death of Moore’s Law approaching due to 193 immersion lithography reaching 

its ultimate resolution limit, new advanced lithographic techniques are required to reach 

beyond the 5 nm node. The current successor to 193 immersion lithography is EUV 

lithography the success of which relies on the manufacture and reliability of photomasks. 

The demand on mask manufacture is to produce smaller on wafer features without 

increase lead times. To successfully meet this target, new resist materials must be 

developed for electron and ion beam lithography. Thus, a series of modular 

supramolecular resists were designed and investigated. To expedite the design process an 

ion and electron simulation, named EXCALIBUR, was developed to simulate new resists 

before synthesis to identify viable candidates for characterization. EXCALIBUR employs 

Monte Carlo methods to simulate full secondary and auger electron cascades generated 

in electron and ion beam exposures. Using this design process an indium ring based 

electron beam resist ([NH2(allyl)2][In7NiF8(O2CtBu)16])  was developed which was 

capable of producing 50 nm pitch lines with a dose of 1400 pC/cm using 30 kV electrons 

and a chromium ring ion beam resist ([NH2(allyl)2][Cr7NiF8(O2CtBu)16]) which yielded 

16 nm pitch lines with a dose of 22pC/cm using 35 kV Helium ions. The supramolecular 

resists also can be deposited through sublimation which provides the basis for a novel 3D 

resist lithography technique.  
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The improvement in the performance and reduction in the size of microprocessors has led 

to huge increases in processing power of all consumer technology. These microprocessors 

are an integrated circuit (IC) which was first developed in 1958 [1]. An IC is a group of 

electronic components and transistors imbedded in the surface of a silicon wafer or 

“chip”. The constant scaling of these transistors drives the semiconductor industry and as 
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the demand for more powerful computers increases, constant progress in manufacturing 

processes must be made. The benchmark for this progress is based upon an observational 

law first noted by Gordon Moore founder of Intel. In 1965 he noted that the number of 

transistors per unit area would double every 18 months [2]. This prediction, which 

became known as ‘Moore’s Law’, held true for the following decade until 1975 when 

Moore saw a downturn in the speed of development and so adjusted his prediction to 

doubling every two years [3]. This revised law became the benchmark for the industry 

defining targets and forecasts for the subsequent decades as the semiconductor industry 

continued to achieve this target over this period. This progress is displayed in Figure 1.1 

which shows the number of transistors per microprocessor increasing between 1970 and 

2018.  

 
Figure 1.1 A plot of the increase in the number of transistors per microprocessor 

between 1970 and 2018 showing the history and progression of the semiconductor 

industry driven by Moore’s law (reproduced using data from [4]) 

However, the last decade has seen a slow decay in the rate of growth leading some 

commentators including Moore himself to declare the ‘death’ of Moore’s law [5], 

predicting this decline to increase over the coming years [6]. This means that new 

manufacturing techniques and technologies are needed now more than ever [7]. 
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 To keep pace with Moore’s law and the demand from the consumer market a 

series of targets have been set for manufacturing which mark a reduction in feature size 

whilst still maintaining or more often improving throughput. These benchmarks are 

known as nodes and have a dimension in nanometres related to them, however they can 

be misleading as the size associated with them does not relate directly to a resolution in 

the IC fabrication. For example, Intel is manufacturing at the 10 nm node and this is just 

a name for their current manufacturing process and not a description of the critical 

dimension (CD) of the IC which are expected to have a feature pitch of 34 nm [8]. Pitch 

is a form of measure of the resolution of lithographic features which considers the 

periodicity of the structures, i.e. how closely features can be patterned next to each other, 

as opposed to measuring the dimensions of a single feature. It is commonly 

interchangeably with half pitch which is when the features and spaces between features 

are the same size, which is a pattern density of 50%. So, the names of the nodes have 

been set to follow the trend of Moore’s law, as the industry must show significant 

improvement to sell products and make profits and attract investors, but the minimum 

feature size on a chip does not match this. The next node will be the 5 nm node which is 

expected to have a feature pitch of 24 nm [9], beyond which quantum tunnelling in 2D 

devices becomes problematic [10].  

1.1 Lithography  

Lithography is a pattern transfer technique where a resist material is used to protect an 

underlying substrate into which a pattern is to be transferred. Areas of the resist are 

exposed changing its solubility to a developing solvent. The resist is then developed 

exposing parts of the substrate corresponding to the pattern of exposure. When this matrix 

is subsequently etched, the resist material resists the etchant, hence its name, protecting 

the underlying substrate and allowing the uncovered areas to be etched, thus transferring 
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the pattern from the resist layer into the substrate. The resist can then be removed leaving 

the final substrate structures which can then be metalized.  

 Since its invention in the 1700s Lithography has been one of the most prevalent 

and successful methods of pattern transfer [11], However, it was only in the 1960s that 

lithography, as we know it today, started to be used in the manufacture of devices [12]. 

Coinciding with the arrival of ICs, manufacturers needed a way to create circuits which 

are imbedded into the surface of a semiconductor and turned to using photographic 

exposure and etching techniques to pattern transistors onto a germanium substrate. In 

doing so Lathrop and Nall created a process of manufacturing calling it Photolithography 

[13]. Although similar techniques existed prior to Lathrop and Nall coining the term, they 

were the first to use Photolithography in the creation of semiconductor circuits. 

Photolithography uses photons to expose a pattern into a resist material. However, this is 

not the only method of exposure. In Electron Beam Lithography (EBL) and Ion Beam 

Lithography (IBL), a beam of electrons or ions, as opposed to photons, is used to expose 

the resist [14 - 16]. Less commonly used are Nano Imprint Lithography, [17, 18] which 

uses mechanical force to change the solubility of the resist, and Scanning Probe 

Lithography, which uses the field effect at the tip of a probe to oxidize a material which 

can then be selectively etched [19]. 

 Lithography is the main method of fabrication used in semiconductor industry and 

has been the only manufacturing technique that has been able to maintain the pace set by 

Moore’s law and the subsequent demands by industry. However, this has become 

increasingly difficult because, as well as the higher resolutions and smaller CDs that are 

required, low exposure doses are a necessity to increase manufacturing through-put. The 

dose of a resist is a measure of the level of exposure needed for the expected structures 

to be resolved after development. For photolithography, the dose is given by,  

𝐷𝑃𝐿 =
Φ. 𝑡

𝐴
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where D is the dose delivered to the sample usually measured in mJ/cm2, Φ is the photon 

flux at the sample and t is the dwell time, which is how long the area, A, is being exposed. 

For electron beam lithography the dose is given by [20], 

𝐷𝐸𝐵𝐿 =
𝐼. 𝑡

𝐴
 

As before D is the dose delivered to the sample usually measured in μC/cm2 for an area 

or pC/cm for a single pixel line, ‘I’ is the beam current or flux of the electron beam and t 

is the dwell time which is how long the beam stays on the area that is being exposed. 

 When manufacturing ICs the flux of the source is fixed and is limited by the 

system, the area is set by the size of the structures being created, therefore the only factor 

that can be varied to change the dose is the time of the exposure. The time of the exposure 

is important as the more time it takes to expose a wafer the lower the throughput will be. 

The time for an exposure can be reduced by using a more sensitive resist, ergo the resist 

is more susceptible to exposure. This is where resist development is essential to the 

progress of lithography because as the processes to create smaller and smaller features 

become more complex and time consuming, then a more sensitive resist that does not 

compromise the resolution is needed.  

1.2 Exposure Types and Mechanisms 

When a resist material is exposed, it undergoes a localised chemical change altering its 

solubility. If the resist becomes more soluble then this is known as a positive tone resist 

which means that the exposed area will be washed away when the resist is developed. 

The opposite case, where the resist becomes less soluble when exposed, is a negative tone 

resist [21]. This is displayed in Figure 1.2. The difference between the two tones of resist 

is due to the exposure mechanics responsible for changing the solubility.  

 Positive tone resists are usually large molecule polymer resists. These resists may 

have other smaller molecule additives and activators but for the most part they are made 

up of large polymer chains with molecular weight on the order of tens or hundreds of 
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thousands. The main process for the exposure of positive tone resists is chain scissioning 

[22]. This is a process where an incoming photon or electron breaks the bonds between 

monomers breaking the polymer chain into smaller molecules. These smaller molecules 

will have an increased solubility than the longer chains and hence be more soluble in the 

developing solvent. The speed of this process can be amplified by including photoacid 

generators (PAG) in the resist which when ionized during exposure become free radical 

molecules which will react with the polymer causing more chain scissioning events [23]. 

This technique is employed to form a group of resists known as Chemically Amplified 

Resists (CAR’s). 

 

Figure 1.2 The difference between positive and negative tone resists after exposure and 

development. 

For negative tone resists one common mechanic of exposure is cross linking. This is the 

opposite process to chain scissioning where bonds in the smaller molecules are broken 

leading them to react with each other creating larger molecules [24]. This also occurs with 

polymers where large chains become interconnected or cross linked however this process 

usually requires significantly higher doses than positive tone exposure so by virtue is less 
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common. The outcome of cross linking is that the larger molecules become less soluble 

meaning they are left behind after development. In metal organic resists, if cross linking 

does not occur then the organic component of the resist which allows the metal compound 

to be dissolved in common solvents, may be split from the metal component. The organic 

component is then either diffused out of the material as a gas or removed during 

development hence leaving the remaining insoluble metal compound to form the required 

structures. 

1.2.1 Photolithography 

Currently, Photolithography is the main method of manufacture for integrated circuits 

[25]. The industry standard technique is 193 nm immersion lithography where a 193nm 

wavelength light source is used as the exposure source. This process uses immersion 

resolution enhancement where a fluid replaces the gap between the lens (see Figure 1.3) 

and the photoresist increasing the numerical aperture, so it is greater than 1 and greatly 

increasing resolution down to a feature size of 80 nm [26].  

 

Figure 1.3 A basic schematic of 193i lithography showing the immersion fluid between 

the lens and the resist which is used to reduce the numerical aperture of the and hence 

achieve sub-wavelength lithography. 
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For this to work the immersion fluid must have a refractive index greater than 1 meaning 

that the wavelength of the 193 nm light will be reduced in the fluid increasing resolution. 

The current tool developed by ASML, the TWINSCAN NXT, has a throughput of 275, 

300 mm wafers per hour with a sub 38 nm resolution [27]. Today, in order to pattern 

below this feature size quad patterning is used, where the same wafer is exposed multiple 

times in order to increase resolution and feature density solution (see Figure 1.4) [28]. 

However, with 193 immersion lithography reaching its resolution limit even octuple 

patterning is being discussed as a possible next step for the industry [29].  

 However, every time a repatterning process is added, the time taken to completely 

pattern a wafer greatly increases. In turn this reduces through put which calls into question 

the benefit of such processes. It also greatly increases the overall cost of each wafer, and 

this cost will only increase as each new node is reached.  

 

Figure 1.4 A process flow of a double patterning lithographic process which is used to 

increase feature density beyond the limits of the lithographic processing. 

Immersion lithography has been optimized over its lifespan to reach current 

manufacturing specifications. For example, an anti-reflective top coating reduces the 

exposure time by reducing the number of photons reflected off the surface of the resist 
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increasing the efficiency of the exposure. In addition, top coatings can be used to increase 

adhesion of the immersion fluid to the surface helping prevent the chances of air gaps 

which cause aberrations in the exposure patterns reducing manufacturing yield [30]. The 

top coating also provides protection to the underlying resist from the immersion fluid 

preventing leaching of the photoacid generators and quenchers from the resist and 

diffusion of the immersion fluid into the resist which can cause swelling [31].  

 To project the exposure pattern onto the resist a photomask is used. Photomasks 

are usually quartz blanks which have a chromium stencil patterned on them. Chromium 

is used due to its opacity to the wavelength used in photolithography [32]. The non-

patterned areas of the photomask allow transmission of deep UV light, so the photoresist 

can be exposed. The manufacture of photomasks is a costly and time-consuming process. 

This is because they must have virtually zero errors as any mask defects will be 

transferred to every wafer that is exposed with this mask. Also, these masks degrade 

overtime as they become contaminated during use, requiring cleaning and repair, limiting 

their lifetime. Photomasks are produced in sets for which, depending on the number of 

process layers i.e. the number of masks in the set, the price can reach upwards of $5 

million [33].  

193 immersion lithography has reached the end of its life span as the resolution limit for 

this technique means that it cannot maintain the progress required by industry.  

1.2.2 Electron Beam Lithography 

The potential of Electron Beam Lithography as a method of manufacturing became 

apparent with the development of gaussian beam scanning electron microscopes in the 

1960’s which provided the ability to direct write patterns pixel by pixel. The ability to 

expose a pattern pixel by pixel instead of through a mask meant that the limit of resolution 

was reliant on the pixel size or spot size of the electron beam [34]. In practice, the 

resolution is limited by the electron optics because as the spot size of the beam gets 
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smaller the current of the beam, which is the flux of the electrons in the beam, must also 

be reduced [34]. This leads to increased exposure time which makes the use of such 

resolution impractical. An alternate method of increasing the resolution is to increase the 

acceleration voltage of the beam. This, however, forms a trade-off, as higher energy 

electrons will interact much less with the target material. This is evident in the choice of 

acceleration voltages for different electron beam applications. For imaging, low 

acceleration voltages (~1 kV) are used as this will generate the most secondary electrons 

which are vital for generating an image. Conversely for high resolution lithography 100 

kV tools are commonly used but the numbers of secondary electrons generated at these 

energies are greatly reduced. Another problem with this method of direct write exposure 

is the time taken to complete patterns pixel by pixel is impractically large when compared 

to the relatively quick exposures offered by optical lithography. The advent of the variable 

shaped beam (VSB) helped with this as it allowed the exposure of a number of pixels 

together to build patterns [12]. These tools employ 50 kV beam acceleration voltages 

because at this voltage the balance between resolution and secondary electron generation 

is found to be the most practical. As a commercial manufacturing process IBM had a lot 

of success using this method in combination with optical lithography throughout the 

1970s and 1980s. In order again to reduce the electron optics problem and increase the 

number of pixels that can be exposed in one ‘shot’, development by Nikon began on an 

electron projection lithography system which could expose up to 10 million pixels at once 

[35]. This was achieved by separating the beam into smaller beamlets and the projecting 

them through a mask. This technology proved to be promising but unfortunately it was 

not ready to meet demand and was overtaken by the arrival of 193 immersion lithography. 

This led EBL technology to revert to scanning single beam systems reliant on sequential 

methods of exposure (pixel by pixel) and not a parallel exposure method like mask 

projection used in Photolithography. However, massively parallel EBL tools are again 
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being developed. IMS Nanofabrication in collaboration with JOEL have announced the 

IMS MBMW-101 which is a parallel mask writer using 262,144 beams with an energy of 

50keV that can be individually rastered [36]. A similar system has also been developed 

by Mapper which uses 65,000 beamlets and boasts being able to write 300 mm wafers at 

5 Kev with a resolution of 25 nm [37]. This shows that EBL is again become a viable 

high through put manufacturing process.  

 Even though it may no longer be used as prominently in the commercial 

production of ICs Electron beam lithography is still used in the production of photomasks 

and many other devices where ultra-high resolution beyond the limits of photolithography 

is needed. It is also being reintroduced in some areas of manufacture in a process dubbed 

‘complementary lithography’ to make a few of the smallest structures on wafers patterned 

by 193 immersion lithography [38]. Many research applications use EBL for device 

manufacture as this is easier and less restrictive than having to produce a photomask for 

what may be a novel application. Additionally, in an environment where throughput is 

not a major concern then the longer write times of EBL can be ignored. Since the 1990’s, 

many scanning electron microscopes (SEM) are able to focus a beam down to sub 10 nm 

spot sizes meaning that they can be converted into effective lithography tools for a 

relatively low cost in comparison to commercial EBL tools.  

 Conventional scanning electron microscopes consist of the following main 

components. Firstly, the source, which is where the electrons are generated, is usually a 

field emission gun [39]. This is a source that relies on the field emission effect where the 

emission of electrons from the tip is induced by the presence of a strong electro-static 

field as opposed to thermal emission sources which are dependent on thermionic emission 

from a hot filament. Once the electrons are emitted, they are accelerated down the column. 

The column of an SEM contains; the apertures, which provide a course cut off for the 

electrons and lenses; the condenser lenses, which collimate the beam turning the point 
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source of electrons into a parallel beam, the spot size of the beam is also controlled here; 

the stigmator, which controls the shape of the beam by stretching it in the x or y direction 

and the scan coils which control the raster of the beam. If the SEM is set up for 

lithographic applications, then the column will usually have an electrostatic beam blanker 

which is necessary to ‘blank’ the beam (deflect it away from the sample) as it scans over 

the surface in order to expose only specific areas of the write field [40]. Electrostatic 

fields are used due to their much faster switch times, compared to magnetic fields, due to 

magnetic hysteresis. Finally, the polepiece which acts as the objective lens is the last stage 

the electron beam passes through, this is where the beam is focused onto the sample 

below. All of this is shown in the schematic in Figure 1.5. The layout of the components 

in the column of an SEM can vary from the schematic shown above. For example, in a 

Gemini column, which is the column design used for Zeiss and LEO microscopes, there 

is no cross over point which helps prevent aberrations in the beam. Also, the column 

contains an 8kV beam booster which maintains a high beam acceleration throughout the 

column [41]. In addition, the scan coils are located in the pole piece just before the 

objective lens.  

 An SEM which is to be used for lithography requires a few modifications. Firstly, 

a pattern generator is required which controls the scan coils of the SEM directing the 

beam to where it is required to expose a sample in a designated pattern. To properly 

determine the dose with which the resist is to be exposed, the current of the beam must 

be measured. This can be achieved by having a faraday cup on the sample holder which, 

when the beam is directed into will trap all the incoming electrons [43]. If the cup is then 

connected to a pico-ammeter, the beam current can be measured. 
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Figure 1.5 Internal schematic of an SEM. Specifically this shows the architecture and 

beam path used in a Zeiss Gemini column [42]. 

1.2.3 Helium Ion Beam Lithography 

Compared to Electron beam lithography (EBL), which has been used in manufacturing 

and analysis since the 1960s [12], Helium Ion Beam Lithography (HIBL), is a 

comparatively new technique which only became available with the development of the 

first helium ion microscope in 2007, the Zeiss Orion NanoFab [44]. Originally designated 

for high resolution imaging and less destructive ion milling for device manufacture, it 

soon became apparent that the microscope’s inherent properties would be beneficial for 

lithography [45].  

 A Helium Ion Microscope uses a Gas Field Ion Source (GFIS) to generate a 

focused beam of He+ ions. In a GFIS a He gas is flowed over an atomically sharp tungsten 

tip. Due to this sharpness a large electric field is generated at the end of the tip which 

polarises the Helium ions drawing them toward the tip where they are then ionized 
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through electron tunnelling. These He ions are subsequently accelerated by a potential 

difference away from the tip and down the column [46] this is shown in Figure 1.6.  

 

Figure 1.6 Diagram of a Gas Field Ion Source (GFIS) used in a helium ion microscope 

Due to the shape of the tip, the beam can be generated from just a few points of emission. 

Depending on the applied fields the source can be reduced to just one point of emission 

however in practice this is unstable, so usually a self-stabilizing trio of atoms, a trimer, is 

used to generate the beamlets that form the beam. This small point of emission is what 

gives the ion beam its small spot size. While in operation the tip must be kept at a constant 

pressure (10-7 mbar) so that there are enough He atoms to form stable beamlets. The 

beam current scales with pressure, however when operating at higher pressures the risk 

of losing the trimer is increased leading to the need to reshape the tip through heating. 

The tip in the GFIS is also cryogenically cooled, this helps keep the tip stable in the 

presence of large electric fields and slows the He atoms around the tip making 

polarization and subsequent emission more probable [47]. With the beam only being 

emitted from three point sources this allows it to be focused to a spot size less than one 

nanometre. 
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1.2.4 Advanced Lithography 

Currently still an area of development, EUV lithography is only recently starting to take 

over production from 193 lithography. This switch started in 2019 [48] coinciding with 

the first commercial EUV lithography scanner being developed by ASML [49]. EUV 

lithography uses 13.5 nm wavelength light to expose photo resists. An immediate benefit 

of EUV light is that the wavelength is much smaller than its predecessor, 193 nm, which 

provides an instant improvement in resolution without the need for immersion 

lithography and other resolution enhancing techniques. There are also some draw backs, 

one of the main ones being the problem of finding a suitable light source which is stable 

and reliable. Currently, the two most commonly used options are the afore-mentioned 

scanner, developed by ASML, or a synchrotron light source. The 13.5 nm light in a 

scanner is generated by firing a CO2 laser, with a wavelength of 10μm [50], at a tin 

plasma this excites the tin ions which then release photons of light at the required 13.5 

nm wavelength. The light is then focused using a series of mirrors and lenses before 

finally being projected onto a mask and reflected towards the wafer. This is shown in 

Figure 1.7. 

 

Figure 1.7 Plasma light source and focusing path of EUV light in the ASML 

TWINSCAN NXE. 
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One of the main problems with this method is preventing the tin plasma from 

contaminating the mirrors which must then be regularly cleaned or replaced. This causes 

large periods of downtime for the tool reducing throughput and efficiency.  

1.2.5 Exposure Mechanics 

As explained previously the basic mechanisms of resist exposure such as chain 

scissioning and cross linking provide some understanding of resist exposure on a larger 

scale but to develop a resist more effectively the mechanics behind these processes must 

be understood. When a beam of photons, electrons or ions are incident on a resist material 

they will undergo scattering. As the incident object scatters it will change direction and 

may lose energy. This energy is transferred to the target material during scattering 

collisions. If the incident particle undergoes an elastic collision, then it changes direction 

and does not lose any energy, however if an inelastic collision occurs then energy will be 

transferred from the incident particle to the material. If this energy is sufficient then a 

secondary electron (SE) may be emitted. These electrons will go on the scatter themselves 

creating more collision events and further generations of SEs. It follows that the 

generation of the SEs is vital to increasing the sensitivity of a resist and hence reducing 

the exposure dose. However, when a particle scatters, the change in direction causes a 

divergence of the beam as it passes through the material. This potentially leads to a 

reduction in resolution as this effect will be greatly noticeable in thick films (>100nm) 

and can be avoided by using thinner films, but this comes at the cost of reduced etch 

performance. The divergence of the beam and SE generation means that it is not possible 

to generate structures that are the same size as the spot size of the beam, and increased 

sensitivity and hence increased SE generation usually leads to broader structures and 

therefore reduced resolution. The generation of SEs which expose the resist laterally, 

gives rise to the proximity effect which is where the exposure of adjacent areas 

accumulate. This increases the overall exposure of the area and can help reduce the 
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exposure doses needed to expose resists but will ultimately reduce the maximum 

resolution of the resist.   

 Photons used in lithography have much lower energy when compared to electrons 

by an order of 1000s, the most energetic photons used are those in EUV which have an 

energy of only 92eV in comparison to 100KeV electrons commonly used in lithography. 

This difference in energy means that SEs are generated by photon absorption, so typically 

a photon will be responsible for far fewer SEs and hence a much higher density of photons 

is needed to generate the same structure that much fewer electrons can produce. These 

SEs are also much lower energy meaning the number of subsequent generations of SEs 

will be reduced. Due to the absorptive nature of photon exposure the attenuation of the 

incident photons is greatly increased with a penetration depth of 10s of nanometres 

compared to the high energy electrons used in EBL which will travel through the resist 

layer and continue many microns into the substrate. This gives the benefit that much 

thicker films can be exposed using electrons. 

 Compared to electrons, helium ions can be focused to a much smaller spot size, 

and this combined with their higher momentum gives them a much lower beam 

divergence in resist materials compared to electron beams [51]. Also due to their much 

higher stopping powers and interaction cross sections, the SE yield from He ions is much 

higher, requiring a lower exposure dose suggesting reduced exposure times. The benefits 

of increased SE generation from ions as opposed to electrons make them a very attractive 

alternative for lithography compared to electrons. Another benefit of ions is that, for 

example, He atoms are ~7000 times more massive than electrons giving them a 

proportionally larger momentum, hence a much shorter de Broglie wavelength. This 

wavelength determines the ultimate resolution of the feature that can be imaged by a He 

beam. A downside of using ions for lithography is the much lower range of penetration 

compared to electrons. This reduced penetration depth means that thick films of resist 
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materials may not be fully exposed however, if resist materials are kept sufficiently thin 

then this problem can be negated. 

1.3 Pattern Transfer 

Once a resist has been exposed and developed, the pattern of structures that remain must 

be transferred into the substrate from which the actual devices and ICs will be made. This 

is a usually a crystalline semiconductor with the most common being silicon. To transfer 

the pattern into the substrate it must be etched. The resist will protect the substrate it 

covers from the etching process allowing the uncovered areas to be etched away. Resists 

are usually not completely impervious to the etching process and will be etched away 

with the substrate, however, they ideally have some increased resistance to the etchant 

and so will be etched more slowly. This gives rise to etch selectivity which is a ratio 

describing the amount of substrate etched compared to the amount of resist lost. For 

example, a resist with an etch selectivity of 2:1 means that for every 2 nm of substrate 

that is etched 1 nm of resist is lost. From this it is clear that if a resist material has a low 

etch selectivity, then its thickness must be increased. However, if the thickness is 

increased then this will usually mean lower resolution and larger structure pitch. 

Therefore, high etch selectivity is an essential feature for a resist. 

 In manufacturing there are two main types of etching which are wet and dry 

etching. Wet etching is where the substrate is submerged in an etching solution. Dry 

etching can be carried out using a plasma as shown in Figure 1.8. This is also known as 

reactive ion etching (REI) which is a process where the substrate is bombarded with 

charged ions from the plasma [52]. These reactive ions sputter and react with the material 

pulling away portions of the surface, hence etching it.  
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Figure 1.8 Process schematic for plasma dry etching, showing etching through 

sputtering and reactive ion etching (REI). The ratio of d2:d1 is the etch selectivity of the 

resist. 

Wet etching is usually an isotropic process, which means that the substrate is etched in 

all directions at the same rate. This can lead to problems such as undercutting, where if 

the etch is much deeper that the pitch of the structures then their integrity will be 

compromised, or they may not have the straight side walls. Conversely, dry etching can 

be anisotropic or directional process where the etching process can be passivated using a 

second gas to protect the wall of the etched structures. This is known as the Bosch process 

and it reduces the lateral etching of the substrate meaning much deeper etches can be 

attained without losing the shape of the pattern [53].  

1.4 Photomask Fabrication 

All types of photolithography, excluding direct laser writing, depend on photomasks to 

project an exposure pattern onto the resist. These masks are themselves made using direct 

patterning lithography methods such as EBL or HIBL [54]. To create the pattern on a 

photomask which is to be projected, a material which can absorb the wavelength of light 
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being used must be patterned to cover areas of the mask. To pattern a mask a resist is 

applied to the top of an unpatterned mask blank which is then exposed and developed. 

The areas of the absorber layer, including an antireflective coating, which are no longer 

protected by the resist, are then etched away. The resist is subsequently removed leaving 

the completed pattern on the mask. This is not the end of the process however as any 

defect will be replicated in any future manufacturing therefore masks must have as few 

defects as possible. Consequently, the mask must be inspected, and any defects repaired. 

If there are too many defects, the mask cannot be used. This puts a high demand on the 

lithography and etching process to produce high fidelity, reproducible features. Also, any 

resist materials used must have the ability to withstand the dry etching process and allow 

for features as small as 44 nm to be transferred onto the mask [55]. These features are 

larger than the realised features on the wafer as the image projected by the mask is passed 

through lenses which reduce the feature size by up to 4 times. Figure 1.9 shows 

schematics of completed masks to show the difference in complexity between the 193 nm 

(DUV) and EUV masks. The DUV mask is relatively simple as it works in transmission 

where the light is transmitted through the quartz substrate with the absorber layer which 

is usually chromium blocking the light and projecting the pattern.   

 The EUV mask is fundamentally different as it works in reflection instead of 

transmission. This greatly increases the complexity of the mask as the reflector itself is 

80 alternating layers of silicon and molybdenum. To prevent the reflector stack from 

becoming oxidised it is covered by a ruthenium capping layer. Ruthenium is chosen due 

to its transparency to the 13.5 nm wavelength [56]. 

 To protect the capping layer during inspection and repair a buffer layer is used 

which must be etched afterwards, thus adding a further processing step. A variety of 

absorber materials can be used for EUV lithography with TaBN being amongst the most 

popular [57]. 
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Figure 1.9 Photomask schematics for 193 nm immersion lithography and EUV 

lithography. 

1.5 Resist Materials for Lithography 

Before new resists can be developed the current state of the art must be assessed. This 

section will compare the many resists already published for different methods of 

lithography. It is essential that any new resists target properties where the currently 

available resists are lacking or offer improvements in resolution or sensitivity. The 

properties for all resists discussed in this section can be found in Table 1.1. Current 

industry requirements for materials are determined by the next manufacturing node target. 

As discussed previously the 5 nm node is the next process target and this requires resists 

which can be patterned with structures with a pitch of 24 nm [9]. For EBL the dose is 

highly dependent on the beam energy and as it is not currently being used for high volume 

manufacturing there is no set target for dose. However, that is not to say the dose is not 

important, as EBL resists are used to pattern and repair photomasks, therefore any new 

resists developed should be targeting the 5 nm node with sensitivity similar to current 

commercial resists. 

1.5.1 Positive Tone Resists 

PMMA is one of the most widely available and commonly used electron beam resists due 

to its long shelf life and it stability during processing. It is usually used as a positive tone 

resist and has been patterned with structures as small as 4 nm [58 - 60]. Small features 
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can be created with relatively low-resolution lithography techniques, but this can only be 

achieved as isolated features, decreasing feature density which is undesirable for 

manufacture. With exposure doses ranging between 300-400 μC/cm2 at 30 keV, PMMA 

has reasonable sensitivity to electron beam exposure which may also contribute to its 

popularity. With the potential for very high aspect ratios PMMA is useful in the 

fabrication of devices on the micro and nanoscale. 

 Like PMMA, ZEP-520A is a positive tone polymer-based resist for EBL. It has 

been shown to have an exposure dose of 245 μC/cm2 at 30 keV [61] which is again similar 

to PMMA. However, compared to PMMA, ZEP-520A can achieve an increased feature 

density with 25 nm lines and spaces being reported at a dose of 250 μC/cm2 at 100 kV 

[62] and 14 nm lines with a pitch of 40 nm with a dose of 180 pC/cm at 10 kV [63].  

 SML, developed by Scott Lewis (University of Manchester), is a resist that was 

designed for high aspect ratio fabrication [64]. It was designed to have similar processing 

properties to PMMA but with improvements in sensitivity and aspect ratio. The 

sensitivity was successfully increased with 14 nm lines with a pitch of 30 nm were 

produced with a dose of 107 μC/cm2 at 30 kV [64]. SML has also been shown to produce 

structures with an aspect ratio of ~10:1 [65] whilst maintaining straight sidewalls. 

Although a 4 nm feature in a 140 nm thick resist was reported for PMMA giving an aspect 

ratio of 35:1 [60], this structure was anchored by a much larger structure and not free-

standing lines like the 10:1 structures created in SML.  

Chemical amplification of resist exposure has been proven to increase sensitivity of resist 

materials whilst still managing to achieve 36 nm pitch patterns [66]. Chemically 

amplified resists (CARs) are composite resists that rely on photo acid generators to 

expose the resist. These molecules are activated when exposed and are then encouraged 

to defuse through the resist in a post exposure bake. Molecules that slow this diffusion, 

known as quenchers, are also included in the resist to slow this diffusion and maintain 
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high resolution. Compared to PMMA and the other polymer-based resists, CARs offer 

great increases in sensitivity whilst still managing to achieve competitive resolutions. 

CSAR 62 is a commercial polymer resist, combined with CAR elements, that is widely 

used as both an electron beam and photo resist. CSAR 62 has a good sensitivity in electron 

beam with a dose of 140 μC/cm2 at 100 kV [67]. However, compared to the other positive 

tone resists such as ZEP 520A and SML the resolution is not as good with only 40 nm 

lines with a pitch of 75 nm achieved even at 100 kV. 

 Despite not requiring development after exposure as it is a “self-developing” 

resist, the AlF3 doped LiF is patterned as a positive tone material with the exposed 

material being removed during exposure by the electron beam. This novel method 

removes the need for post exposure development as the resist is desorbed from the 

substrate during exposure. Whilst 5 nm lines with a 30 nm pitch were way beyond the 

cutting edge for the time in 1995 the high dose of 100,000 pC/cm at 30 kV and problems 

with contamination and hence lithographic quality limited this resist [68]. 

1.5.2 Negative Tone Resists 

As explained before PMMA is exposed by chain scissioning breaking its long polymer 

chains making it more soluble [69], however it can also be used as a negative tone resist 

[69, 70]. PMMA is activated as a negative tone resist by using a much higher exposure 

dose of more than 2000 pC/cm at 30 keV [70]. With this increase dose the polymer chains 

start cross linking making them insoluble in the developer solvent. The increase in dose 

makes PMMA less attractive as a negative tone resist. 

 As with PMMA there are a variety of polymers that can be cross linked, some of 

these can be crosslinked with a large enough dose whilst others require additives to 

promote crosslinking. ZEP 520A can be crosslinked and as with PMMA it requires a 

significantly larger dose, with 5250 pC/cm required to produce 23 nm lines with a pitch 

of 50 nm even though an acceleration voltage of 10 kV used [63]. An acceleration voltage 
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of 10 kV will give a much-reduced dose when compared to 30 kV or 100 kV.  To combat 

the high doses needed for negative tone polymer resists more complex co-polymers have 

been developed such as the MAPDST-MMA co-polymer. This resist showed an improved 

sensitivity when compared to other negative tone polymer resists realising, 20 nm line 

space structures with a dose of 30 μC/cm2 at 20 kV [71].  

 Molecular CAR resists have also proven to give better sensitivities for example, 

the fullerene-based IM-MFP12 – 8 has achieved 20 nm structures with a 36 nm pitch with 

doses as low as 40 μC/cm2 at an acceleration voltage of 20 keV [66]. Another example of 

a molecular CAR resist is a series calixarene composite resists comprised of TOMCA4 

and a PAG. These resists have been shown to produce isolated 25 nm structures with a 

dose of 650 pC/cm at 30 kV [72]. 

 Inorganic molecular resists also have proven to be successful negative tone resists. 

Perhaps the most well-known of these types of resists is HSQ which has been consistently 

shown to have excellent resolution and feature density for electron beam lithography [73, 

74] and has achieved world record resolution for EUV [75]. This is a commercially 

available resist and is attractive due to the incredibly small resolutions of sub 10 pitch 

structures reported. However, the dose required to create structures at these feature sizes 

is large with a dose of 5000 μC/cm2 with a beam voltage of 10 kV [73] for EBL. This 

limits its uses to research applications and hence it is not viable for high volume 

manufacture. An attempt to improve the shelf life and processing stability of HSQ led to 

the development of Medusa 82. This resist has been shown to have similar processing 

conditions as HSQ and has yielded 14 nm lines with a pitch of 40 nm and a dose of 1290 

μC/cm2 at 30 kV [76]. 

 Small molecule metallic resists such a ZircSOx [77] and HafSOx [78] have greatly 

increased sensitivities producing some of the lowest dose resists whilst still producing 

high resolution structures. These resists have been shown to have doses as low as 50 
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μC/cm2 [77] and can produce features as small as 9 nm [78], however these low doses 

come at a cost as the increased sensitivity lead to an increase in the shot noise of the 

exposure, reducing structure quality. 

 The resists discussed here clearly confirm the validity of the trade-off in the 

relationship between sensitivity and resolution for resist materials. This trade-off is the 

main obstacle that must be overcome when designing new resists that can achieve the 

resolution required by industry whilst also having a low enough sensitivity. 
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Table 1.1 A table of properties of current state of the art resists. The information given 

includes the tone of the resist; the type of resist molecule; the maximum resolution of 

the molecule and the dose and exposure type this result was achieved with; The 

developer used; the aspect ratio i.e. the ratio of feature size and resist thickness. Dose 

for EBL is stated as either an area dose, μC/cm2, a linear dose, pC/cm, or both. 

Abbreviations used: IPA is Isopropyl Alcohol; TMAH is Tetramethylammonium 

Hydroxide; MCB is Mono Chlorobenzene; PMMA is Poly(Methyl Methacrylate); HSQ 

is Hydrogen silsesquioxane; MAPDST-MMA is (4-(methacryloyloxy)phenyl)-

dimethylsulfonium triflate; MAA is Methylacetoacetate; TOMCA4 is tetrakis(oxiran-2-

ylmethoxy)-tetra-tert-butylcalix[4]arene. 
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1.6 Simulation and Monte Carlo Modelling 

To develop new resist materials, it is necessary to understand the exposure mechanics and 

be able to simulate how a resist reacts during exposure. Using simulation in this way can 

reduce the time taken to develop new resists as it acts as a filter identifying suitable resists 

that can be investigated further through experimentation. Characterization of resists 

through experimentation is a time-consuming and expensive process and reducing this 

will increase the efficiency of the resist design process. To do this a Monte Carlo 

simulation for electron scattering in resist materials was developed.  

 Monte Carlo simulation is a modelling method which uses random numbers to 

determine solutions to numerical problems which have an outcome based on a probability 

distribution. The random numbers are used as inputs for the simulation, to compare 

probabilities of certain events occurring. Dating back as far as the 18th century, with 

Buffon’s Needle experiment [79], Monte Carlo methods have been essential to solving 

many physical problems.  

 Due to the stochastic nature of electron scattering Monte Carlo modelling is 

widely used to simulate electron trajectories in resist material to determine how a resist 

will react when being exposed during EBL. There are already programs that can simulate 

electron scattering in materials, CASINO [80] and Penelope [81] are examples of free 

electron scattering Monte Carlo software. Tracer [82] is a proprietary software designed, 

by GenISys, to work with Beamer pattern generator software to optimise the doses used 

on patterns. These programs work well providing a decent understanding of electron 

interaction in a variety of materials, however, there are some limitations. None of these 

programs work with SEs beyond first generation. However, many of the subsequent 

generations of low energy electrons are an important source of exposure and they are 

themselves are also responsible for the generation of more SEs. Also, some more complex 
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electron interactions such as Auger electrons are not considered which are an important 

source of SEs.  

1.7 Aims and Motivations 

In summary, research into new resist materials that can produce the target feature size 

whilst maintaining or even reducing processing time is vital to the semiconductor industry 

and this is the motivation for this work. This project initially intended to develop and 

investigate new resists based on a family of supramolecular organo-metallic resists for 

both EBL and IBL. However, beyond this the intention was to develop a resist design 

process which can be used as a platform for streamlining the development of new resists. 

This process relies on Monte Carlo simulation to suggest candidates for experimentation. 

It is necessary to rule out resists through simulation as it too expensive and time 

consuming to test them all. To do this a new Monte Carlo simulation with the ability to 

simulate both ions and electrons in a range of materials with the aim of estimating the 

lithographic outcomes was developed. A simulation named “EXCALIBUR” has been 

developed to meet this goal. 

 Research has also been undertaken to investigate novel 3D lithographic 

techniques and the characteristics of the newly developed resists which allow this. 

============================= NOTE ============================ 

The work contained in the following chapters are original and novel work developed for 

this thesis. 

============================================================== 
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To better understand electron beam lithography (EBL) it is important to be able to 

simulate and predict how electrons interact with the atoms and molecules of a material as 

they pass through it. As the incident electrons from the electron beam, also referred to as 

primary electrons (PEs), interact with a material they will undergo a variety of 

interactions which can generally be described as electron scattering. These scattering 

events may ionize atoms in the material generating secondary electrons (SEs) which will 

interact with the material in the same way as PEs albeit with lower energy. Understanding 
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how electrons scatter in materials is vital as it not only determines the trajectories of the 

electrons but also describes how the electrons lose their energy as they pass through the 

material. This transfer of energy is responsible for the ionization of atoms in the target 

material which leads to the breaking of bonds in molecules. This causes the chemical 

reactions and changes in solubility that contribute to the exposure of resists which is the 

underlying mechanic behind EBL. Therefore, the development of new materials and the 

refinement of exposure parameters that are essential to the advances of the semiconductor 

industry can be expedited with the use of EBL simulations. 

2.1 Monte Carlo Simulations for Electron Beam Lithography 

The use of Monte Carlo methods to simulate electron scattering is not new, with the first 

models and calculations being carried out in the 1960s [1]. Since the first simulations, 

and with the growth in access, availability, and power of computers, many electron 

scattering simulations have been developed for a wide range of applications. Whilst the 

number of simulations is numerous there are only a handful of established programs that 

are specifically designed with EBL in mind. These programs allow for the handling of 

multiple layers of resist and substrate materials and electron energy ranges suitable for 

EBL systems. 

 The purpose of simulation for designing and developing new resist materials is to 

remove some of the guess work involved in identifying suitable materials. Without 

simulation, resist development is based on knowledge of prior research and materials and 

drawing from adjacent lithography and fabrication techniques. This scatter gun approach 

is not only financially expensive but also time expensive. To fully characterise a resist’s 

spin parameters, exposure parameters, lithographic performance and development regime 

can take many weeks and even months and days of equipment time. This does not include 

the time taken to synthesize the resist, which could involve complex and novel chemistry. 
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The benefit of using a simulation is that the sensitivity and resolution of a material can be 

predicted to identify candidates for synthesis and characterisation.  

 Two of the most widely used codes for lithographic applications are CASINO and 

TRACER [2, 3]. CASINO is a freely available program and TRACER is a proprietary 

software developed by GenISys. Both programs can successfully simulate electron beam 

exposures of materials, with TRACER going further with the ability to produce point 

spread functions that can be used in conjunction with BEAMER to predict exposure 

parameters with such features as proximity effect correction (PEC) [4]. This process uses 

simulated point spread functions of electrons in the resist to manipulate the exposure 

parameters and hence reduce process blur, maintaining the uniformity of the final 

structures. Whilst both pieces of software allow for the input of materials which are not 

already preprogramed, to develop new resists more control is needed over how the 

simulation handles new materials to understand how a change in resist chemistry could 

influence its lithographic performance. Both programs also produce electron trajectory 

plots, examples of which can be seen in Figure 2.1. Both plots show the scattering of the 

PEs and 1st generation high energy SEs, but they do not show the complete picture. To 

fully simulate the SE cascade, multiple generations of SEs at all energy ranges must be 

simulated. It is through understanding these cascades that the effect of these low energy 

SEs on different resist materials and the consequent relationship between sensitivity and 

resolution can be predicted. Another source of low energy SEs that are not considered are 

those emitted through the Auger effect. Like SEs the AEs have an important role to play 

as Auger emission can lead to cascades of electrons being emitted again increasing the 

exposure of the resist. Without these SEs, the current simulations lack the detail to 

develop new resist materials.  
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Figure 2.1 TRACER [3] and CASINO plot examples showing electron trajectories from 

scattering in materials. 

2.2 Electron Scattering Theory and Models 

There was a need for a new Monte Carlo simulation to be designed that could manipulate 

and combine, existing models to allow simulation of complex supramolecular structures 

and multicomponent resists. The aim when developing this code was to provide, as close 

as possible to, a complete picture of the trajectories of the PEs and the full SE cascade 

both spatially and energetically.  

 The main electron interactions that are considered in this model, shown in Figure 

2.2, are backscattered electrons, secondary electrons, and Auger electrons. No photon 

interactions are included in this model, the reasons, and considerations for this are 

discussed later.  

 Backscattered electrons (BSE) are PEs that undergo elastic collisions where the 

scattering angle is large enough such that the electrons are deflected back out of the resist. 

Alternatively, a PE may pass through the resist and substrate and undergo several 

interactions after which the electron is redirected out of the top of the resist.  

 Secondary electrons (SEs) are generated by inelastic collisions between an 

incident electron, either a PE or a SE with sufficient energy, and an orbital electron. If the 

energy transferred in the collision is not sufficient to ionize the atom and eject the SE, 

then the atom will be in an excited state where it has more energy than its ground state. 

This excess energy is released when the atom deexcites and a photon is released. The 

photons that are energetic enough to escape the resist and be detected, are usually x-rays.  
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Figure 2.2 The main electron interactions considered by the Monte Carlo model. This 

left image shows an inelastic scatter where a primary electron ionizes an atom ejecting 

a secondary electron. The middle shows the path of a primary electron that is 

backscattered due to the coulomb interaction between the nucleus of the atom and the 

primary electron. The right image shows two processes. Similarly, to the left image, a 

secondary electron is freed in a collision leaving a vacancy in an inner shell and in the 

following transition the excess energy is emitted as either a characteristic x-ray or an 

Auger Electron is emitted. 

These X-rays are characteristic to transitions between electron energy levels of specific 

atoms in the molecules of the resist [5]. They can be measured experimentally however 

they are not accounted for in this simulation.  

 The final interaction which is considered in the model is the emission of Auger 

Electrons (AEs). When an incident electron undergoes an inelastic collision, there is a 

chance that this collision is with an inner shell electron which is one with a higher binding  

energy and hence requires more energy to be ionized. If the interaction is of sufficient 

energy to cause an inner shell ionization, then this will leave an electron vacancy in a low 

energy electron shell which can be filled by an electron from a higher energy band. To do 

this the electron must lose energy by either transferring it to another orbital electron which 

is emitted from the atom as an AE or the energy is released as a characteristic X-ray. The 

shell from which an AE is emitted will now have a vacancy and if there any higher shell 

orbitals that can fill this vacancy then a similar transition will occur. This can mean the 
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ionization of an inner shell electron may lead to a cascade effect of AEs being emitted 

[6].  

2.2.1 Fast Electron Scattering Model 

The “fast” electron scattering model follows Joy’s model for electron scattering [7]. For 

this model, the electrons are considered to be fast when their energies are E > 100 eV. 

The first equations that need to be considered are the elastic and inelastic scattering cross 

sections as they will determine how far an electron will travel in the resist before a 

collision i.e. the mean free path. Firstly, the elastic scattering cross section is given by,  

𝜎𝑒𝑙𝑎𝑠𝑡𝑖𝑐 = 5.21 × 10
−21

𝑍2

𝐸2
4𝜋

𝛼(1 + 𝛼)
(
𝐸 + 511

𝐸 + 1024
)
2

2.1  

where Z is the effective atomic number of the target molecule, E is the energy of the 

incident electron and α is the coulomb screening factor. The screening factor accounts for 

the screening of the charge of the atom’s nucleus by the cloud of orbiting electrons. It is 

found using the following expression, 

𝛼 = 3.4 × 10−3
𝑍0.67

𝐸
2.2 

The scattering cross section determines the probability that an electron of energy, E, will 

undergo an elastic collision and scatter. The distance the electron will travel before such 

a collision is known as the mean free path, λ, which is given by, 

𝜆𝑒𝑙𝑎𝑠𝑡𝑖𝑐 =
𝐴

𝑁𝐴𝜌𝜎𝑒𝑙𝑎𝑠𝑡𝑖𝑐
2.3 

where A is the molecular weight of the target molecule, NA is the Avogadro’s constant 

and ρ is the density.  

 The second scattering scenario are inelastic collisions. This is an event where 

energy is transferred from the incident electron to an orbital electron ionizing the atom 

and releasing an SE. The differential cross section for inelastic scattering collisions is 

given by, 
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𝑑𝜎𝑖𝑛𝑒𝑙𝑎𝑠𝑡𝑖𝑐
𝑑Ω

=
𝜋𝑒4

𝐸2
(
1

Ω2
+

1

(1 − Ω)2
) 2.4 

where E is the initial energy of the PE. After this interaction the PE and the SE will be 

indistinguishable so the one with the highest energy is taken to be the PE. Ω is the fraction 

of the incident energy that is transferred to the SE such that the SE will have an energy 

of ΩE and the PE will have an energy of (1-Ω)E. This restricts Ω to having values in the 

range 0 < Ω < 0.5, but as Equation 2.4 has asymptotic behaviour as Ω approaches zero 

then a nominally small cut-off limit is used for example ΩC = 0.01 which occludes this 

asymptotic behaviour without cutting out too much of the potential SE cascade. The 

inelastic cross section can then be found by integrating the differential cross section and 

therefore the mean free path is then given by, 

𝜆𝑖𝑛𝑒𝑙𝑎𝑠𝑡𝑖𝑐 =
𝐴

𝑁𝐴𝑍𝜌𝜎𝑖𝑛𝑒𝑙𝑎𝑠𝑡𝑖𝑐
2.5 

The additional Z term used here when compared to Equation 2.3 is to account for the 

number of electrons present in the atom. The total mean free path for an electron moving 

in a material, which is the average distance an electron will move before colliding either 

elastically or inelastically can be found by, 

1

𝜆𝑡𝑜𝑡𝑎𝑙
=
1

𝜆𝑒𝑙
+
1

𝜆𝑖𝑛
2.6 

While the mean free path is the average distance that an electron will travel, an estimate 

of the actual distance travelled can be found using random sampling, 

𝑠𝑡𝑒𝑝 = −𝜆lnRND 2.7 

where step is the distance the electron travels and RND is a randomly generated number 

between 0 ≤ RND ≤ 1.  

 As an electron travels through the material, it will slowly lose energy. This model 

uses a constant energy loss model derived by Joy and Luo [8] which is based on the Bethe 

semi-empirical stopping power which defines the stopping power of the material,  
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𝑑𝐸

𝑑𝑆
= −78500

𝑍

𝐴𝐸
ln (1.166

𝐸 + 0.85𝐽

𝐽
) 2.8 

where 𝑑𝐸/𝑑𝑆 is the stopping power; E is the energy of the electron; Z is the effective 

atomic number and A is the molecular weight of the material; J is the mean ionization 

potential. The mean ionization potential is given by, 

𝐽 = [9.76𝑍 +
58.5

𝑍0.19
] × 10−3   keV 2.9 

Once an electron has undergone a collision it will be deflected. The method of calculating 

these scattering angles is different for elastic and inelastic collisions. For elastic collisions 

the scattering angles are given by, 

𝜙 = cos−1 (1 −
2𝛼RND1

1 + 𝛼 − RND1
)              2.10 

𝜓 = 2𝜋RND2 2.11 

where ϕ and ψ are the scattering angles that are shown in Figure 2.3, and α is the screening 

factor (Equation 2.2), and RND1 and RND2 are randomly generated numbers. For 

inelastic scattering the PE is deflected by angle of α which is given by, 

sin2 𝛼 =
2Ω

2 + 𝑡 − 𝑡Ω
2.12 

where t is the kinetic energy to mass ratio (𝐸K/𝑚𝑒) and, as before, Ω is the fraction of 

energy transferred from the PE to the SE. The SE is generated at an angle of γ which is 

given by, 

sin2 𝛾 =
2(1 − Ω)

2 + 𝑡Ω
2.13 

An expression for Ω is given by, 

Ω =
1

1000 − 998RND
2.14 

Using this equation to calculate Ω, it can be seen ~90% of SEs generated have an energy 

fraction of Ω < 0.01. This means that, due to such a small amount of energy being 

transferred to the SE, to conserve momentum the deflection angle for the PE will be small 
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on the order of 1-4°. Therefore, the much lower energy SEs are generated at an almost 

perpendicular angle (84-88°). This is important as it provides an insight into how SEs 

expose the resist. The perpendicular angle means that SEs provide a lateral exposure of 

the resist leading to proximity effects and broadening of structures. But their low energies 

also mean that they have a much higher chance of undergoing inelastic collisions 

exposing the resist. Therefore, SE generation is important for resist sensitivity but can 

lower resolution if the SEs are not controlled. 

 

Figure 2.3 Schematic for the scattering angles for elastic scattering on the left and 

inelastic scattering on the right. The elastic scattering diagram shows the full 3D 

scatter with azimuthal angels. The inelastic scattering diagram also shows the 

generation angle Secondary Electrons relative to the primary electron trajectory. 

2.2.2 Low Energy Quantum Model 

The previous section has shown that while few PEs may drop below the 100 eV cut off 

for the ‘fast’ scattering model, within the resist layer, many of the SEs are generated at 

energies with an energy fraction of Ω < 0.01 meaning that depending on the initial energy, 

they will be below the 100 eV threshold. This means that a low energy model is required 
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to simulate the full extent of these “slow” (low energy) SEs. The following model 

described here is based on a quantum scattering model derived by J. J. Sakurai [9]. This 

derivation uses the Born approximation for wave scattering, treating the incoming 

electron as a wave scattering off the atom which is treated as a hard sphere. Due to the 

low energy of the electrons considered by this model (<100 eV) the chance of an electron 

scattering elastically is greatly reduced in comparison to the higher energy model and can 

be ignored. Therefore, all collisions will be assumed to be inelastic collisions. This means 

that these low energy interactions will account for a large proportion of SE cascade.  

The inelastic scattering cross section is given by, 

𝜎 =
4𝜋

𝑘2
∑(2𝑙 + 1) sin2(𝑘𝑎)2𝑙+1
∞

𝑙=0

2.15 

This is expanded for the first four dominant terms of l, the orbital angular momentum 

quantum number (l=0,1,2,3 or l=s,p,d,f), giving, 

 𝜎 =
4𝜋

𝑘2
(sin2(𝑘𝑎) + 3 sin2(𝑘𝑎)3 + 5 sin2(𝑘𝑎)5 + 7 sin2(𝑘𝑎)7) 2.16 

where k is the wavenumber which is given by, 

𝑘 =
√2𝑀𝐸

ℏ
2.17 

and a was estimated to be ~0.025 nm (the atomic radius of Carbon) using the Thomas-

Fermi atomic radius approximation, 

𝑎 = 0.468𝑍−
1
3  Å 2.18 

As with the fast scattering model the mean free path is calculated using Equation 2.5. The 

scattering angles for these collisions are calculated using the following equations. Ψ the 

azimuthal angle is calculated, as before, using Equation 2.11. In cases where s-wave 

scattering is dominant ϕs is given by, 

𝜙𝑠 = 2𝜋RND 2.19 
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However, when higher terms of l are included as in Equation 2.16, this formula, which 

assumes spherical symmetry, can no longer be used. Consequently, for these higher order 

waves the scattering angle is given by, 

𝜙𝑝 = 2 sin−1(exp(−3RND)) 2.20 

 

The total scattering angle can then be calculated as a weighted average of the two angles 

giving, 

𝜙 =
1

𝑘𝑎 + (𝑘𝑎)2
(𝑘𝑎𝜙𝑠 + (𝑘𝑎)

2𝜙𝑝) 2.21 

A method for determining energy transfer to SEs was suggested by Joy, 

𝐸′ = 𝐸√𝑅𝑁𝐷 2.22 

𝐸′′ = 𝐸(1 − √𝑅𝑁𝐷) 2.23 

where E is the energy of the incident electron and E’ is its energy after the collision. E’’ 

is the energy given to the SE generated in the collision. 

2.2.3 Auger Electron Generation 

The generation of Auger electrons, as previously explained in section 2.2, is an important 

mechanic for the generation of SEs. The SEs generated from these events have low 

energy, compared to primary electrons, and therefore will be responsible for further chain 

reactions of inelastic scattering events generating more SEs. Thus, the addition of an 

Auger model will increase the ability of the model to simulate the full extent of SE 

generation. Auger electron emission requires an ionization of the inner shells of an atom. 

The cross section used for inner shell ionizations is the Casnati cross section [10] which 

is given by, 

𝜎𝑐 =
𝑎0
2𝐹𝑅2𝐴𝐵ln𝑈

𝑈𝐸𝑈
2 2.24 

Where a0 = 5.292x10-11 m, which is the Bohr radius, R is the Rydberg unit of energy R = 

13.606 eV and U is the overvoltage ratio given by U=E/EU. E is the initial energy of the 
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incident electron and EU is the electron binding energy of the inner shell electron. F is a 

relativistic correction given by the following equation [11], 

𝐹 = (
2 + 𝐽

2 + 𝑇
) (
1 + 𝑇

1 + 𝐽
)
2

× [
(𝐽 + 𝑇)(2 + 𝑇)(1 + 𝐽)2

𝑇(2 + 𝑇)(1 + 𝐽)2 + 𝐽(2 + 𝐽)
]

3
2

2.25 

 

where, 

𝐽 =
𝐸𝑈
𝑚𝑒𝑐

2
2.26 

𝑇 = 𝑈𝐽 2.27 

A and B are fitting parameters given by,  

𝐴 = (
𝐸𝑈
𝑅
)
𝑑

2.28 

𝐵 = 10.57 exp (−
1.736

𝑈
+
0.317

𝑈2
) 2.29 

𝑑 = −0.0318 +
0.3160

𝑈
−
0.1135

𝑈2
2.30 

As discussed by Seah [12], whilst the Gryzinski cross section provides better accuracy 

for the range 4 ≤ U ≤ 15 it is found to be too low by 10% for both U < 4 and U > 15 hence 

the preference for the Casnati cross section. 

 If the incoming electron successfully strikes out an inner shell electron, then an 

outer shell electron will fill this vacancy. In doing so it will need to lose energy which it 

will either pass to another orbital electron or an x-ray will be emitted. To determine the 

probability of an AE being emitted from a vacated shell the following equation may be 

used [13], 

𝛾𝐴𝑋 = 1 −
𝑍4

𝑍4 + 𝑍0
4

{
 

 
𝑍0 = 32.4, 𝑋 = 𝐾

𝑍0 = 89.4, 𝑋 = 𝐿
𝑍0 = 155.9, 𝑋 = 𝑀

𝑍0 = 300, 𝑋 = 𝑁

2.31 
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where Z is the atomic number of the atom in which the Auger transition is occurring. If 

the electron does not come through one of these transitions, then it can be assumed that 

an x-ray is emitted instead. 

2.3 Building a Simulation 

Using the theory laid out in section 2.2 it was possible to build a simulation. The 

simulation has been given the name EXCALIBUR which stands for EXposure 

CALculations with Ion Beams for Understanding Resists. The scripts that control the 

simulation were written in Python due to its simplicity and the availability of libraries. 

The scattering model described is not a perfect model of reality and some assumptions 

must be made to simplify the simulation and so it could be constructed in a way that is 

more applicable to the research environment and investigations for which it was designed. 

These assumptions are as follows, 

❖ Material layers are infinite x-y planes with a thickness in z. 

❖ Electrons that are backscattered out of the resist or transmitted out through the 

bottom of the substrate are considered to be terminated and no longer tracked.  

❖ Electrons are tracked for the energy range Ebeam < Energy < EC-C, where Ebeam is 

the beam energy of the simulation and EC-C is the carbon-carbon bond energy, 3.6 

eV. 

❖ Above 100 eV electrons are treated classically using the fast electron model and 

below this limit electrons are treated using the slow electron model. 

❖ Electrons are tracked by storing the coordinates of interactions, the energy after 

this interaction and the direction in which it will be travelling in the next step after 

scattering i.e. (x, y, z, Energy, x direction, y direction, z direction) 

❖ The beam is considered to have a gaussian profile and hence PEs are distributed 

normally around the central point of exposure with a standard deviation that is 

determined by the spot size of the beam. 
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With these assumptions considered the overall architecture of the simulations is as 

follows: 

1. Define layers and materials 

2. Define patterns 

3. Setup electron beam: energy, dose (or number of incident electrons), spot size. 

4. Simulate PEs for each pattern point by point: record trajectories as coordinates 

and initial positions of any SEs and AEs generated. 

5. Simulate SE Generations: record trajectories as coordinates and initial positions 

of any SEs and AEs for the next generation of the cascade. 

6. Calculate energy deposit matrix: divide the resist up into cubes and sum all energy 

deposited in that box by any electrons passing through or any inelastic collisions 

occurring in the box. 

7. Plot and output trajectory data 

The process of tracking electrons is shown in more detail in Figure 2.4. This loop is used 

for PEs, after all the PEs have been simulated then the SEs can be tracked using a 

truncated version of the loop that does not require the materials to be redefined. The loop 

is also simplified as it has no consideration for where the electron is in the layer matrix 

i.e. what material it is in or if it has left the matrix through either backscattering or 

transmission. This check is carried out at the start of a step and also at the end of a step 

to determine if the electron has crossed an interface between layers. If an electron crosses 

an interface, then the step is shortened to the point it crosses the boundary and a new step 

is calculated based on the parameters of the material into which it is transferring. 

 Also omitted from Figure 2.4 is the Auger model. As the propagation of the 

electron is not dependant on this process it was emitted, however, every time there is an 

inelastic collision a check occurs to determine if the ionization occurs in an inner shell 
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and then the possibility of AE being emitted from the shell and the energy that such an 

electron would be emitted with. 
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2.4 Modelling Resists 

Before running EXCALIBUR, the parameters of the materials, including any resists and 

substrates, are needed. The main material properties required are; ‘Z’ which is the 

effective atomic number of the molecule; ‘A’ which is the molecular weight of the 

molecule given in g/mol; ‘ρ’ which is the density of the molecule or material given in 

g/cm3; ‘J’ which is the minimum ionization potential of the molecule given in keV 

(Equation 2.9) and the molecular formula for of the molecule. Some examples of 

conventional resist and substrate materials used for demonstration are given in the table 

below.  

Table 2.1 A table molecular formula and simulation parameters for some example resists 

used in lithography. 

Name Formula 

Effective 

Atomic 

Number, Z 

Molecular 

Weight, A, 

(g/mol) 

Density, ρ, 

(g/cm3) 

PMMA (C5O2H8)n 5.85 100.12(monomer) 1.18 

HSQ H8Si8O12 10.85 424.74 1.325 

UoM 

Resist 
Cr8F8(O2C5H9)16 9.02 2185.88 1.21 

Silicon Si 14 28 1.44 

The effective Z of a material is the weighted atomic number of a molecule and can be 

calculated simply from the chemical formula, for example, for a molecule with the 

formula OaCbHc the total atomic number is found by, 

𝑍𝑡𝑜𝑡𝑎𝑙 = 𝑍𝑂𝑎 + 𝑍𝐶𝑏 + 𝑍𝐻𝑐 2.32 

The contribution of each atom of the molecule to the overall atomic number can then be 

found by, 

𝑍𝑒𝑓𝑓 = 𝑍0
𝑍𝑂𝑎

𝑍𝑡𝑜𝑡𝑎𝑙
+ 𝑍𝐶

𝑍𝐶𝑏

𝑍𝑡𝑜𝑡𝑎𝑙
+ 𝑍𝐻

𝑍𝐻𝑐

𝑍𝑡𝑜𝑡𝑎𝑙
2.33 

The model allows for additive to be added to a resist material to allow for the simulation 

of composite resists and materials. These molecules can be added to the resist using the 
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same parameters as before and a ratio of the amount of additive compared to the main 

molecule. This method can also be used to break down a larger molecule into modular 

parts which can be changed for other molecules.  

 If a molecule has exposed double bonds in its structure such alkene (C=C) or 

carbonyl (C=O) then they can be counted for the molecule. These exposed double bonds 

are important because when they are struck by an electron, they have a chance to emit 

two SEs [14]. This means that a molecule with exposed double bonds has more potential 

to generate SEs compared to a molecule with the same properties which has no exposed 

double bonds. 

2.5 Results 

To demonstrate the data produced by EXCALIBUR, a comparison of the three resist 

materials described in Table 2.1 was carried out. These resists were the common resists 

PMMA and HSQ, chosen due to the extensive catalogue of available data which exists 

for these materials and a chromium ring resist ([Cr8F8(O2C
tBu)16]) developed at the 

University of Manchester and will be referred to as UoM Resist [15]. This is a generic 

example of the metal organic negative tone resists investigated and developed in this 

thesis (Chapter 3). For simplicity all the resists were simulated as 50 nm thick layers on 

a silicon substrate, with a PE beam energy of 30 keV and with an exposure of 10,000 

PE’s. The number of incident PEs was chosen as it corresponds to a line dose of 4000 

pC/cm which is more than the dose needed to expose the resists and it also ensures that 

sufficient SEs are generated in all the resists that with 200 re-runs there will a statistical 

error < 1%.  

 The first set of data that can be extracted from the model and perhaps the most 

important is the number of SEs that are generated in the resists. This data is shown in the 

Figure 2.5. By comparing the number of SEs that are generated in the resists the relative 

sensitivities can be compared.  
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Figure 2.5 A plot of the number SEs generated for HSQ, PMMA and the UoM resist 

over the range of 0 > E ≥ 100 keV. Each data point represents the average SEs 

generated from simulating 10,000 PEs repeated 200 times. 

Evidently PMMA is the most sensitive of the three resists producing more SEs than both 

HSQ and the UoM resist. This is not surprising as the dose required to expose PMMA in 

experimental conditions is the lowest of the three. At 30 kV the doses for the materials 

are 440 pC/cm for PMMA, 2000 pC/cm for HSQ and 28000 pC/cm for UoM Resist [16, 

17, 15]. At 30 keV PMMA produces 9.5 times more electrons than HSQ and 130 times 

more electrons than the UoM resist. When compared with the doses of the materials these 

values show a trend and an ability to predict the relative sensitivities of materials when 

compared to each other. This method is limited in accuracy when comparing the expected 

doses of resist materials as the exposure dose of a material is a complex processing 

parameter relying on a number of factors, the most effectual of which is the developer 

regime which can lead to wildly varying doses depending on the developer used. 
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Alongside the total number of electrons generated it is also possible to record in which 

generation of the SE cascade these electrons were generated. The breakdown of the 

cascades for the three resists are shown in Figure 2.6. It is evident that >95% of all SEs 

are generated by other SEs rather than the PEs. This is due to much lower energy of the 

SEs compared to the PEs which means that they enter the slow electron model much more 

promptly than the PEs most of which will pass out of the resist before they can lose 

enough energy to pass below the threshold. 

 

Figure 2.6 A plot of the number of SEs generated for each generation of the SE cascade 

for PMMA, HSQ and the UoM resist.  

The coordinate data recorded by EXCALIBUR can be used to reproduce the trajectories 

of the electrons in the resist and substrate. These trajectory plots are plotted in real 3D 

space using MATLAB and the profile view of these plots are shown in Figure 2.7.a-c. 

The profile views are useful for single spot exposures as they show the spread of the 

primary beam due to scattering as well as the proximity exposure caused by the lateral 

spread of the SEs in the resist. From these plots the effect of the resists’ parameters on 
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the electrons can be observed, as per Equation 2.3 and 2.5 as the density of the material 

increases then it would be expected that the mean free path would decrease meaning more 

collisions and hence more SEs, however, this is countered by increasing the atomic 

weight of the material. Therefore, even though HSQ and the UoM resist have larger 

densities than PMMA, their larger atomic weights lead to the larger mean free paths 

overall.  

 

Figure 2.7 (Top row) Electron trajectory plots generated using EXCALIBUR for 50 nm 

of (a) PMMA (b) HSQ and (c) UoM resist on 50 nm of silicon. Each simulation was run 

using an input of 10,000 PEs at an energy of 30 keV. (Bottom row) 2D X-Z energy 

deposit plots for (d) PMMA (e) HSQ and (f) UoM, generated from the same simulations 

used for (a-c). 

This also explains the lateral scattering that can be seen in the plots. In the HSQ and the 

UoM resist the SEs will travel much further than in the PMMA before scattering.  A 

higher effective Z leads to a larger stopping power and a smaller inelastic mean free path. 

This again helps increase the sensitivity of the HSQ and the UoM resist. One feature that 

a b c 

d e f 
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the PMMA has that neither the HSQ nor the UoM resist have, is the exposed carbonyl 

group which again explains the increased sensitivity of the PMMA.  

EXCALIBUR can also produce energy deposit plots to show where the energy from the 

electrons is being deposited in the resist through their constant energy loss due to the 

stopping power and inelastic collisions. For the three resists, the energy deposit heat maps 

are shown in Figure 2.7.d-f in the same profile view as the trajectory plots.  

 The 2D X-Z heat maps shown here are a flattened 3D plots where all the energy 

deposits in the Y plane are stacked into one cell. It is useful to compare these plots with 

the trajectory plots as is shows that even though the mean free path for the lower 

sensitivity resists is increased compared to PMMA, and therefore the lateral spread of 

SEs is larger, the energy deposited in the resist by these electrons is much less. This is 

what gives the HSQ and the UoM resist a higher resolution, as it is the depositing of the 

energy in the resist that is exposing the resist. 

 Understanding the results of this model compared to an established model will 

always be difficult however as a qualitive comparison Figure 5.x shows scattering 

trajectory plots produced using both CASINO and EXCALIBUR. The plots have been 

produced with primary beam energies of 30, 10 and 5 KeV and all were simulated using 

10,000 electrons in Silicon. The plots show good agreement between the two models in 

terms of the spatial dispersion of the electron trajectories, however it is clear to see where 

the models differ. CASINO focuses on identifying backscattered electrons which are 

shown in red on the trajectory plots and EXCALIBUR shows the generations of SEs that 

are not tracked by CASINO. 
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Figure 2.8 (Top row) Electron trajectory plots generated using CASINO in 100 nm of 

Silicon at beam acceleration voltages of 30, 10 & 5 kV. (Bottom row) Electron 

trajectory plots generated using EXCALIBUR in 100 nm of Silicon at beam acceleration 

voltages of 30, 10 & 5 kV. Each simulation was run using an input of 10,000 PEs. 

2.6 Summary 

The benefit of developing a simulation such as EXCALIBUR is that it provides an insight 

into the exposure of resist materials that helps streamline the resist development process. 

The time to simulate a new resist material is on the order of hours as opposed to the weeks 

needed to test a new material. Testing a new material involves finding a suitable casting 

solvent and determining spin parameters, then characterising the lithographic limits for 

dose and resolution and finally identifying a developing solvent and optimising the 

development process. This whole chain can take several weeks. If the new resist isn’t 

already synthesised and the synthesis requires novel chemistry, then the whole time taken 

can be in the order of months. This shows the benefit that developing this simulation has 

on identifying new resists. Being able to predict the sensitivity of a proposed resist before 
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synthesis has even begun allows the development to be much more targeted, and the study 

can home in on the best candidate first.   

There are, however, some drawbacks to this model. While certain lithographic parameters 

such as resolution can be simulated, the dose of a material is not solely reliant on the 

sensitivity of the material to exposure by electrons.  Development after exposure will 

prove to problematic for the prediction of dose, as the intrinsic sensitivity of the resist to 

is not the same as dose after development. The amount of exposure that a resist needs will 

change depending on the developer used and therefore this cannot currently be accounted 

for. 
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The current generation of semiconductor manufacturing uses techniques and materials 

that have been developed side by side. Whilst the techniques may change more slowly, 

as with the current shift from 193 nm photolithography to EUVL, there is always a 

constant factor that drives scaling and that is the photomasks used to pattern the resists. 

As manufacturers are pushing to fully optimise this fabrication process the features 

demanded are becoming ever more complex and most importantly smaller. This reduction 

in size, is the first requirement needed from photomasks. Photomasks must be made using 

direct write lithography methods with electron beam lithography (EBL) being used for 
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27.6% of all masks and laser writing accounting for the rest [1]. However, as photomasks 

are needing higher resolutions the demand for EBL is also increasing. This also means 

that new resist materials are needed that can be patterned to structures on the order of 10 

nm which is approximately the wavelength of EUV light as sub wavelength patterning is 

not currently being employed [2]. However current state of the art manufacturing targets 

for the latest EUV photomasks is 10 nm half pitch with the on-mask features being 4 

times larger [3]. 

  The second important relationship between photomasks and resists is time taken 

to manufacture photomasks. To maintain a high throughput of mask production resists 

must be sensitive enough to bring the exposure times low enough to meet this demand, 

where the current state of the art is 10 hours per mask at with a 20 nm feature size [4]. 

The sensitivity of a resist is determined by its dose, the more sensitive the lower the dose 

needed to expose it and the shorter exposure time needed. 

 Finally, the third relationship is reproducibility. The lithographic process needs to 

be consistent to maintain a high yield of mask production with as few defects as possible. 

The metric that is used to define a resist’s ability to produce defect free structures is the 

line edge roughness (LER). This is a measure of how much the edge of structure deviates 

from the intended edge of the structure. It is these deviations that can cause defects if they 

become too large.  

 Together these three parameters; resolution, sensitivity and LER, form a trade-

off, shown in Figure 3.1, that must be considered when designing any new resist material. 

Resist materials tend to fall into two categories the first being the high resolution, high 

dose resists shown by Resist 1 and the second type are low dose, low resolution resists 

shown by Resist 2. The optimal, target resist is a combination of the high resolution of 

Resist 1 and the low dose of Resist 2. By using a sub optimal resist as a starting point the 

aim of resist development is to change the chemistry and the processing of a resist to 



74 

 

move toward the target resist. To do this a combination of simulation, to identify potential 

improvements to resist formulation, and experimentation, to confirm the improvement 

and optimise the lithographic processing, can be used. 

 

Figure 3.1. The resist trade-off triangle showing the relationship between the dose, 

pitch and LER. Shown in green is the optimal target resist, shown in red is a high 

resolution, high dose resist and shown in yellow is a low-resolution low dose resist.  

3.1 Supramolecular Resists: A Modular Resist Platform 

In this chapter a resist which fell into the ultra-high resolution, but high dose category 

was used as a starting point, with the aim being to use simulation and experimentation to 

improve the sensitivity of the resist. To this end a family of modular resists based on 

metal-organic molecules was developed, an example of which is shown in Figure 3.2. A 

modular resist is a framework for resist design where a family of resists can be developed 

which have the same basic structure and chemistry but with changeable ligands. This can, 

in theory, control a resist’s solubility and sensitivity without affecting the lithographic 

resolution and structure quality. The concept of modular resists was an essential focus 
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when developing these new resists as this allows a resist to be adapted to a range of 

situations without the need for a complete overhaul of synthesis which can take months 

of work.  

 

Figure 3.2. An example of a modular resist with the main components highlighted. 

There are four main components that can make up the modular resists. First, is the metallic 

core which acts as the backbone of the resists to which all the other components are 

attached. Second, is the main ligand which is attached to the core of the ring and gives it 

solubility. Third, is the counter-ion which stabilizes heterometallic molecules but can also 

contain sensitivity increasing compounds. Finally, there are additional compounds that 
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can be added to the ring substituting for the main ligand. These additional substituents 

can increase sensitivity but often at the cost of solubility in the developing solvent which 

can decrease the final structure quality.  

 To simulate a resist in EXCALIBUR (Chapter 2) certain material parameters are 

needed. These material parameters are the effective atomic number, the density, the 

molecular weight, and the ionization potential of the material. Along with the energy of 

the electrons in the material determined by the initial beam acceleration voltage, these 

parameters control all the equations which govern the scattering of electrons in the 

material. The successful development of a new resist relies on understanding these 

parameters.  

 By increasing the effective atomic number there will be an increase in both the 

elastic and inelastic cross sections and therefore a reduction in the mean free path. The 

increase in the scattering cross sections means that a primary electron (PE) entering the 

resist material will undergo more collisions whilst it is in the resist. This means that there 

will be an increase in inelastic events and therefore more secondary electrons (SEs) will 

be generated. Similarly, a reduced mean free path leads to a PE travelling shorter 

distances between collisions and will therefore undergo more collisions whilst in the 

resist. There will also be an increase in the stopping power of the resist and hence a PE 

will lose energy faster which will again lead to an increase in scattering cross sections 

further increasing the number of secondary electrons generated. Similar effects are 

experienced by secondary electrons. Also considering that the generation angle of the 

secondary electrons is close to perpendicular to the direction of the PE beam then the 

secondary electrons will expose the resist laterally. The reduction of the mean free path 

is beneficial as they will not travel as far in the resist reducing this lateral exposure which 

is responsible for broadening of structures and hence a reduction in resolution. This shows 

that a high effective atomic number is a vital property to ensure a high sensitivity. The 
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effective atomic number of a resist can be increased by the addition of heavy metallic 

elements and by limiting the number of organic molecules. 

 An increase in density will also cause a reduction in the mean free path of all 

electrons in the resist. This will lead to more collisions in the resist and hence an increased 

number of SEs will be generated. This again shows the benefit of large metallic atoms as 

they will generally increase the density of the resist. 

 Increasing the molecular weight has the opposite effect as the previous two 

properties. This is due to the mean free path being directly proportional and the stopping 

power of the resist being inversely proportional to the molecular weight. Consequently, 

larger molecules cause a decrease in the sensitivity. 

 The ionization potential of a molecule is intrinsically linked to its effective atomic 

number and so it can be changed in the same way. Figure 3.3 simplifies how changing 

these parameters will affect the lithographic potential of a resist.  

 

Figure 3.3 Material input parameters for EXCALIBUR and their overall effect on the 

sensitivity and resolution of the resist material.   

For the case of these supramolecular resists a higher sensitivity is needed to reduce the 

exposure dose and time. As these resists have low density and high molecular weight, 

then the sensitivity can be increased by either increasing the density or reducing the 

molecular weight. In the case of the density, adding more heavy metal ions will be 

beneficial and to reduce the molecular weight the molecule could be reduced in size.  

Sensitivity  

Resolution  

Atomic Number 

Sensitivity  

Resolution   

Sensitivity  

Resolution  

Density 

Sensitivity  

Resolution   

Sensitivity 

Resolution  

Molecular Weight 

Sensitivity 

Resolution  

Resolution  

Ionization 

Potential 

Resolution  



78 

 

3.2 Experimental Methodology 

3.2.1 Resist Preparation 

A material that has been identified through simulation as a potential resist will then need 

to be synthesised. This work, which can take many months of development as it often 

involves novel chemistry and formulations, is carried out by members of the molecular 

magnets group at the University of Manchester and product development scientists from 

Sci-Tron a spin out company from the University of Manchester. Once the resist has been 

synthesised it can be characterised chemically using nuclear magnetic resonance 

spectroscopy (NMR), elemental analysis, mass spectrometry and X-ray single crystal 

diffraction (XRD).  

 These analysis techniques give information on the purity, content, and molecular 

structure of a resist to confirm that the expected molecule has been synthesised and there 

are no impurities. Impurities such as precursor materials or by products of the reactions 

in synthesis can be removed using column chromatography and filtration. Once the resist 

has been isolated in a crystalline or powder form it is then ready to be dissolved in the 

casting solvent. This is an important step as often the solvents used for synthesis are not 

appropriate for spin coating. The choice of this solvent is important as it will affect the 

quality of the film formed during spin coating. Most importantly the solubility of a resist 

in different solvents will vary greatly. This affects the concentration of the solution, i.e. 

the amount of resist dissolved in the casting solvent, and therefore the thickness of the 

film produced by spin coating. Also, if the boiling point is too low then some of the 

solvent will be lost during processing and filtering, changing the concentration of the 

resist solution.  

 Once the resist is fully dissolved in the casting solvent it must be filtered to remove 

any particles and undissolved material from the solution which would decrease the quality 

of the resist films. The filters used in this work are PTFE syringe filters with a pore size 
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of 200 nm for small batches or vacuum filtration using 25 nm pore size membranes for 

larger quantities. The filtration removes any particles remaining from synthesis, such as 

undissolved material, or picked up from a non-cleanroom environment. Depending on the 

material this process may need to be repeated multiple times. 

3.2.2 Spin Coating 

Spin coating is the method of deposition most used to apply resist films to a range of 

substrate materials. The substrate used for these resists are polished Si wafers with a 

native oxide. The wafers have a thickness of 525 ± 20 µm with a diameter of 100 mm. To 

make the wafers easier to manage and process they are cleaved, using a tungsten carbide 

scribe, into smaller samples usually 10 x 10 mm or 20 x 20 mm.  

 It is important to remove any dust or debris that would reduce film quality; hence 

the samples are cleaned using an ultrasonic bath. Firstly, they are cleaned twice in acetone 

for 3 mins to remove any organic contamination, then they are cleaned in isopropyl 

alcohol (IPA) for 3 minutes to remove any remaining inorganic material and to wash 

away the acetone which would otherwise stain the silicon when it dries. Next, the samples 

are blown dry using compressed nitrogen to stop staining of the silicon as the solvent 

dries. The samples can also be soft baked to remove any residual solvent. 

 To spin coat the resist a sample is placed on the vacuum chuck of the spin coater 

which uses a vacuum to hold the sample still while it is spun at high spin speeds. The spin 

coater is then programmed with the spin routine. The spin routine used for testing the 

resists has an acceleration time of 5 seconds and a deceleration time of 2 seconds and a 

spin duration of 30 seconds. The spin duration is long enough for the excess resist solution 

to be spun off the sample and produce a uniform film. The spin speed varies depending 

on the sample size and the resist used and can be between 1000 and 8000 rpm. Using a 

pipette, the resist solution is applied to the chip and to avoid the solvent from evaporating 

from the resist, the spin coater is started immediately. Alternatively, the resist can be 
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dropped onto the chip whilst it is spinning. Once the spin coater has finished any 

remaining solvent must be removed from the film. The usual method to do this is to soft 

bake the sample on a hot plate set at a temperature appropriate for the boiling point of the 

casting solvent. Some resists, however, are thermally sensitive and will decompose if 

exposed to heat. Instead, the solvent can be removed by placing the samples into a 

vacuum, where, due to the low vapour pressures of the solvents, they will out gas from 

the sample.  

 In the work described here the whole process was carried out in an ISO 5 clean 

room to keep the samples as clean as possible when being processed. A comparison of a 

resist film with no contaminants from processing and one with visible defects in the film 

is shown in Figure 3.4.  

 

Figure 3.4 Photographs showing a clean defect free film (left) and a film with large 

defects caused by contaminant molecules (right). These are resist B films prepared 

using the same method described in the this section. The samples are both 10 x 10 mm 

wafer chips. 

As shown, the two films for the same material can produce very different results. From 

the left sample it is evident that there is some variation in thickness (change in colour) 

from the centre compared to the edge. Also, the edge bead, which is the strip that can be 

seen around the edge of the film, is an effect caused by the forces from the sharp edge of 

the sample and the shrinking of the film as it dries. Lower viscosity resist solutions and 

higher boiling temperature solvents will generally reduce the edge bead. In the sample on 
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the right of Figure 3.4 defects in the film can be seen caused by particles trapped in the 

film. These cause ‘comets’ which produce streaks in the film where the resist is blocked 

from spreading uniformly across the sample during spin coating. These particles could be 

from synthesis that were not removed in filtering or silicon fragments and dust from 

cleaving the wafers which were not removed during cleaning. 

3.2.3 Exposure and Development 

For EBL, three different modified SEM systems were used: an FEI Sirion, a LEO 1550 

and a Zeiss Sigma 300VP. All three systems are field emission SEMs (see Chapter 1.2.2) 

capable of producing sub 10 nm structures at a range of acceleration voltages from 1-30 

kV. The sample is placed on a holder which is then mounted into the main chamber of 

the SEM. The chamber is then pumped down to pressures in the region of 2×10-5 mbar. 

The electron beam can then be turned on at the required beam acceleration voltage, 30 

kV is used for writing as this is the highest acceleration voltage available and hence will 

have the lowest beam divergence. The beam is then focused and adjusted for astigmatism 

using a calibration standard (See Figure 3.5).  

 Once the beam is focused the beam current is measured, which, when using a 10 

µm aperture, is usually between 38-43 pA. It is necessary to measure the beam current so 

that the step size and the dwell time of the exposure pattern can be calculated to give the 

required dose. Control of the SEM is then switched over to the pattern generator. The 

pattern generator is an ELPHY Quantum system produced by RAITH [5]. Next the 

sample is exposed using a pattern designed to contain a range of doses and pitches. Once 

the writing is finished, the beam is switched off and the chamber can be vented, with dry 

nitrogen, to atmospheric pressure. The sample can then be developed using the 

developing solvent and dried using compressed air. Finally, the sample can be placed 

back into the SEM to be inspected and characterized.  
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Figure 3.5. An SEM image of the Chessy calibration standard, used to ensure the SEM 

is in focus before being used for exposure. 

3.3 Results: Designing Modular Resists 

A series of resists based on the modular approach to designing resists were developed for 

electron beam lithography. The resists discussed in this section and their material 

parameters are shown in Table 3.1. Also shown are the modular components of the resist 

and their percentage mass of the overall molecule to illustrate the changes between resists. 

 The family of resists that constitute the backbone of this work is the chromium 

ring family [6] which are organometallic rings made up of 8 metal atoms connected by 

fluorine atoms to form a ring. These rings are surrounded by carboxylate ligands which 

give the metallic rings solubility in common solvents. The first and most basic ring in this 

family is resist A which is a ring of 8 chromium atoms surrounded by 16 pivalates (ligand 

form of pivalic acid). This resist is the starting point for all the resists in this family and 

has been shown to have excellent resolution (when exposed at 100kV) and dry etch 

selectivity. 15 nm lines with a pitch of 40 nm were transferred into the silicon substrate 

showing an etch selectivity of 45:1 [7]. However, the dose for this resist was very large 
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requiring exposure doses of 61,000 μC/cm2 which reduces its viability as a resist for 

fabrication of devices or photomasks. Another point of note is the reduction in thickness 

between the film before exposure and the height of the final structures by a factor of 

approximately 5, which would normally be of concern but due to the high etch selectivity 

the expected reduction in maximum etch depth is avoided. Despite these issues, it 

provides a good starting point for an evolutionary chain of resists where the aim is to 

increase the sensitivity and hence reduce the dose whilst maintaining its resolution. The 

parameters that give the resist good resolution are its low density and large molecular 

weight as these parameters limit the scattering cross sections of electrons in the resist and 

hence reduce lateral exposure.   

 The first step to improve the resist was to add a diallylammonium cation at the 

centre of the ring. This gave resist B which has the formula 

[NH2(allyl)2][Cr7NiF8(O2CtBu)16] [8]. To make this step the chromium ring had to be 

changed to a heterometallic ring [9] by substituting a chromium atom for a nickel. This 

allows the inclusion of a counter ion to balance the charge of the ring. This counter ion 

can simply be a singly charged ion e.g., caesium, however, more complex organic 

molecules such as amines can be used. In this case the amine used is diallylamine, which 

is protonated during the synthesis to become a diallylammonium cation; the inclusion of 

this molecule is based on the common accelerators and sensitivity promoters used in 

commercial positive tone resists. In this case as with PMMA (Chapter 1.5), the hypothesis 

was that the alkene bonds on the diallylamine molecule would increase the sensitivity of 

the resist [10]. It would achieve this by acting as a source of secondary electrons and 

generating free radicals that would help destabilise the resist molecules and render them 

insoluble [11]. As the overall chemistry of resist B remains very similar compared to A 

it was predicted that the lithographic resolution would be unaffected whilst the sensitivity 

is increased. 
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 To further increase the sensitivity, heavy metal salts can be hung on the outside 

of the ring. The heavy elements added in this way greatly increase the effective atomic 

number of the molecule in this region effectively acting as scattering point and hence a 

localised area of SE generation. Also, due to their weight, they dominate the molecule 

increasing the density and hence greatly increasing SE generation. To add these heavy 

elements to the ring, a pivalate ligand had to be substituted with an iso-nicotinate bridge 

which then allowed HgCl2 (resist C: [NH2(allyl)2][Cr7NiF8(O2CtBu)15(O2CC5H4N-

HgCl2)]) and HgI2 (resist D: [NH2(allyl)2][Cr7NiF8(O2CtBu)15(O2CC5H4N-HgI2)]) to 

be attached to the ring. 

  Whilst the main purpose of this exploration of the modularity of the chromium 

ring family was to increase the sensitivity another approach that can be taken is to change 

the main ligand of the ring with the intention of changing the solubility of the resist to 

allow it to be processed in different solvents. To allow the solubility of the resist in 

anisole, the pivalate ligand was replaced with the benzoate ligand which would allow for 

the possibilities of the formulation of composites with PMMA. This led to the creation of 

resist E: [NH2(allyl)2][Cr7NiF8(C6H5COO)16]. The reason a composite of this resist with 

PMMA is desirable, is that adding a resist such as this with its metal core could potentially 

increase the etch resistance. A foreseeable problem, however, with the inclusion of the 

benzoate, is that the phenyl rings that are being placed on the outside of the ring act as 

electron sinks, absorbing electrons and hence increasing the required exposure dose [12, 

13]. The absorbing of the SEs by the phenyl rings also has the desirable effect of reducing 

the proximity exposure which will increase the resolution.  

 One of the main factors limiting the sensitivity of the chromium ring resist family 

is the large molecular weight and the relatively low density of the resist due to its 

geometry. Instead, an alternate direction, that was predicted to increase sensitivity, was 

to reduce the overall size of the molecule. A molecule that could fulfil this role whilst 
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maintaining the opportunity for potential modular chemistry, was a chromium triangle. 

Whilst a homometallic {Cr3} triangle resist was synthetically possible; it was not possible 

to spin coat due to the presence of external counter ions (not contained within or attached 

to the molecule) in the solution. These counter ions greatly reduced film quality meaning 

the first resist had to be a heterometallic triangle. Resist F is a chromium triangle with a 

substituted nickel. Similarly, to resists A - D the main ligand for F is a pivalate. Unlike 

the chromium ring, the triangle has free sites that extra ligands can be attached to without 

the need for a substitution of the main ligand. Following the success of the addition of the 

diallylammonium to the chromium ring resists, a ligand with an exposed alkene bond was 

chosen to increase the sensitivity of the resist. This molecule was vinyl-pyridine (VinPyr) 

and therefore the full formula for F is [Cr2NiO(O2CtBu)6(VinPyr)3]. 

 Another direction that could be taken was to change the metal that makes up the 

core ring of the molecule. To this end an indium ring (resist G: 

[NH2(allyl)2][In7NiF8(O2CtBu)16]) was developed [14]. Indium was chosen due to its 

much higher atomic number compared to chromium and its sensitivity to other exposure 

sources such as EUV. Like the chromium ring resists (B - D) this indium ring has a 

pivalate as its main carboxylate ligand and a diallylammonium as the counter ion. The 

switch from chromium to indium will increase both the effective atomic number and the 

density of the molecule. This means as per section 3.1, the probability of scattering and 

the stopping power of electrons in the resist will be increased which will lead to more SEs 

being generated and therefore an increase in sensitivity. 
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Table 3.1 A table of resists A – G showing their molecular structures and simulation 

values: effective atomic number - Zeff, molecular weight - A, density - ρ and mean 

ionization potential - J. Also shown are the modular components of the resist molecules 

and their simulation values. The percentage values in the component column are the 

weight percentage of each component as a fraction of the total molecule. *density values 

for the core components are not known as this cannot exists as its own compound, 

therefore overall values of the molecule were used. 

Resist Component Name/Formula Zeff 
A  

(g/mol) 

ρ  

(g/cm3) 

J  

(keV) 

A / Cr8F8(O2CtBu)16 9.03 2186 1.21 0.127 

 
Core 

(25.98%) 

 

Cr8F8 

19.91 568.0 1.21* 0.227 

 
Ligand (R) 

(74.02%)  

Pivalate (O2C5H9) 

5.76 101.1 0.90 0.098 
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Table 3.1 Continued 

B / 
[NH2(allyl)2] 

[Cr7NiF8(O2CtBu)16] 
8.99 2289 1.27 0.126 

 
Core 

(25.10%) 

 

Cr7NiF8 

20.39 574.7 1.27* 0.232 

 
Ligand (R) 

(70.66%)  

pivalate (O2C5H9) 

5.76 101.1 0.90 0.098 

 
Counter-ion 

(X) (4.24%) 
 

diallylammonium 

(NC6H11) 

5.11 97.2 0.76 0.093 

C / 

[NH2(allyl)2] 

[Cr7NiF8(O2CtBu)15 

(O2CC5H4N-HgCl2)] 

13.50 2582 1.43 0.167 

 
Core 

(22.25%) 

 

Cr7NiF8 

20.39 574.7 1.43* 0.232 

 
Ligand (R) 

(58.74%)  

pivalate (O2C5H9) 

5.76 101.1 0.90 0.098 
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Table 3.1 Continued 

 
Counter-Ion 

(X) (3.76%) 
 

diallylammonium 

(NC6H11) 

5.11 97.2 0.76 0.093 

 

Additional 

(R) 

(15.24%) 
 

isonicotinate bridge + 

HgCl2 (NC6O2H4HgCl2) 

41.67 393.6 2.19 0.435 

D / 

[NH2(allyl)2] 

[Cr7NiF8(O2CtBu)15 

(O2CC5H4N-HgI2)] 

16.41 2765 1.53 0.194 

 
Core 

(20.78%) 

 

Cr7NiF8 

20.39 574.7 1.53* 0.232 

 
Ligand (R) 

(54.86%)  

pivalate (O2C5H9) 

5.76 101.1 0.90 0.098 

 
Counter-Ion 

(X) (3.51%) 
 

diallylammonium 

(NC6H11) 

5.11 97.2 0.76 0.093 

 

Additional 

(R) 

(20.85%) 
 

isonicotinate bridge + 

HgI2 (NC6O2H4HgI2) 

49.86 576.5 2.57 0.514 
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Table 3.1 Continued 

E / 
[NH2(allyl)2] 

[Cr7NiF8(C6H5COO)16] 

8.95 2610 1.10 0.126 

 
Core 

(22.02%) 

 

Cr7NiF8 

20.39 574.7 1.10 0.232 

 
Ligand (R) 

(74.26%) 

 

benzoate (O2C6H5) 

6.12 121.1 1.08 0.101 

 
Counter-Ion 

(X) (3.72%) 
 

diallylammonium 

(NC6H11) 

5.11 97.2 0.763 0.093 

F / 
[Cr2NiO(O2CtBu)6 

(VinPyr)3] 
8.29 1101 1.14 0.120 

 
Core 

(16.23%) 

 

Cr2NiO 

23.81 178.7 1.14* 0.264 

 
Ligand (R) 

(55.12%)  

pivalate (O2C5H9) 

5.76 101.1 0.903 0.098 
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Table 3.1 Continued 

 

Additional 

(X) 

(28.65%) 
 

vinylpyridine (C7H7N1) 

5.50 105.1 0.975 0.096 

G / 
[NH2(allyl)2] 

[In7NiF8(O2CtBu)16] 

17.13 2730 1.51 0.201 

 
Core 

(37.16%) 

 

In7NiF8 

41.17 1014.4 1.51* 0.372 

 
Ligand (R) 

(59.28%)  

pivalate (O2C5H9) 

5.76 101.1 0.903 0.098 

 
Counter-Ion 

(X) (3.56%) 
 

diallylammonium 

(NC6H11) 

5.11 97.2 0.763 0.093 

 

3.4 Results: Electron Scattering Simulations 

Before any lithography or experimentation was carried out on any resist material they had 

to be simulated. The resists A – G were all developed using simulation before synthesis 

and all were chosen as they demonstrate chemical traits that raise their exposure to 

sensitivity compared to the starting resist A. To properly compare the materials using 

results from EXCALIBUR they had to be simulated in the same conditions and paramters 

in the simulation environment. Each resist was simulated as a 50 nm layer on a 50 nm Si 

layer. In real world conditions the silicon wafer substrate is 525 μm thick however in the 

simulation 50 nm of silicon is thick enough to simulate the resist-substrate interface and 
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any SE exposure from the Si back into the resist within a focus on the close proximity of 

the exposure area. At this point the doses required to expose the materials is an unknown 

quantity therefore to keep the exposure consisitent and comparable, an arbritary dose of 

5000 pC/cm was used. This dose equates to an input of 12,500 PEs and the energy of 

these electrons was 30 keV which matches the 30 kV accelaration voltage of the 

equipment used for the lithography of these resists. 

 Using these parameters, the electron trajectory plots shown in Figure 3.6 were 

generated. Each pair of figures shows the trajectories of the PEs and SEs in each resist as 

well as the corresponding energy deposit plot. Viewing both of these plots side by side 

allows insight into not just the spatial distribution of the electrons in the simulation but 

also the energy that these electrons are transferring into the resist as they travel thorough 

and collide with the molecules in the resist. 

 Following the evolutionary sequence laid out in the previous section, comparing 

A (Figure 3.6.a&h) with B (Figure 3.6.b&i) shows the effect of adding the 

diallylammonium to the resist. It is clear in the trajectory plots that there is an increase in 

scattering and this is consistent with an increase in energy being deposited in the the resist 

outside of the PE beam. This shows that the alkene bonds from the diallylammonium and 

the slight increase in density have increased the number of SEs generated by B despite 

the reduction in Zeff and the the increase in the molecular weight which as per Figure 3.3. 

Similarly, C (Figure 3.6.c&j) and D Figure (Figure 3.6.d&k) show a further increase SE 

generation and energy deposits in the resists, this shows the effect, on the molecule, of 

the addition of the mecrury salts. The addition of the mercury has given an increase in the 

overall Zeff of the molecule as well as the density, which prove to be significant enough 

to discount the increase in the molecular weight. The mercury salt effectively acts as a 

local scattering point generating SEs that will scatter with nearby constiutents of the 

molecule breaking apart the pivalate ligands exposing the resist.  Resist E (Figure  
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3.6.e&l) shows the expected decrease in SE generation which, the reduction in Zeff and 

the density and an increase in the molecular weight, would suggest. This decrease in SE 

generation is caused by changing the ligand from pivalate to benzote to allow solubility 

in anisole, which increases the amount of organic material and thus outweighs the metallic 

core in the ring leading to the decrease in the Zeff. The first departure from the chromium 

ring is the chromium triangle resist F (Figure 3.6.f&m) This resist again shows an 

increase in SE generation when compared to resist A which is consistent with the large 

reduction in the molecular weight of the resist and also the addition of the alkene bonds 

via the vinylpyridine. Finally, resist G (Figure 3.6.g&n) once again shows the expected 

increase in SE generation caused by the change from chromium to indium which gave the 

metallic core more prominence in the ring increasing the Zeff and the density. However, 

this effect is somewhat tempered by the large increase in the molecular weight. 

 
Figure 3.6 (a-g) Electron trajectory plots for 50 nm of resists A-G on 50 nm of silicon 

exposed with a dose of 5000 pC/cm at 30 keV. This equates to 12,500 primary electrons 

input for the simulation. The colours of SEs are as follows gen I: red, gen II: blue, gen 

III: green & gen IV: magenta. Plotted using MATLAB (h-n). energy deposit plots of the 

electron trajectories. All simulations run using EXCALIBUR. 

 

(a) (h) 
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Figure 3.6 continued 

(b) (i) 

(c) (j) 

(d) (k) 
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Figure 3.6 continued 

 

(e) (l) 

(f) (m) 

(g) (n) 
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Quantitatively, the effect of changes made for each resist are shown in Figure 3.7 where 

the number of SEs generated for a range of doses are compared for all the resists. This 

data is extracted directly from the model and consists of only the SEs generated in the 

resist ignoring those generated in the silicon substrate. To eliminate stochastic noise 

which is inherent when using Monte Carlo methods each simulation was run 200 times 

which reduced the statistical error to <1%.  The dose here represents the number of 

incident PEs and considering these values and calculating the gradient of the line it is 

possible to calculate the number of SEs generated per PE or the SE yield.  Here it is 

predicted that resist D will have the largest number of secondary electrons generated. If 

this corresponds directly to sensitivity, then D should have the lowest dose.  

 

Figure 3.7 Simulated number of SEs generated for a dose sweep for resists A – G. All 

resist were simulated as 50 nm thick layers with a 30 keV beam energy. The simulations 

were repeated 200 times to minimise error.  

The SE yields for the resists calculated from the gradients are given in Table 3.2. Also 

shown in the table is the ratio of the yield for each resist compared to the yield for resist 

B. Despite A being the starting point upon which most of these resists are based, B is 
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chemically the most similar with only one change needed to get all other resists (apart 

from F). 

Table 3.2 A table of gradients of Figure 3.6 which represent the SE yield (γ) per PE. Also, 

the ratio of the SE yield compared to the SE yield of resist B. 

Resist A B C D E F G 

𝛾 0.28 0.33 0.72 0.84 0.34 0.69 0.42 

𝛾/𝛾𝐵 0.83 1 2.14 2.51 1.02 2.06 1.25 

 

============================= NOTE ============================

 As resists C, D, E & G all have similar structure and include the diallylammonium 

cation, they can all be considered as evolutions of resist B and for this reason it is used 

as the benchmark for comparison. This is the reason that the simulated SE yields in Table 

3.2 are ratioed with B. 

============================================================== 

3.5 Results: Sensitivity and Resolution Characterisation 

Resists A - G were exposed using electron beam lithography. To keep the comparison 

between results sensible each resist was processed in the same manner using the same 

spin conditions and exposure parameters. To determine the dose of the resist a pattern 

was used that consisted of sets of 10 lines with each set increasing in dose factor. It can 

be assumed that if a pitch is not included in the results, then the lines weren’t fully 

resolved, where either no individual lines can be identified or there was an overwhelming 

number of defects and bridging between the lines, which would not be viable for 

lithography.  

 The way the test pattern is designed means the best resolved lines exist on the 

threshold of exposure. Below this dose, the lines will be unresolved and above this dose, 

the lines will be properly exposed until they are overexposed. This means that often the 

imaged sets of lines may have lines missing, where underdosed lines have collapsed and 
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have not adhered to the substrate, subsequently being washed away in the developing 

solvent, thus showing the minimum exposure dose has been found. There will be some 

additional background exposure due to the proximity effect increasing the overall 

exposure of a set of lines. Therefore, the doses measured are the lowest doses achievable 

for the pitch. 

 The first molecule, A, has good solubility in a range of solvents including hexane 

and tert-butyl methyl ether (tBME) due to the pivalate ligands surrounding its metal core. 

For spin coating tBME was used as the casting solvent with a concentration of 15mg of 

A in 1 g of solvent giving 100 nm thick films at 8000 rpm. The resist was soft baked to 

remove the excess solvent at 100°C for 2 minutes. Due to the volatility of tBME, it has a 

very low boiling point of 55.2°C [15], most of the solvent will evaporate during spin 

coating. Figure 3.8 shows the SEM images of exposed single pixel lines in resist A. The 

lines show the minimum exposure doses for the resist at pitches of 60-100 nm. 60nm 

pitch was the lowest pitch resolved for this experiment using the Zeiss Sigma SEM. The 

structures show the resist has good resolution at a 30kV exposure voltage however the 

dose of 28,000 pC/cm at 60 nm pitch is very high compared to commercial negative tone 

EBL resists (Chapter 1.3). As expected, this puts this resist outside the target zone in the 

trade-off triangle (Figure 3.1) but provides a starting point as a high-resolution, high dose, 

type resist. 

 



98 

 

 

Figure 3.8 An SEM micrograph lines patterns for pitches of 100 - 60 nm fabricated in 

resist A. All patterns were exposed with an acceleration voltage of 30 kV and a step size 

of 2 nm. The structures were developed in hexane for 10 seconds. 

As with resist A, resist B also has pivalate ligands and therefore it has similar processing 

properties. For spin coating the casting solvent was tBME and the films were spun to a 

thickness of 100nm at 8000 rpm from a solution of 15mg B in 1g tBME. A soft bake of 

100°C for 2 minutes was used. The samples were written using an acceleration voltage 

of 30keV and a beam current of 40pA and then developed in hexane for 10 seconds before 

being blown dry with dry compressed air. Figure 3.9 shows the minimum exposure doses 



99 

 

for line structures in resist B at pitches of 50-100 nm. 50nm pitch was the lowest pitch 

resolved for this experiment with a dose 10,000 pC/cm.  

 

Figure 3.9 An SEM micrograph lines patterns for pitches of 100 - 50 nm fabricated in 

resist B. All patterns were exposed with an acceleration voltage of 30 kV and a step size 

of 2 nm. The structures were developed in hexane for 10 seconds. 
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It can be seen from the lithographic and simulation results which are compared in Figure 

3.10, that adding the diallylammonium had a large overall effect on the sensitivity of the 

resist decreasing the required exposure dose by an average of 3.1 for all pitches. The 

generation of secondary electrons can be assumed to be a direct indicator of resist 

exposure as it is the inelastic collisions that generate these SEs that are breaking the bonds 

in the resist and rendering it insoluble. The results of the simulation show a predicted 

increase in SE yield of only 1.2 for B compared to A. However, when the recorded 

experimental doses are used as input for simulation then there is a decrease in the total 

number of SEs generated by a factor of 2.6. Logically, this makes sense as a resist with a 

higher sensitivity should need a lower number of electrons to expose it. The effect of 

adding of the diallylammonium is that it has changed the density and the weight ratios of 

the ligand and the core when considered in the simulation (Table 3.1). Additionally, 

increasing the density has increased the secondary electron generation in B leading to 

lower exposure doses. The alkenes on the diallylammonium also decreased the required 

exposure dose as when they are struck by an incident electron, they generate an additional 

secondary electron when the bond is broken. This increase in sensitivity compared to 

resist A (Figure 3.6) has not resulted in a significant increase in the line width of the 

resolved structures. This is a success and an important step in understanding the essential 

function of the counter ion in the molecule and hence how it can influence further 

developments in modular resists.  
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Figure 3.10 A plot of comparison of doses and simulated SE generation at these doses 

for resist B compared to A. The simulation data is the average of 200 runs to minimise 

the error. 

Following on from the successful addition of the diallylammonium to the ring resists C 

and D were investigated. Once again, these molecules have similar chemistry to resist A, 

however, due to the substitution of the mercury salts, their solubility is considerably 

reduced. This enforced a practical limit on the number of ligands that could be substituted 

without impeding the solubility of the resist in the casting solvent. For spin coating, 15 

mg of C was dissolved in 1 g tBME and produced 70 nm films at 8000 rpm. The decreased 

thickness is due to the increased molecular weight of the material, therefore decreasing 

the concentration of the resist solution. For the exposure, the resist was exposed using a 

30 KeV beam energy and a current of 40pA. Once exposed, the sample was developed in 

hexane for 20 s to account for the reduced solubility and blown dry using dry compressed 

air. Resist D was cast in tBME with a concentration of 15 mg in 1g of solvent and spun 

at 8000 rpm to produce films with a thickness of 65 nm. The resist was then exposed in 

the Zeiss Sigma SEM using a 30KeV beam energy and a beam current of 40pA. After 
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exposure, the resist was then developed in hexane for 30 seconds to make sure all the 

remaining resist was removed and was then blown dry.  

 Figure 3.11 shows the exposure results for resist C. As previously explained, this 

is the minimum dose needed to produce uninterrupted structures and due to this some of 

the lines in the set may be collapsed. The micrographs show that 60 nm pitch was 

achieved with a dose of 3000 pC/cm. 

 

Figure 3.11 An SEM micrograph lines patterns for pitches of 100 - 60 nm fabricated in 

resist C. All patterns were exposed with an acceleration voltage of 30 kV and a step size 

of 2 nm. The structures were developed in hexane for 30 seconds. 
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Compared to resist B there has been a reduction of dose by a factor of 2.99 and once again 

the quality of lithography is consistent. Although 50 nm pitch was not resolved, these 

results are still of a good standard and the losses are offset by the greatly increased 

sensitivity and reduced dose. 

 Shown in Figure 3.12 are the SEM micrographs of the developed structure for 

resist D. As with C, the dose has been further reduced while still maintaining the quality 

of the lithography with 60 nm pitch being resolved at a dose of 2700 pC/cm. The reduction 

in dose for D compared to C is due to the additional mass provided by the iodines attached 

to the mercury. Additionally, the reduced solubility in the developing solvent means that 

the resist needs less exposure to become fully insoluble in the developer to the point where 

structures can be formed. The dose decrease from B to D was 3.17, which again shows 

the effect of the addition of the heavy mercury salt. 
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Figure 3.12 An SEM micrograph lines patterns for pitches of 100 - 60 nm fabricated in 

resist D. All patterns were exposed with an acceleration voltage of 30 kV and a step size 

of 2 nm. The structures were developed in hexane for 30 seconds. 

In the interest of brevity and due to both C and D introducing similar mechanics the 

simulation results have been collated in Figure 3.13. Here the doses from experimentation 

and the SE generation from simulation are compared to resist B. The results from 

experimentation show an increase in sensitivity from the addition of the HgCl2 and HgI2 

being 2.99 and 3.17 respectively. This corresponds with the increase in SE yield of 2.14 



105 

 

and 2.51 with respect to B. However, as can be seen from Figure 3.13, using the 

experimental doses as input for the simulation the number of SEs needed to expose the 

resist show that resist D requires more electrons to be fully exposed than resist C. 

However, these SEs are provided by the increase in secondary electron generators (the 

diallylammonium and the HgI2) which shows some disconnect between the sensitivity of 

a resist to exposure and the SE yield.  

  

Figure 3.13 A plot of comparison of doses and simulated SE generation at these doses 

for resist C and D compared to B. The simulation data is the average of 200 runs to 

minimise the error. 

As stated, the casting solvent for resist E was anisole and the concentration of the resist 

was 30 mg of E in 1 g of anisole. When spun at 4000 rpm this solution gave films with a 

thickness of 45 nm. As the boiling point of anisole was 153.8°C [16], the films were soft 

baked at 180°C for 2 mins to ensure all the casting solvent was fully evaporated. The 

resist was then exposed using the Zeiss Sigma at 30 KeV with a beam current of 42 pA. 

Anisole was used to develop the films post exposure with a development time of 30 

seconds. Figure 3.14 shows the exposure results for E, which, as expected have greatly 
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increased doses compared to resist B with 40 nm pitch being resolved at a dose of 36,000 

pC/cm. Due to the inclusion of the benzoate, the dose increased by a factor of 3.5 

compared to when the pivalate ligand was used. This increase could be due to the change 

in developer due to the chemistry of the benzoate ligand, but the phenyl rings contained 

in this ligand will act as electron sinks blocking SEs from exposing the resist and reducing 

the dose [12, 13]. However, the results show excellent resolution and structure quality 

with the best resolution of the resists presented here. 
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Figure 3.14 An SEM micrograph lines patterns for pitches of 100 - 40 nm fabricated in 

resist E. All patterns were exposed with an acceleration voltage of 30 kV and a step size 

of 2 nm. The structures were developed in anisole for 30 seconds. 
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 The increase in dose predicted by the simulation compared to the experimental 

increase can be seen in Figure 3.15. Here the model has underestimated the increase in 

dose as there was an increase in the SE yield in the model by a factor of 1.02 yet the dose 

does not reflect this.  The reason for this discrepancy could be that the model does not 

account for the electron sink effect of the phenyl rings. Also, the simulation does not 

account for the change in developing solvents from hexane to anisole and therefore the 

effect of the resists solubility in the developer. 

 

Figure 3.15 A plot of comparison of doses and simulated SE generation at these doses 

for resist E compared to B. The simulation data is the average of 200 runs to minimise 

the error. 

For resist F the pivalate ligands that surround the triangle meant that this resist was 

soluble in tBME, however, its solubility was far lower than that of A - D with the 

concentration of 15 mg in 1g of solvent being near the saturation limit. As with the 

previous resists, F was exposed using a Zeiss Sigma with a beam energy of 30 KeV with 

a beam current of 40 pA. Figure 3.16 shows the results of exposing resist F and using 

hexane as the developer. As predicted, the reduction of the molecule size and the addition 
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of the vinyl pyridine caused an increase in sensitivity leading to the most sensitive 

chromium-based resist tested so far. A dose of 1450 pC/cm at 100 nm pitch meant a 

reduction in dose by a factor of 4.5 compared to resist B and a factor of 1.4 compared to 

resist D (the fastest chromium ring resist). Unfortunately, the quality of the lithography 

for this resist is poor with breaks in the structures. These breaks are undesirable as they 

will be transferred through into any device made using this resist. Also visible in the SEM 

micrographs is a scum layer which is not removed during developing.  
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Figure 3.16 An SEM micrograph lines patterns for pitches of 100 - 60 nm fabricated in 

resist F. All patterns were exposed with an acceleration voltage of 30 kV and a step size 

of 2 nm. The structures were developed in hexane for 30 seconds. 

To try and improve the quality of the structures another developer, propylene glycol 

methyl ether acetate (PGMEA) was used. Figure 3.17 shows the results when resist F was 

developed in PGMEA for 30 seconds. 
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Figure 3.17 A An SEM micrograph lines patterns for pitches of 100 - 60 nm fabricated 

in resist F. All patterns were exposed with an acceleration voltage of 30 kV and a step 

size of 2 nm. The structures were developed PGMEA for 30 seconds. 

Using this developer, instead of hexane, greatly increased the fidelity of the structures but 

increased the dose by 5.9 times to 8550 pC/cm at 100 nm pitch. The doses required with 

this developer are also 3.7 times slower than the fastest chromium ring resist which gave 

similar lithographic quality.  

 When the reduction in dose and the increase in SE yield are compared for this 

resist with respect to B in Figure 3.18, it is found that despite a reduction in dose by a 
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factor of 4.5 the SE yield only increased by a factor of 2.06. The reduction in the SEs at 

the correct exposure dose shows a reduction by a factor of 2.12.  This shows that the 

model has a weakness when comparing resists with large chemical differences and that 

whilst an increase in sensitivity can be predicted the accuracy is not reliable. 

 

Figure 3.18 A plot of comparison of doses and simulated SE generation at these doses 

for resist F compared to B. The simulation data is the average of 200 runs to minimise 

the error. 

Finally resist G was characterised. Due to it having the same pivalate ligand as A it 

exhibits very similar solubility in casting solvents and developers as well as similar spin 

properties. However, by replacing the chromium with indium the resist has become much 

more hydroscopic. To counter this, dry solvents were used as casting solvents to reduce 

the resists exposure to moisture in solution. Care had to be taken to reduce the exposure 

of this molecule to moisture and light which both caused decomposition of the resist in 

solution, leading to poor film quality and increased doses. For spin coating the resist was 

cast in dry hexane with a concentration of 15 mg of G in 1 g of dry hexane producing 

films with a thickness of 45 nm at a spin speed of 4000 rpm. Due to the thermal instability 
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of this resist, it cannot be baked after spin coating and so the casting solvent is removed 

in vacuum. The resist was exposed using 30 KeV beam energy and 39 pA using the LEO 

1550 SEM. After exposure, the resist was developed using hexane for 10 seconds and 

then blown dry with dry compressed air. Figure 3.19 shows the developed indium ring 

structures. The doses for this resist are the best of any ring resist tested, having a dose of 

1000 pC/cm which is 2.3 times lower than resist D at 100 nm. This resist was able to 

match the chromium ring for resolution achieving 50 nm pitch. The lines are very thin 

suggesting that with thinner films and using a 100 kV tool even lower pitches could be 

achieved. When compared to B the increase in sensitivity shows this resist is promising 

as the starting platform for a new resist family. 
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Figure 3.19 An SEM micrograph lines patterns for pitches of 100 - 50 nm fabricated in 

resist G. All patterns were exposed with an acceleration voltage of 30 kV and a step size 

of 2 nm. The structures were developed in hexane for 10 seconds. 

When compared to resist B (Figure 3.20) there was an average reduction in dose by a 

factor of 7.05 however there was only an increase in SE yield of 1.25 times. The average 

reduction in SEs at the correct exposure dose is 5.62. This shows that the sensitivity of 
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the resist does not only come from the effect of the change to indium on the Zeff and the 

density but also the instability of the resist during processing to both moisture and 

temperature. This suggests that the sensitivity of a resist is not solely determined by the 

SE generation. 

 

Figure 3.20 A plot of comparison of doses and simulated SE generation at these doses 

for resist G compared to B. The simulation data is the average of 200 runs to minimise 

the error. 

Figure 3.21 shows a comparison of the doses for all the resists tested. It is clear to see 

that there is a near constant reduction in dose throughout the development of these new 

resists culminating with the development of the indium ring-based resist G. 
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Figure 3.21 A comparison plot of the doses for all modular resists A – G for all 

resolved pitches. 

3.6 Results: What is Left Behind? - XPS Analysis 

To better understand the exposure mechanics for the metal-organic supramolecular 

resists, X-ray photoelectron spectroscopy (XPS) was used to analyse the resist’s chemical 

composition before and after exposure. By looking at the shifts in the peaks of the spectra, 

some approximations can be made about how the structures of the molecules are changing 

when being exposed. For the XPS analysis the near-ambient pressure X-ray photoelectron 

spectroscopy (NAP-XPS) system, at the Photon Science Institute at the University of 

Manchester, was used. Films of resist D were spun using the same parameters given in 

section 3.3.1. As XPS would be able to probe the top 5 nm of the resist film, it was 

important that the films should be thick enough to ensure that the silicon substrate could 
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not be detected. As an analogue to exposure in an electron beam system, the resist was 

exposed using an electron gun used for Low-energy electron diffraction (LEED). The 

acceleration voltage for the LEED gun was only 750 V and the stage was biased to 250 

V giving a total beam energy of 1 keV, but as the size or dose of exposure was not 

important to this experiment, this was not a concern. 

 Figure 3.22 shows the spectra for resist D with the black data showing unexposed 

resist and the red data showing exposed resist. For calibration, and so that they could be 

compared, the two data sets were normalised with respect to the carbon 1S peak. As can 

been seen in the enlarged subfigure of the carbon 1S peak, the main peak is relatively 

unchanged, however the side peak has been reduced. This side peak represents the O-

C=O which is the carboxyl group responsible for connecting all ligands onto the metallic 

ring. Therefore, it can be inferred that, by breaking down these carboxylate bonds and 

removing ligands from the ring the solubility would be reduced. The breakdown of these 

ligands forms a CO and CO2 gas mixture which diffuse out of the resist and is then 

removed from the vacuum via the pumps. This allows the formation of insoluble 

structures through exposure. This agrees with the hypothesised reduction in solubility of 

the rings with the removal of the ligands and matches observations where replacement of 

the pivalate ligand, with the isonicotinate + HgI2 ligand, greatly reduced the solubility of 

the ring. 

 From the Cr 2p spectra it is evident that the peak has broadened and shifted to the 

right. This is indicative of a change of oxidation state of the chromium atoms in the ring 

which is again consistent with the removal of the carboxylate bonds from the ring. The 

chromium carboxylate bonds have been replaced with a mixture of CrOx states which are 

insoluble in hexane, the developing solvent. 

 The main spectra also shows that the mercury which is present before exposure is 

no longer present after exposure. This suggests that the ligands which contain mercury 
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have been broken down and due to the low vapor pressure of the mercury, it diffused out 

of the film and sublimed in the vacuum. 

 

Figure 3.22 A plot of the XPS spectra for resist D, before and after exposure. Inset are 

subfigures focusing on the Cr 2p, O 1s and C 1s spectra. 

3.7 Summary 

In summary, a series of modular resists were developed which successfully improved on 

the initial resist, A. This resist had good lithographic performance but required a large 

exposure dose. A large dose makes using the resist for fabrication impractical due to the 

long exposure times needed. This reduces throughput for the manufacture of photomasks 

which is a critical metric in the semiconductor industry. The improvements for the main 

chromium ring family came from adding a diallylammonium counter ion in the centre of 

the ring and substituting an outer ligand with a carboxylate containing a HgI2 molecule 

(resist D). This reduced the dose by a factor of 3.17 without compromising the 

lithographic performance. Just as important as this result was the confirmation of the 
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accuracy of the simulation and its viability as a method to identify a potential new resist 

material before synthesis. In practice, this process is not flawless because it cannot predict 

the solubility of a resist in a casting or developing solvent and hence its spin coating 

performance. It is also unknown if the synthesis is even possible but used in consultation 

with the synthesis team then it is a powerful tool.   

 According to the simulation model parameters reducing the molecule size whilst 

retaining similar chemistry was hypothesized to reduce the dose. This was confirmed by 

resist F which again showed a reduction in dose compared to resist D. However, the 

lithography was poor but could be improved by changing the developer from hexane to 

PGMEA, unfortunately, this increased the dose by a factor of 5.9. 

 The largest increase in sensitivity was found to be resist G which was attained by 

changing the chromium ring for an indium ring which gave a dose of 1500 pC/cm at 50 

nm pitch. This resist gave an overall reduction in dose by a factor of 22 (at 100nm pitch) 

compared to the starting resist A. The next step in the development of these modular 

resists would be to add mercury ligands to the indium resist, which based on the impact 

on the chromium resists could potentially yield a resist with a dose of 390 pC/cm at 60 

nm pitch. 
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Ions can be used as an exposure source in lithography much like electrons are in 

lithography. As ion source stabilities have improved the viability of ion beams as a 

lithography tool have increased and the benefits that ions can offer are being explored. 

Theoretically ions will have much larger stopping powers when compared to electrons of 

the same energy due to their much larger mass. Chapter 2 and 3 have shown how essential 

SEs are in the exposure of resist materials and the larger stopping power of ions should 

mean that SE generation will increase when compared to electrons.  

 Unlike electron beam lithography (EBL), there is a lack of simulation software 

for ion lithography. Popular ion simulation packages like SRIM/TRIM [1] provide 



122 

 

accurate data regarding ion penetration and propagation into a material. However, for the 

application to lithography it is essential for SE generation to be fully simulated as these 

are vital for resist exposure and for investigating lithographic properties such as 

sensitivity and the proximity effect. Developing a model that can simulate SE generation 

and fully track subsequent generations of low energy electrons is important to 

understanding resist exposure and developing new resists for ion lithography. 

4.1 Ion Scattering Theory and Models 

As with the EBL simulation developed in chapter 2 the focus of this chapter is not to 

develop new models for ions in materials but to apply already developed models in a 

framework that is conducive to analysing the exposure of resist materials. To this end the 

ion model was developed to be an analogue of the electron beam model to allow the 

seamless change between ions and electrons when tracking primary ions and the SEs that 

they generate. 

4.1.1 Total Scattering Cross Section 

Firstly, as with the electron model, the scattering cross section must be considered. The 

following are from Meuller’s method of deriving the total scattering cross sections of ions 

in a material [2][3]. This total scattering cross sections is derived from the differential 

“Lindhard, Nielsen and Scharff” (LNS) cross section [4] for ions which for an ion with 

energy E, charge Z1 and mass A1 interacting with a target material with charge Z2 and 

mass A2, is given by the following equation, 

𝑑𝜎(𝐸, 𝑇) =
1

2
𝜋𝑎2

𝐸

𝛾𝐸𝐿
2 𝑡

−
3
2𝑓 (𝑡

1
2) 𝑑𝑇  4.1 

where, 

𝑡 =
𝐸2

𝐸𝐿
2

𝑇

𝛾𝐸
 4.2 

T is the energy that is transferred from the incident ion to the target atom. EL is the 

Lindhard unit of energy, 
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𝐸𝐿 = 𝑍1𝑍2
𝑒2

𝑎

𝐴1 + 𝐴2
𝐴2

4.3 

where a is the screening length given by, 

𝑎 = 0.885𝑎0𝑍
−
1
3 4.4 

Here a0 is the Bohr radius, which is the radius of a hydrogen atom (a0 = 5.29x10-11 m) and 

Z can be found by, 

𝑍 = (𝑍1

2
3 + 𝑍2

2
3)

3
2

4.5 

γE is the maximum energy that can be transferred from the ion to the target, as allowed 

by kinematics and γ is given by, 

𝛾 =
4𝐴1𝐴2

(𝐴1 + 𝐴2)2
4.6 

The total scattering cross section can be found by integrating the differential cross section 

in Equation 4.1 to give, 

𝜎(𝐸) =
1

2
𝜋𝑎2

𝐸

𝛾𝐸𝐿
2 ∫ 𝑑𝑇 𝑡−

3
2𝑓 (𝑡

1
2)

𝛾𝐸

𝑇1

 4.7 

The lower limit for this integral T1 is the minimum energy transfer allowed which 

corresponds to the minimum energy needed to displace an atom in the target material. 

This value is material specific but is typically of the order of ~25 eV. Winterbon et al [5] 

fit f(t1/2) to the following function, 

𝑓 (𝑡
1
2) = 𝜆𝑡

1
6 [1 + (2𝜆𝑡

2
3)

2
3
]

−
3
2

4.8 

where λ = 1.309. Using a substitution of, 

𝑞4 = (2𝜆)
2
3 (𝑡

1
2)

8
9
 4.9  

The differential cross section from Equation 4.7 can be written as, 
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𝜎(𝐸) =
9

2
𝜋𝑎2(2𝜆)

1
2 𝜆 ∫ 𝑑𝑞 𝑞−4(1 + 𝑞4)−

3
2

𝑞2

𝑞1

4.10  

where the limits q1 and q2 are given by,  

𝑞2 = (2𝜆)
1
6 (
𝐸

𝐸𝐿
)

2
9

4.11 

𝑞1 = (2𝜆)
1
6 (
𝐸𝑇1

𝛾𝐸𝐿
2)

1
9

4.12 

Meuller derived a solution to the integral in a series form to give the final total scattering 

cross section as, 

𝜎(𝐸) =
9

2
𝜋𝑎2(2𝜆)

1
2𝜆𝑊(𝑞1, 𝑞2) 4.13 

Where W(q1,q2) is the solution to the integral in Equation 4.10 such that, 

𝑊(𝑞1, 𝑞2) = 𝑃(𝑞1) − 𝑃(𝑞2) 4.14 

where 

𝑃(𝑞) = {
𝑃<(𝑞),     𝑞 ≤ 0.9

 
𝑃>(𝑞),    𝑞 ≥ 0.9

4.15 

with 

𝑃<(𝑞) = −1.6487831 −∑
(−)𝑛(2𝑛 + 1)‼

2𝑛𝑛! (4𝑛 − 3)
𝑞4𝑛−3

∞

𝑛=0

4.16 

𝑃>(𝑞) = −0.10372089 +∑[
(4 + 3)… (4𝑛 + 3)

4𝑛𝑛!
]
(1 + 𝑞4)−𝑛−

9
4

4𝑛 + 9

∞

𝑛=0

4.17 

This series form of the integral lends itself more easily to calculating the scattering cross 

section in a simulation environment. 

Once a value for the scattering cross section, σ(E), has been found the mean free path of 

an ion, that is, the average distance an ion travels between collisions with atoms in the 

target material is calculated by the equation for mean free path, 
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Λ =
𝐴2

𝜌𝜎(𝐸)𝑁𝐴
4.18 

This is the same general equation as the one used to calculate the mean free path for 

electrons in Chapter 2 (Equation 2.3). Here, ρ and NA are the density of the target material 

and Avogadro’s number and when combined with the atomic weight give the number 

density of the atoms in the target (atoms/cm3). Figure 4.1. shows the calculated values for 

the mean free path of ions with atomic numbers from hydrogen (Z = 1) to uranium (Z = 

92) in silicon. Silicon was chosen as it is a well understood material with distinct material 

properties compared to the resist materials which will be studied with this model. This 

allows a more concise comparison to SRIM/TRIM later in this chapter. The mean free 

path for each ion was also calculated for the ion energies 0.1, 1, 10 and 35 KeV. 35 KeV 

was chosen as the highest energy as this is the highest beam energy available in 

experimentation using the Zeiss Orion NanoFab (Chapter 5).   

 

Figure 4.1 A plot of mean free paths for ions from hydrogen (Z = 1) to uranium (Z = 

92) in silicon. The mean free paths were calculated for ion energies of 0.1, 1, 10 and 35 

KeV. 
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As expected, the mean free path for each ion decreases with energy and then increases 

again as the ion energy approaches zero. This is due to the probability of interactions 

between an incident atom and a target atom reducing becoming less energetically viable. 

Also shown is the general trend of the decrease in the mean free path as the atomic number 

increases. This is caused by the larger stopping powers of the heavier ions limiting how 

far they can travel before they deplete their energy. 

4.1.2 Ion Stopping Power 

The stopping power for an ion travelling through a material is comprised of two main 

components, the electronic and the nuclear stopping power. The nuclear stopping power 

is the energy lost when the ion collides and scatters off the nucleus of atoms in the target 

material. From Zeigler et al [1] the nuclear stopping power is given by, 

−
𝑑𝐸

𝑑𝑠
= 𝑆𝑛

8.462𝑍1𝑍2𝐴1

(𝑍1

2
3 + 𝑍2

2
3)

1
2

(𝐴1 + 𝐴2)

10−15  𝑒𝑉𝑐𝑚−1 4.19
 

 

where, 

𝑆𝑛(𝜀) =
ln(1 + 1.1383𝜀)

2[𝜀 + 0.01321𝜀0.21226 + 0.19593𝜀0.5]
          𝜀 < 30 4.20 

𝑆𝑛(𝜀) =
ln(𝜀)

2𝜀
               𝜀 > 30 4.21 

Here 𝜀 is the reduced energy given by, 

𝜀 =
32.53𝐴2𝐸

(𝑍1

2
3 + 𝑍2

2
3)

1
2

(𝐴1 + 𝐴2)

4.22
 

As before, this is for an inbound ion with a charge Z1 and a mass A1 interacts with a target 

material with a charge of Z2 and a mass of A2. For a molecular material Z2 can be 

considered to be the effective Z of a material is the weighted atomic number of a molecule 



127 

 

given by Equation 2.33 in Chapter 2. For the ion model the atomic weight of the molecule 

is treated in this way. 

 The electronic stopping power is the energy lost by an electron as it cascades 

through the material between collisions with atoms. This energy is lost through 

interaction with orbital electrons of atoms in the material. Theses interactions are much 

less energy expensive that the ion-target collisions due to the large mass and energy 

compared to orbital electrons. The electronic stopping power is given by, 

−
𝑑𝐸

𝑑𝑠
= 3.83 × 10−15

𝑍1

7
6𝑍2

(𝑍1

2
3 + 𝑍2

2
3)

3
2

𝑁 (
𝐸

𝐴
)

1
2
   𝑒𝑉𝑐𝑚−1 4.23

 

where the values have their previous definitions and N is the number denstiy of the atoms 

in the target material [6]. 

 The nuclear and electronic stopping powers and their combined total stopping 

power were calculated for He, Ne and Au in Si and are shown in Figures 4.2-4 

respectively. These ions were simulated with an energies ranging from 0 to 35 KeV. The 

choice of these atoms is again based on those available for experimentation (Chapter 5).  

 The combined stopping powers for all three atoms increase with energy however 

the behaviour of the nuclear and the electronic stopping power vary. For the He ions 

(Figure 4.2) the electronic stopping power dominates at most energies only being 

overtaken by the nuclear stopping power below 3 KeV.  This is significant as it means 

that for He ions most of their energy will be lost through the generation of secondary 

electrons in the target as opposed to the collision with atoms. This gives He ions good 

penetration in most materials. 
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Figure 4.2 A plot of the electronic, nuclear and total stopping power versus ion energy 

for He ions in Si.  

For Ne (Figure 4.3) at higher energies the two stopping powers appear to converge and 

are of a similar magnitude however as the energy decreases the nuclear stopping 

increases and the electronic stopping decreases. This is due to the similar atomic 

properties (Z, A) of Si and Ne. 

 

Figure 4.3 A plot of the electronic, nuclear and total stopping power versus ion energy 

for Ne ions in Si.  



129 

 

Figure 4.4 shows that the nuclear stopping power of Au dominates at all energies with the 

electronic stopping power having only a small contribution to the overall stopping power 

of the ion. This corresponds with the small mean free path (Figure 4.1) meaning the range 

of Au ions will be significantly smaller than that of He and Ne. 

 

Figure 4.4 A plot of the electronic, nuclear and total stopping power versus ion energy 

for Au ions in Si.  

 To qualify the model, it was compared to data for the stopping powers of ions 

from hydrogen (Z = 1) to uranium (Z = 92) in Si at an energy of 35 KeV calculated using 

SRIM. This comparison is shown in Figure 4.5 and demonstrates a good agreement 

between the stopping powers calculated in EXCALIBUR and SRIM. The nuclear 

stopping power is a very good match but diverges for heavier ions. This divergence has a 

maximum of 10% for uranium but the average is only 3.5% which is acceptable. SRIM 

calculates the electronic stopping power for ions on an ion-by-ion basis considering the 

electronic potentials specific to each ion. The stopping power that EXCALIBUR uses is 

a much simpler method and matches the general trend of the data from SRIM.  
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Figure 4.5 A comparison of the electronic and nuclear stopping power for ions from 

hydrogen (Z = 1) to uranium (Z = 92) calculated using SRIM and EXCALIBUR.   

4.1.3 Ion Scattering Angles 

Once an ion travelling through the resist has been determined to have collided with a 

nucleus of an atom in the target material the angle of deflection after the collision must 

be attained. The scattering angle for the incident ion is found using the ‘Magic Formula’ 

derived by Biersack [7] the geometries of which are shown in the scattering triangle in 

Figure 4.6. A scattering interaction between an ion M1 and target atom M2 in the centre 

of mass frame. 𝜌1 and 𝜌2 are the radius of curvature of the scattered particles, 𝑟0 is the 

length of closest approach, P is the impact parameter and, 𝛿1 and 𝛿2 are a correction 

factor. This leads to the following equation, 

cos
𝜃

2
=
𝜌 + 𝑃 + 𝛿

𝜌 + 𝑟0
 4.24 

with 𝜌 = 𝜌1 + 𝜌2 and 𝛿 = 𝛿1 + 𝛿2. The minimum approach distance, 𝑟0, is found using 

the following equation and can be found analytically using Newton’s method. 

1 −
𝑉(𝑟0)

𝐸𝐶
− (

𝑃

𝑟0
)
2

= 0 4.25 
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Here the energy is expressed as, EC, which is the energy in the centre of mass system 

given by, 

𝐸𝐶 =
𝐸

1 +
𝐴1
𝐴2

4.26
 

where A1 and A2 are the mass of the ion and target atom respectively. The radius of 

curvature, ρ, can be found using the following equation. 

𝜌 =
2(𝐸𝐶 − 𝑉(𝑟0))

−𝑉′(𝑟0)
4.27 

As before, it is convenient to express the energy in units of  
𝑍1𝑍2𝑒

2

𝑎
. This leads to the 

dimensionless reduced energy, ε, given by, 

𝜀 =
𝑎𝐸𝐶
𝑍1𝑍2𝑒2

4.28 

 

Figure 4.6 A diagram of the geometries used to determine the scattering angle θ of an 

ion M1 colliding with a target atom M2 in the centre of mass frame. P is the impact 

parameter, r0 is the minimum approach distance, ρ are the radii of curvature for the 

scattered particles. 



132 

 

The universal screening length, a, is given by,  

𝑎 =
0.8853𝑎0

(𝑍1

2
3 + 𝑍2

2
3)

4.29
 

where a0 = 0.529Å is the Bohr radius. Expressing the lengths in Figure 4.6 in units of the 

screening length means Equation 4.24 can be written as,  

cos
𝜃

2
=
𝐵 + 𝑅𝐶 + Δ

𝑅0 + 𝑅𝐶
4.30 

where, 

𝐵 =
𝑃

𝑎
, 𝑅0 =

𝑟0
𝑎
, 𝑅𝑐 =

𝜌

𝑎
, Δ =

𝛿

𝑎
4.31 

To calculate P, the impact parameter between the target and the incident ion two cases 

based on the energy of the system must be considered. For high energy interactions where 

ε>10, the travel length of the ion, L, can be calculated from an equation based on the 

nuclear stopping power to given by, 

𝐿 =
0.02 (1 +

𝐴1
𝐴2
)
2

   

4𝜋𝑁𝑎2
𝜀2 + 0.052𝜀1.32

ln 1 + 𝜀
4.32

 

where N is the number density of the target. Using this value of L, the impact parameter 

P can be found using the expression, 

𝑃 = [− ln (
𝑅𝑁
𝜋𝑁𝐿

)]

1
2

4.33 

where RN is a random number between 0 and 1. For the low energy case, where ε<10, it 

is assumed that the minimum travel distance is on the order of the interatomic spacing 

between target atoms, L~N1/3, in this case the impact parameter is found using, 

𝑃 = [
𝑅𝑁

𝜋𝑁
2
3

]

1
2

 4.34 
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The fitting parameter Δ, from Equation 4.30 is a factor that is a correction for the low 

energy case where scattering is no longer adequately described by the coulomb 

interatomic potential and is given by the following equation, 

Δ = 𝑋
𝑅0 − 𝐵

1 + 𝑌
4.35 

Where X and Y are given by, 

𝑋 = 2𝛼𝜖𝐵β, 𝑌 = 𝛾 [(1 + 𝑋2)
1
2 − 𝑋]

−1

4.36 

𝛼 = 1 + 𝐶1𝜖
−
1
2, 𝛽 =

𝐶2 + 𝜖
1
2

𝐶3 + 𝜖
1
2 
, 𝛾 =

𝐶4 + 𝜖

𝐶5 + 𝜖
4.37 

And C1-5 are fitting parameters based on the universal interatomic potential derived by 

Zeigler et al [1] and are shown in the Table 4.1. For the high energy case where ε>10 the 

scattering angle is instead found by the following equation, 

sin2 (
𝜃

2
) =

1

1 + 2𝜀𝐵2
4.38 

Table 4.1. A table for the fitting parameters calculated for the universal interatomic 

potential 

𝐶1 0.99229 

𝐶2 0.011615 

𝐶3 0.007122 

𝐶4 9.3066 

𝐶5 14.813 

Scattering angles for hydrogen (Z = 1) to uranium (Z = 92) with energies of 0.1, 1, 10 and 

35 KeV are plotted in Figure 4.7. The scattering angles follow the expected behaviour 

that heavier ions lead to an increase in scattering angle.  
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Figure 4.7 A plot of the scattering angles for ions from H(1) to U(92) in silicon. The 

angles were calculated for incident energies of 0.1, 1, 10 & 35 KeV. 

This correlates to the increase in nuclear stopping power at with heavier ions which means 

that collisions with the target are more energetic and therefore to conserve momentum 

there scattering angle must be larger. A decrease in energy also leads to an increase in 

scattering angle. This behaviour is again consistent with the conservation of momentum. 

4.1.4 Secondary Electron Yield 

As an ion passes through a material, secondary electrons (SEs) will be generated. Once 

generated, these can be handled using the electron model (Chapter 2). The yield of SEs, 

𝛿𝑆𝐸 is given by, 

𝛿𝑆𝐸 = −
1

𝜖

𝑑𝐸

𝑑𝑥
4.39 

Where 𝑑𝐸/𝑑x is the electronic stopping power and 𝜖 is the average energy expended in 

creating an SE, 𝜖 is a fitting parameter determined from experimental SE yields and it is 

material and ion dependent. The data sets required for every ion from hydrogen to 

uranium in every target material would be extensive and whilst there is a wealth of data 

much of the necessary values to make a broad simulation is missing. To this end, a value 
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of 𝜖 = 30 eV was chosen as it has been shown to provide consistent results for a range of 

ions and targets [8]. This equation is used to calculate the number of electrons generated 

in each step it takes in the material. It is assumed that the electrons are distributed 

randomly along the ions path.  

 An assumption was made that due to the high momentum of the incident ions they 

undergo negligible deviations in angle and hence no deviations between the main nuclei 

collisions. Thus, as the SEs are generated in between collisions, as per the electronic 

stopping power, it can be assumed that they are generated perpendicularly to the direction 

of propagation of the ion with a scattering angle, θ = 90° and an azimuthal angle randomly 

distributed and given by φ = 2πRND. 

4.2 Simulation Structure 

To allow seamless inclusion of the ion model into the EXCALIBUR simulation 

environment, a switch was added to allow the incident particles to be changed from 

electrons to ions. This simplifies the handling of primary ions and the SEs generated by 

these ions using the same simulation. The inputs required for primary ions are the mass 

(A) and the atomic number (Z), with the energy being defined in the beam parameters 

usually used for primary electrons. Materials, resist layer matrix and patterns are defined 

in the same way as the electron model (Chapter 2). A flow diagram of how ions are 

tracked is shown in Figure 4.8. 

 Once all the ions have been tracked and the positions, energy and direction of the 

SEs have been stored then the simulation is switched from ion to electron mode and then 

all the SEs and their cascades are tracked. 
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4.3 Results 

To produce examples of the full ion tracks generated by EXCALIBUR a series of 

simulations were run. The simulations were run with different incident ions which were 

(a) helium, (b) neon and (c) gold. To allow comparison between the results all the 

simulations were run with 100 input ions and an energy of 35 KeV. Due to the randomness 

of Monte Carlo simulations an amount of statistical error is introduced into the data, to 

mitigate this each simulation was run 1000 times to reduce the error to < 1%. The choice 

of the ions is based on those available with current systems capable of ion beam 

lithography. Helium and neon beams can be used with the Zeiss Orion NanoFab and gold 

can be used with the Raith VELION. The maximum acceleration voltage of the Orion 

microscope is 35 KV which gives the smallest spot size of the beam (which is 400 pm) 

and will give the highest penetration possible (Figure 4.1). For these reasons this is the 

beam energy used for the simulation. 

 The ion trajectories and the SEs generated by these ions are shown in Figure 4.9. 

The scale between the trajectory plots were kept the same to show how the extent of the 

ion penetration changes between the different ions. Helium has the largest penetration 

depth travelling an average of ~500 nm into the silicon (Figure 4.9a). Conversely the gold 

ions travel to a depth of only ~10 nm (Figure 4.9c) this reduction in range is a combination 

of both the reduced mean free path and the increased stopping power. Also seen in the 

plots in Figure 4.9 are the SEs. These are shown in range of colours dependent on the 

generation that the SEs belong to with generation I being shown in red, generation II are 

blue, generation III are green and generation IV are magenta. Due to the low energy of 

these electrons (30 eV) they have do not travel very far in the silicon. Also seen is the 

effect of the scattering angle on the ions with the helium ions exhibiting a much lower 

beam spread compared to the neon and the gold which begin to spread laterally almost as 

soon as they enter the silicon. 
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Figure 4.9 3D trajectory plots for (a) He, (b) Ne and (c) Au in Si. Primary Ions are 

shown in black and SEs are shown in red (gen I), blue (gen II), green (gen III) and 

magenta (gen IV). These plots were generated from EXCALIBUR for 100 incident ions 

with energies of 35 KeV.   

The number of SEs generated for each ion exposure in Figure 4.9 are shown in Figure 

4.10. The data suggests that the general trend is that SE yield decreases for heavier ions. 

This is supported by the calculated values of the stopping powers of ions shown in Figure 

4.5 as the electronic stopping power is of the same magnitude for, He, Ne and Au. This 

means that the number of SEs generated is therefore dependent of the distance of travel 

of an ion in the target material. As the mean free path also decreases for heavier ions 

(Figure 4.1) and therefore the step length also decreases, then the amount of energy lost 

through electronic stopping is also reduced. Hence the SE yield decreases. This is also 

paired with the effect of an increased nuclear stopping power for heavier ions which mean 

that the energy of the ion will be exhausted quicker and the overall range of the ion in a 

material is greatly reduced. Again, reducing the SE yield.  

 It is also worth noting that the unlike the SE cascade caused by an electron beam 

(Chapter 2) most of the SEs are generated in the first generation of the cascade. This is 

a b c 
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because the low energy of the SEs that are being generated by the ions means that they 

are considered by the electron model to be “slow” SEs and therefore interact through 

inelastic collisions. This also means that these electrons will quickly lose what little 

energy they had hence a reduced (rather that increased) number of electrons in the second 

generation. Comparing He ions to electrons the total number of SEs generated is 12.6 

times larger for He ions. Which again shows the sensitivity improvements that can be 

gained using ions instead of electrons for lithography. 

 
Figure 4.10 Number of SEs generated for each generation of the SE cascade for 100 

incident ions of He, Ne and Au in Silicon with energies of 35 KeV compared to 35 keV 

electrons. These values are the average of 1000 runs of the same simulation to ensure 

that the error in the data is <1%. 

The energy that is deposited by the ions in the silicon are also tracked so that a heat map 

of this energy can be generated. The heat maps for the simulations are shown in x-z profile 

in Figure 4.11 and the x-y profiles are shown in Figure 4.12. The plots show that for 

helium ions the energy is deposited mainly within the profile of the main beam and most 

of the energy. Longitudinally, the majority of the energy is deposited before the beam 

starts to diverge (Figure 4.11a). This is also seen laterally in the x-y plot (Figure 4.12a). 
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The energy loss of neon is significantly different as stray ion deposits significant energy 

along its trajectory. This results in a much broader lateral energy spread as seen in Figures 

4.11b and 4.12b. 

 

Figure 4.11 X-Z heat maps of energy deposits for (a) He, (b) Ne and (c) Au ions in Si. 

These plots were generated from EXCALIBUR for 100 ions with energies of 35 KeV 

 
Figure 4.12 X-Y heat maps of energy deposits for (a) He, (b) Ne and (c) Au ions in Si. 

These plots were generated from EXCALIBUR for 100 ions with energies of 35 KeV. 

 

a b 

c 

a b 
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Figure 4.12 Continued 

To predict the possible shape of an exposure in a resist material 3D energy histogram 

were produced. The plots are shown in Figure 4.13 and are effectively the x-y plots from 

Figure 4.12 which have been projected in z plane dependent on their energy. These plots 

help give an insight as to the potential shape of a structure if a resist material were to be 

exposed with each ion. The results are slightly skewed due to the full extent of the ions 

being included as if the plots were limited to a thickness similar to the penetration depth 

of the gold ions then both helium and neon would have much tighter energy spreads. 

 

 

Figure 4.13 3D heat maps of energy deposits for 35 keV (a) He, (b) Ne & (c) Au ions in 

Si. These plots were generated in EXCALIBUR for 100 incident ions. 

c 

a b 

c 
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As with the electron scattering model a qualitative comparison can be made between 

EXACLIBUR and SRIM by comparing ion trajectory plots to see the spatial distribution 

of the ions. A simulation was run in both models using 500 ions with energies of 35 KeV 

in 100 nm of silicon. The plots show good agreement between the two models which 

show only the primary ion trajectories (no SEs or recoils) for clarity.   

  

Figure 4.14 Ion trajectory plots generated using EXCALIBUR (left) and SRIM (right). 

Both plots were generated using 500 35 keV ions in 100 nm of Silicon.   

4.4 Summary 

In Chapter 2 a Monte Carlo simulation for EBL was developed to better understand and 

help develop and prototype resist materials and identify potentially viable candidates for 

nano manufacturing without the need for experimentation. The efficacy of this technique 

was proven in Chapter 3. As ions offer sensitivity and hence exposure time advantages 

over electrons there is a growing interest from industry for IBL technologies. Therefore, 

the ability to use simulation to develop resists for ion exposures is needed. To this end 

the ion simulation model presented in this model was developed. Whilst there are already 

well-established ion simulation simulations such as SRIM/TRIM which have been used 

for many applications they had one feature missing that is essential for the exposure of 
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resist materials. This feature is the generation and tracking of SEs which are known to be 

the main mechanic of resist exposure. The ion model developed here has been successful 

adapted from the previous EBL simulation to be able to expose resists using ions and 

results have shown that the output of the model is consistent with theoretical expectations.  
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Ion Beam Lithography (IBL) is an area of growing interest as improvements in sources 

and optics have allowed beams to be produced with geometries and currents that are, in 

the general sense, comparable with those used in Electron Beam Lithography (EBL). One 

of the main uses of EBL is the manufacture of photomasks for high volume manufacture 

(HVM) of semiconductor devices. EBL is used to pattern a resist layer on the mask which 

is then replaced through metallisation and lift off. Currently EBL is the only technique 

that can reliably produce the features sizes needed for the masks with the lowest number 

of defects. As the critical dimensions for the next generation technology node decreases, 

the complexity of the next generation photomask increases, this leads to longer 

photomask production times. This is because the proximity effect plays a larger role than 
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was present with the previous generation of photomask, hence, longer exposure times are 

required to produce the photomask. This creates a potential bottleneck in the use of 

photolithography for high volume manufacturing (HVM), where the masks become 

degraded as they are used to the point where they require cleaning, repairing or complete 

replacement. To keep up with the demand for photomasks, electron beam systems with 

variable shaped beam (VSB)[1-3] or multiple beams[1,4], and high beam currents are 

being developed. As industrial photolithography makes the switch from 193 nm 

lithography to EUV lithography, smaller on-mask features are required to best utilise the 

13.5 nm EUV light. This means, again, an increase in the write times needed to pattern 

the masks and raises a question about the ability of EBL to continue to meet the demand 

for photomasks for HVM. IBL could be the replacement for EBL, as it can achieve better 

resolutions with much shorter write times with comparable beam currents [5]. The 

reduction in writes times is due to the nature of ions in resist materials and the increased 

SE yield compared to electrons. This was shown to be a factor of 12.6 for helium ions 

compared to electrons in silicon (Chapter 4). Whilst conventional electron beam resists 

[5-8] can be used with helium ion beam lithography (HIBL) new resist materials which 

are optimised to exposure with ions will be needed to fully harness the capabilities of 

these systems. 

5.1 Supramolecular Ion Beam Resists 

In Chapter 3 a series of modular supramolecular resists were explored for EBL. These 

resists gave high resolution and have been shown to have ultra-high dry etch selectivity 

with respect to silicon dry etching, however this came at price. The resist materials 

required high exposure doses with even the most sensitive resists needing doses that 

would make write times too long for high throughput device fabrication. This is combined 

with the inherent increased exposure times from direct write methods compared to mask 

projection methods used in commercial photolithography. However, due to the nature of 
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the interactions of an ion beam in resist materials (Chapter 4) compared to electron beams, 

the dose for these resists is expected to be reduced. 

 The nature of these materials and their high etch resistance is also a desirable 

property for IBL, where resistance to sputtering is necessary to avoid damage to the 

structures during the fabrication process where many organic resists would be damaged 

and eroded during exposure.  

5.2 Experimental Methodology 

Experimentally, the sample preparation for IBL is the same as that EBL therefore sample 

preparation and spin coating will not be covered here but can be read in Chapter 3.1. For 

the ion beam exposures in this chapter a Zeiss Orion NanoFab was used [9]. This system 

is primarily a helium ion microscope (HIM) with a secondary column for gallium FIB. 

The helium ion beam is generated using a gas field ion source (GFIS, Chapter 1.2.3) and 

a Raith ELPHY MultiBeam pattern generator is used to raster the beam for exposing the 

resist.  

5.3 Results 

The suitability of the modular supramolecular resists for IBL was investigated. To best 

test the resists, ideally, a range of ions should be used on a range of materials but due to 

limitations around access to this equipment only one material has been tested. This 

material was resist A (Chapter 3.3.1) which was chosen due to it being the most tested 

supramolecular resist and it had well defined process parameters. This helps to interpret 

the results and remove any ambiguity that could come from the processing of the resist 

material. 

5.3.1 Simulation 

To understand how resist A would respond to exposure by helium ions it can be simulated 

and compared to results of an EBL simulation for which the exposure parameters are also 

known (Chapter 3). Figure 5.1 shows electron trajectory plots for 50 nm of resist A on 50 
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nm of silicon substrate, exposed with 30 kV electrons and 35 kV helium ions. It is clear 

that the SE yield and energy deposited by the He ions is far greater than the electrons. 

 

Figure 5.1 (a&c) profile 35 kV He ion (a) and 30 kV electron (c) trajectory plots for 50 

nm of resist A on 50 nm of silicon exposed with a dose of 1000 pC/cm. This equates to 

2,500 primary ions/electrons. The primary trajectories a grey scale and the colours of 

SEs are as follows gen I: red, gen II: blue, gen III: green & gen IV: magenta. Plotted 

using MATLAB. (b&d) Energy deposit plots of the ion and electrons trajectory plots. All 

simulations run using EXCALIBUR. 

Due to the low density and high molecular weight of resist A, the mean free path for the 

low energy SEs generated is much larger than for the silicon, this effect is very apparent 

in Figure 5.1.a&c. The number of SEs generated in resist A in the trajectory plots is 

shown in Figure 5.2. The number of SEs generated for the electron plot is 858 and for the 

He ion plot this value is 827 times larger at 710,091. This is a dramatic increase which 

(a) (b) 

(c) (d) 
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suggests that the dose for exposures of resist A could be as low as 27 pC/cm compared to 

the electron beam dose of 22,000 pC/cm at 100 nm pitch. The SE cascades have been 

depleted by the 4th generation either by the electrons being backscattered out of the top 

of the resist or passing into the substrate or by the electrons terminating, having dropped 

below the energy threshold of the model which is defined as the C-C bond energy of 

3.6eV. 

 

Figure 5.2 A plot of the number of SEs generated per generation for 35 kV He ions and 

30 kV electrons in 50 nm of resist A on a 50 nm Si substrate. Also shown are the 

average energies of each generation. All values are extracted from EXCALIBUR 

simulations where a single spot was exposed with a dose of 1000 pC/cm which 

corresponds to 2500 initial primaries. These values are the average for 1000 repeats. 

5.3.2 Helium Ion Beam Lithography 

A solution of resist A was prepared in hexane (30 mg A in 3 g hexane) and then spun 

onto silicon wafers at a spin speed of 6000 rpm, this rendered films with a thickness of 4 

nm as measured after exposure. The samples were then exposed with a series of lines of 

varying doses and pitches to explore the relationship between pitch and dose. These 

exposures were carried out using the Zeiss Orion Nano Fab HIM with a beam acceleration 

voltage of 35 kV and a beam current of 0.5 pA and a spot size of 400 pm. This acceleration 
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voltage, which is the maximum voltage of the system ensured the ions could fully 

penetrate the resist material. Once the resist was exposed it was developed using hexane 

and then loaded back into the HIM to be imaged. Figure 5.3 shows the resolved structures 

after development with pitches of 22 nm down to 16 nm. This result shows an excellent 

lithographic performance far outperforming the comparative results from EBL exposures.  

 

Figure 5.3 An HIM micrograph of patterned line spaces structures in Resist A on a 

silicon substrate, with resolved pitches of 22-16 nm (a-d). Also shown inlaid in each 

subplot is the line width (w), the standard deviation of the line width (σ) and the line 

edge roughness (LER) [5]. These values were measured and calculated using GenISys 

ProSEM software [10].    
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The highest resolution achieved was 16 nm lines with a line width of 5.5 nm using a dose 

of 22pC/cm. When compared to the EBL results for resist A it is apparent that the use of 

ions has greatly reduced the required exposure dose by 3 orders of magnitude, from 

20,000-30,000 pC/cm down to 22 pC/cm all the while decreasing the pitch and 

maintaining a sub 10 nm feature size. The structures show good resilience to damage from 

helium ions which were used, for both imaging and patterning. Also, the short exposure 

times are below those required for helium ions to begin implanting, which can cause 

dislocations in the silicon substrate which would be undesirable for semiconductor device 

manufacturing [11]. The dose needed to expose these structures is very similar to that 

predicted by the model where a value of 27 pC/cm was predicted showing that He ions 

showing good agreement with the model. However, the SEs themselves might not be the 

main mechanism of exposure as even though the first wave of SEs is generated with the 

primary ion beam the second generation is generated over a radius of 40 nm from the 

centre of the ion beam which is not reflected in the resolution of the structures. 

 The experiment parameters used to pattern the structures seen in figure 5.3 were 

used to run a helium ion simulation in EXCALIBUR. In the simulation a dose of 22 

pC/cm and a step size of 1 nm corresponds to a dose of 14 He ions per spot. The exposure 

pattern consisted of 16 nm pitch lines with every point being exposed in sequence to 

generate a 3D plot of the primary ion and secondary electron trajectories. Figure 5.4 show 

comparisons of the 3D trajectory plot generated by EXCALIBUR and tilted HIM images 

of the HIBL structures in Resist A.  

 In Figure 5.4.a the primary ion tracks can be seen in grayscale and show the 

exposure pattern. The SEs generated from these interactions, as well as any subsequent 

generations of SEs from the resulting cascade, are shown with each generation bearing a 

different colour. First generation secondary electrons are shown in red, 2nd generation in 

blue, 3rd in green and 4th in magenta. 
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Figure 5.4 (a) 3D simulated tracks of Incident Ions (Black) and subsequent generations 

of secondary electrons (I:Red, II:Blue, III:Green and IV: Magenta) generated using 

EXCALIBUR. (b) Helium ion micrograph of 16 nm pitch helium ion beam lithography 

(HIBL) structures in resist A on a silicon substrate.  

To allow for better visualisation of the exposure of the resists the primary ions can be 

removed from the render and then the remaining SE tracks are superimposed over the 

images of the HIM micrographs seen in Figure 5.5.  

 

Figure 5.5 A composite image showing the simulated ion trajectory plot shown in 

Figure 5.4.a superimposed over the HIM micrograph Figure 5.4b. Both the simulation 

and the micrograph show the exposure of Resist A (Chapter 3) on an Si substrate by 35 

kV helium ions. 
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This puts the proximity exposure of the SEs into context and shows how these cascades 

can lead to LER and bridging between structures. However, these structures do not show 

high LER (2.8 nm) and very low pitches have been achieved that would not be possible 

according to the spread of the SEs 

 To investigate how the energy is deposited across the whole pattern a plot of the 

spatial distribution of the energy in the XY plane was made and is shown in Figure 5.6, 

the Z axis has a value defined by the energy of the XY box (1 x 1 nm) to give a volumetric 

representation of the energy deposit. It is evident that nearly all the energy transferred to 

the resist is deposited within the footprint of the primary exposure beam which is in 

agreement with the hypothesis that the primary ions and the creation of the first generation 

of SEs are responsible for the exposure of the resist. 

 

Figure 5.6 Energy deposit plot for He ions in 4 nm of resist A on a Si substrate showing 

where energy is deposited in the x-y plane during HIBL exposure. The 16 nm pitch 

pattern was exposed with a dose of 22 pC/cm and has the same geometries as those 

used in Figure 5.4 

5.3.3 Beyond Helium Ions 

To fully understand the extent of applications for which the supramolecular resists could 

be used, it will be necessary to expose the chromium ring resist with a range of ion 

sources. The types of ion sources that could be utilised for lithography vary but some 

examples of those with the necessary beam parameters for high resolution lithography are 
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the helium and neon ion beams generated by the Zeiss Orion NanoFab and the Au ions 

from the Raith VELION.  

 It is understood that heavier ions have increased stopping power and therefore 

higher secondary electron yields. This could mean that by moving up the periodic table 

away from He could mean even lower doses than those observed for HIBL, there is 

however a trade-off with penetration depth. 

 

Figure 5.7 (a) Electronic, nuclear and total stopping powers for ions form hydrogen to 

uranium with an energy of 35 keV in Resist A and (b) a comparison of the electronic 

stopping powers for He, Ne and Au for a range of energies from 1 eV to 35 KeV in 

Resist A. All data calculated using EXCALIBUR. 

Figure 5.7.a shows how both the nuclear and electronic stopping powers change as the 

atomic number increases. As discussed in Chapter 4 for He the electronic stopping power 

dominates and so the nuclear stopping power can be somewhat neglected for lithography 

simulations. As the secondary electron yield is directly proportional to the electronic 

stopping power then Figure 5.7.b would suggest that Ne would be a better candidate than 

Au for higher sensitivity lithography. However, for Au the nuclear stopping power is no 

longer insignificant, and this means that it can no longer be ignored.  

 The nuclear stopping power encompasses interatomic effects between the incident 

ion and the atoms of the molecules in the resist, the most important of which, for this 
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study, is the generation of secondary ions. These secondary ions will themselves generate 

secondary electrons as they travel through the resist and if they have sufficient energy, 

they could generate further secondary ions. The overall effect of this is that Au will have 

a much greater SE yield than at first suggested.  

5.4 Outlook 

As seen in EBL the sensitivity of resist to exposure can be increased to give faster write 

speeds and hence increased manufacturing throughput. However, this comes at a cost, as 

the proximity effect from the increase in secondary electrons could lower the maximum 

resolution of the lithography and hence the minimum feature size that could be fabricated 

on a photomask. This is not a concern for IBL as the increase in secondary electron yield 

means that resist sensitivity does not have to pushed to it limits. Also, the exposure dose 

can theoretically be reduced by using a heavier ion that than helium, but this will lead to 

potentially decreased resolution due to the reduction of range in the ions and their lateral 

in the resist. However, current results for EUV which display the smallest features sizes 

show 14 nm structures with a pitch of 24 nm for a single patterning process [12]. This 

means that any feature on the mask will be larger than this. Therefore, the loss of 

maximum resolution may not outweigh the increase in mask throughput especially as 

industry looks to toward double patterning to reach smaller feature sizes.  

 Looking forward, IBL is an important area for nanotechnology and may one day 

even replace EBL for the manufacture of photomasks if the results shown here and by 

others continue to be replicated and improved upon. As this technology is proven to be a 

reliable technique and systems such as the Zeiss Orion and Raith VELION FIB-SEM 

become more widely available to research applications then the demand for suitable 

materials will also increase. However, source stability is still an issue for GFIS’s with 

stable currents only being achievable for a few hours before the tip must be reconditioned. 

This would be undesirable for mask manufacture. Nevertheless, the use of heavier ions 
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generated using LMAIS’s such as that of the Raith VELION may provide this stability, 

with Raith reporting 1% current fluctuation per 4 hours [13]. 

5.5 Summary 

The experimental results presented here show that the modular resist platform of 

supramolecular resists developed earlier in this thesis have yielded promising results for 

HIBL, having fabricated structures 5.5 nm lines with a 16 nm pitch the current best result 

for EBL of 60 nm pitch (at 30 kV) using the same material. This improvement was 

attained whilst also giving a reduction in dose by 3 orders of magnitude from 22,000 - 

28,000 pC/cm (100 – 50 nm pitch) down to 22 pC/cm (16 nm pitch). The same resist 

design philosophy used to vastly improve the EBL resists (Chapter 3) could be applied to 

HIBL which may realise ion beam resists with high write speeds and etch selectivity, 

whilst maintaining the pitch and feature size shown here. This provides evidence that IBL 

could be a successor to EBL as the main process of the manufacture of photomasks.  
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6.1 Introduction 

As the semiconductor has progressed to keep the pace set by Moore’s law for silicon-

based ICs there has always been research across the wider field of nanotechnology to find 

the next step for IC fabrication and architecture. Whilst there are endeavours to extend 

the development road map for Silicon based technologies this progress is becoming 

slower and more expensive with every step. Consequently, the key areas of research have 

been shifting to developing new materials to succeed silicon as the favoured substrate or 

new device architectures which can make use of emerging fabrication technologies to 

achieve new concepts that were previously unattainable. This chapter will focus on one 

of these emerging fabrication technologies that could potentially allow the manufacture 

of 3D ICs. Whilst some may currently consider current microprocessors to employ 3D 
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architectures [1], these are just interconnected layers of 2D devices stacked to make a 3D 

structure, here is presented a novel process that can make truly 3D structures using 

conventional EBL processes.  

6.2 State of the Art 

Whilst manufacturing devices using 3D lithographic methods is not a new idea, the advent 

and growing popularity of conventional 3D printing [2] has again drawn the focus of 

research toward development of 3D nanofabrication techniques. 

  A method of nanofabrication that is used for producing 3D structures is two 

photon polymerization (TPP). TPP uses the two photon absorption phenomena to expose 

and hence polymerize resist materials to fabricate structures. Two photon absorption 

occurs when an atom is energised by simultaneously absorbing two photons as seen in 

Figure 6.1. The energising of these atoms breaks bonds in the resist creating free radicals 

which lead to cross linking of the polymer chains of the resist rendering the exposed voxel 

insoluble. [3] 

 

Figure 6.1 The left diagram is a simple schematic of Two Photon Absorption (TPA) 

showing the energy levels involved in a two-photon interaction. The right diagram is a 

comparison of the cone exposure for two photon compared to a single photon exposure. 

Marked in green is the exposure area or voxel that will remain after development.   

To initiate the two-photon effect a mono chromatic laser is fired into the resist material, 

the focal point of the beam is the point at which the probability of TPP occurring is 

highest, generating a point of exposed resist or voxel suspended in the resist. This effect 
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is shown in Figure 6.1 in contrast to conventional direct write laser lithography. A series 

of points are then connected to form a structure. As with any other method of the 

lithography the remaining unexposed resist is removed in development realising the 

structures. Two photon lithography is a diffraction limited process limiting the smallest 

feature sizes to approximately 100 nm [4][5]. Whilst this is suitable for many lithographic 

applications it limits its use as a true nano fabrication technique and as a candidate for 

next generation manufacturing. Some progress has been made in reducing the minimum 

feature size down to features as small as 15 nm but these features were not discrete and 

were instead polymerized bridges between adjacent structures effectively harnessing the 

proximity effect [6]. Once a structure has been produced using TPP it can be metalized 

to make the structure conductive or to give it mechanical rigidity. The metallisation of 

these structures is similar to the lift off process where a metal is thermally evaporated so 

that it coats the structure and then the underlying resist is removed either through 

dissolving or etching. [7] 

 Despite the demonstrated success of TPP there has been a shift towards Focused 

Electron Beam Induced Processing (FEBIP) to produce 3D nanostructures and devices. 

FEBIP is an encompassing term used to describe a range of nano fabrication techniques 

that, like lithography, rely on the use of electron or ion beams to dissociate precursor 

chemicals to generate structures on a substrate. The most relevant technique as a 

comparison to the work presented here is Focused Electron Beam Induced Deposition 

(FEBID). This technique is an additive process where a gas of a precursor material is 

flowed over a substrate, so the molecules adsorb onto the surface. An electron beam is 

then used to expose the substrate, dissociating the molecules in the gas, so they are 

deposited on the material and will not desorb from the surface. By repeatedly exposing a 

pattern, layers are built up to fabricate a structure. This process is highly dependent on 

the material properties of the precursor, such as its propensity for adsorption and its 
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volatility which will affect both the growth rate of the layers and the time before 

desorption. As this is an additive process FEBID can be thought of as an analogue of 

conventional 3D printing for nanofabrication. By using metal carbonyl precursor 

materials, it is possible to use FEBIP to produce metal nanostructures. This eliminates the 

need for lithography, metallisation and lift off.  

 The 3D nano structures that can be created using this technique can take on a high 

complexity [8] and as the resolution of the process is dependent on the diameter of the 

electron beam used [9] then the minimum feature size is theoretically comparable to EBL 

[10]. Practically, this is often not the case. This is due to the volatility of the precursor 

and the proximity exposure from the secondary electrons generated in the dissociation 

process and backscattered from the substrate. 

 The nature of FEBID precursor materials means that attaining metal structures 

with a high purity needs a series of steps to remove the undesired carbon, oxygen and 

other organic molecules remaining as by products after exposure. Regardless, high purity 

metal structures (Pt=100% Au>90%) have been achieved by heating the substrate to 

promote desorption and using a parallel reactive gas injection. Purity can also be 

improved by irradiating the structures post fabrication with electrons or high-powered 

lasers. The combination of these techniques into one process has led to the development 

of the so named “Cleanroom in an SEM” which as a concept aims to complete full device 

fabrication and analysis in one chamber [11].  

 FEBID is a direct write process, so it has the same downsides as EBL as a potential 

mass manufacturing process due to the long write times vastly reducing throughput 

compared to conventional methods. However, similarly to EBL, Ions are starting to be 

explored as exposure sources for focused ion beam induced deposition (FIBID) [12]. The 

use of Ions greatly increases the efficiency of dissociation of precursors hence reducing 

the exposure time whilst increasing the resolution. [13] 
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FEBID and TPP are both capable of producing 3D metal structures which are an essential 

feature of semiconductor devices however, to truly harness this technology it must be 

possible to manufacture structures using semiconductor materials. This would allow 

geometries of semiconductor devices that are not currently possible and reduce the 

number of manufacturing steps needed to produce current devices. 

6.3 Depositing Resists via Thermal Deposition 

The first step toward directly patterning a semiconductor material is being able to directly 

pattern a resist material that either has inherent semiconductor properties or a material 

that can be processed to become semiconducting after fabrication. In a similar way to 

FEBID these resist materials need to be used under vacuum conditions, hence they require 

a unique characteristic. This characteristic is that when heated sufficiently the resist 

materials can be sublimed. The thermal sublimation of these resists means they can be 

deposited on a substrate without the need for spin coating and can be “developed” after 

exposure through resublimation of the unexposed material, removing the need for 

solvents. Therefore, this process can be done completely within a vacuum allowing the 

layers that need to be built up for the 3D patterning to be deposited in the patterning 

environment. 

 One such suitable resist material for deposition via sublimation is zinc acetate 

dihydrate. The viability of this material to be used as an electron beam resist is published 

in a 2021 paper in ACS Applied Nano Materials [14]. This material can be sublimed when 

heated in a vacuum to allow it to be deposited on a resist. Figure 6.2 shows the chemical 

reactions as the material changes into its form that is deposited during evaporation. 

Firstly, the water that held interstitially in the molecule is evaporated out of the bulk 

material through gentle heating in a vacuum, then the remaining zinc acetate will then 

react to form the basic zinc acetate molecule Zn4O(O2CCH3)6 as well as acetone and 

carbon dioxide both of which will diffuse out of the resist. It is this molecule that is then 
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evaporated and deposited onto the substrate. It was hypothesised that the basic zinc 

acetate could then be converted into ZnO which is an n-type wide a band gap II-VI 

semiconductor. This conversion was hypothesised to be carried out through annealing of 

the resist by the electron beam during exposure. 

 
Zn(CH3COO)2 ∙ 2H2O(s) ⇒ Zn(CH3COO)2(s) + 2H2O(g) 

4Zn(CH3COO)2(s) ⇒ Zn4O(CH3COO)6(s) + CH3COCH3(g) + CO2(g) 

Figure 6.2 Molecular diagrams of the conversion that zinc acetate dihydrate undergoes 

when heated in a vacuum and converted into basic zinc acetate which can then be 

evaporated. The two chemical reactions responsible for the conversion of zinc acetate 

dihydrate to basic zinc acetate are shown beneath the diagrams. 

6.4 Experimental Methodology 

The process for the thermal evaporations of the zinc oxide is as follows. The evaporation 

of the samples was initially carried out using an Edwards thermal evaporator. To 

evaporate the samples, the micro-crystalline powders were loaded into a molybdenum 

foil boat, placed in the evaporator, and then pumped to a vacuum pressure of 8x10-6 mbar. 

The zinc acetate dihydrate starting material will dehydrate as the pressure decreases, 

hindering the pumping of the chamber. Therefore, the sample can be gently heated to 

promote dehydration with care being taken not to strain the vacuum system. Once the 

starting pressure is reached the boat can be heated slowly until evaporation is detected by 

the Thin Film Thickness Monitor (TFTM) which is a FTM6. The film is then deposited, 

controlling the temperature to maintain a deposition rate of 1 nm/s. This rate was found 
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to give the most even films, whereas if the evaporation rate goes beyond this some larger 

particles will be caught in the evaporation stream and deposited on the substrate thus 

decreasing the film quality. Once the required thickness is achieved the heating of the 

material can be stopped, the boat allowed to cool, and the chamber evacuated. 

 The process by which the 3D structures are fabricated is that a layer will be 

deposited and patterned, then the next layer is deposited and patterned. This process is 

repeated until the required structure pattern is exposed. The full matrix of layers can then 

be developed all at once leaving the 3D structure. To maintain alignment of the 

subsequent patterns in each layer, aluminium alignment marks were used. These marks 

were fabricated on the substrate using a standard lithography metallisation and lift-off 

process with PMMA [15].  

 

Figure 6.3 Process flow and schematics of the resist sublimation and exposure for a 3D 

nanostructure. 

Fabricate metal (Al) alignment marks 

using lift off. 

Deposit resist through sublimation. 

Align pattern using markers and expose 

the resist layer. 

Repeat step 2 and 3 until the full 

structure of layers is completed. 

Develop structures either through 

resublimation or submerging in 

developing solvent. 
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6.5 Results 

6.5.1 Depositing and Nano-patterning Semiconductor Materials 

Using thermal sublimation, a 74 nm layer of zinc acetate was deposited on a silicon wafer 

and then exposed using EBL. The pattern was exposed with an acceleration voltage of 30 

kV and a beam current of 37 pA and a step size of 2 nm. The structures were then 

developed by being submerged in methanol for 10 s. Figure 6.4 shows the resolved 

structures after development. These structures were realised using an exposure dose of 

25,000 pC/cm. As can be seen from Figure 6.4 12 nm lines with a pitch of 40 nm were 

achieved showing the resists ability to produce high resolution nanostructures. 

 

Figure 6.4 12 nm lines with a 40 nm pitch in basic zinc acetate resist deposited through 

sublimation. The structures were patterned with a dose of 25,000 pC/cm at 30 kV [14]. 

The aforementioned hypothesis was that the basic zinc acetate of the resist would be 

converted to ZnO through exposure from electron beam. To confirm this change XPS 

analysis was carried out on a sublimed sample of basic zinc acetate that was then exposed 

in situ and the XPS spectra was recorded both before and after exposure. Figure 6.5a 

show the spectral data for the Zn 2p peaks before and after exposure. These peaks have 

shifted to lower binding energies after exposure, suggesting a shift to more metallic zinc 
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compounds. The Zn 2p3/2 peak shifted from 1022.1 eV to 1021.7 eV. This is consistent 

with Zinc Acetate’s higher binding energy compared to ZnO [16]. The O 1s spectra 

(Figure 6.5b) is also shown before and after exposure. Before exposure the peak is 

dominated by the carboxylate group (acetate) at 532 eV with the ZnO component of the 

peak appearing as a small shoulder at 530.4 eV. After exposure, the peak from the 

carboxylate group was reduced by a factor of 2.7. Conversely, the ZnO peak increased by 

a factor of 1.7. These changes, of the O 1s peaks and the metallic shift of the Zn 2p, lend 

plausibility to the hypothesis that when exposed with the electron beam the Zinc Acetate 

is decomposing and being converted to ZnO as when it is thermally annealed [16, 17]. 

 

Figure 6.5 (a) XPS spectra of Zn 2p peaks for basic zinc acetate before and after 

exposure by electron beam. (b) Spectra of the O 1s peak for basic zinc acetate before 

and after exposure. 

6.5.2 Building 3D Nanostructures Using Supramolecular Resists 

As explained in 3.2 the composition of the chromium ring family of resist is, in its most 

basic form, a ring of 8 chromium atoms connected with fluorine and surrounded by 

pivalate ligands (Resist A). The pivalate ligands that surround these rings allows them to 

be sublimed when heated. The stability of these rings when heated has been explored 

using thermogravimetric analysis (TGA) [18] and they were found to be stable when 
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heated and hence they sublime before they thermally decompose. The pivalate ligands 

and molecular size means the intermolecular interaction between molecules are relatively 

weak hence the increased volatility necessary for sublimation [19].   

 Before experimentally testing the viability of 3D structures produced using resist 

A, a multilayer simulation of a 1 um x 1 um alternating mesh structure was completed 

using EXCALIBUR. An electron trajectory plot of the full structure can be seen in Figure 

6.6. This simulation was carried out using a beam energy of 30 keV and a dose of 30,000 

pC/cm which equates to 75,000 electrons per spot with a 4 nm step size. The plot shown 

was produced with a reduced number of electrons to reduce the computational demand 

and time.  

 

Figure 6.6 3D electron trajectory plot to show the expected structure of an alternating 

mesh pattern in Resist A. Exposed with a beam energy of 30 keV and a dose of 75,000 

electrons per spot (30,000 pC/cm).  

The electron tracks for the simulation show that as expected many of the primary 

electrons will pass through multiple layers of the resist and hence there is the concern that 
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when a pattern higher up in the stack is exposed then all layers below will also be exposed. 

To investigate this issue the profile view energy heat maps shown in Figure 6.7 were 

produced. The heat maps show that in the energy deposited by the primary beam in the 

first 600 nm (first layer) is an order of magnitude larger than the energy deposited in the 

second layer. This suggested that it would be possible to pattern suspended structures 

without effecting the layers below. This effect is clearer to see in Figure 6.7b where the 

energy range has been narrowed to remove the background and show the energy gradient 

of the primary beam more clearly. Obviously, there will still be some amount of exposure 

caused in the underlying layers so to avoid overexposure the lower layers must be 

underexposed.  

 

Figure 6.7 (a) a profile view, energy heat map of 75,000 30 keV primary electrons in 2 

600 nm layers of Resist A (b) the same energy heatmap with a restricted energy range 

to highlight the energy change of the primary beam. 

a b 
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Once satisfied that the simulation had confirmed that the production of the 3D mesh 

structure was possible then resist A was deposited using sublimation onto a polished 

silicon wafer chip prepared in the same way as those used for spin coating in section 

Chapter 3.1. The film was deposited at a rate of 1 nm/s until a thickness of 600 nm was 

recorded on the TFTM. The sample was then written in using a FEI Sirion SEM with an 

acceleration voltage of 30 kV, a current of 50pA and a single pixel line dose of 36,000 

pC/cm. This deposition and writing process was repeated twice, with each set of lines 

being perpendicular to the previous set. The whole sample was then developed using 

hexane for 30 seconds. To better observe the 3D structures a set of small two-layer 

structures were fabricated in the same manner as the previous experiment but with a larger 

pitch between the lines in the second layer to allow them to be imaged clearly on a tilted 

angle. The resolved structures are shown in Figure 6.8 revealing the “air gap” below the 

lines of the second layer showing the structures are completely suspended by the first 

layer. This shows the resist material is mechanically strong enough after exposure to hold 

the structure over the 1 µm gap between the lines of the bottom layer. However, the arched 

shape of the structures suggests that the exposure between layers cannot be ignored. The 

proximity exposure in the first layer means that the top layer exposure is greater closer to 

these structures and hence the lines from the top layer reach deeper into the first layer.  

The lines themselves were measured to have a width of 40 nm with a layer thickness of 

550 nm after exposure delivering an aspect ratio of 13.8:1. It is also clear to see that by 

underdosing the first layer meant that the lines were not overexposed at the crossing 

points but the lines that were not crossed by the 2nd layer lines collapsed due to 

underexposure. This further suggests that the 2nd layer lines are bracing and supporting 

those in the bottom layer.  
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Figure 6.8 A titled SEM micrograph of two layers of crossing lines. The tilt allows the 

air gap under the top layer structures to be observed. The collapsed lines were 

underdosed to prevent overexposure through cumulative exposure. 

To further show the similarity between the simulation and the lithographic results the 

electron trajectory plots like those shown in Figure 6.6 can be superimposed over the 

SEM micrographs of the structures the result of which is shown in Figure 6.9.  By doing 

this it confirms the spatial exposure of the resists by the primary and the secondary 

electrons matches the experimental results and also acts a useful visual aid in 

understanding how the structures are formed. 
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Figure 6.9 A tilted SEM micrograph of 3D structures with an overlaid image of the 

electron trajectories from the simulation of the exposure of the 3D pattern in resist A. 

The simulation plot was generated using EXCALIBUR. 

6.6 Summary 

The viability of a novel approach to 3D lithography was investigated. For this process 

two resist materials were explored to understand their viability for sublimation and 

subsequent exposure by electron beam. Whilst this technique is similar to FEBID, there 

are some important distinctions. Firstly, the resist films are applied with thicknesses 

comparable to conventional EBL processes rather than atomic layers like in FEBID. This 

means that the intended pattern only needs to be applied once per layer rather than 

repeatedly scanned thus reducing exposure times. Secondly, one of the major advantages 

of FEBID is that it provides the direct application of metal structures removing the many 

processing steps required for metallisation. However, the materials here provide 

exploration of the combination of 3D lithography with traditional pattern transfer 

techniques such as dry etching. Also, ZnO is a semiconductor material known for its 

optical transparency with many emerging applications from transparent contacts for 
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electronics such as liquid crystal displays and photovoltaic windows. The method of 

applying the films through thermal deposition also allows these resist materials to be 

applied to unconventional surfaces that would not be suitable for spin coating. 

 The next step for investigating this technology is to streamline the process to allow 

films to be deposited either directly in the SEM vacuum chamber or a dedicated chamber 

connected to the SEM. This would reduce the time taken in transferring the sample from 

the evaporator to the SEM and the respective pumping times. Also, whilst preliminary 

experiments were promising, further investigation of the ability to “develop” these resists 

through heating or annealing of the structures would again be valuable for streamlining 

the overall process. The characteristics of the modular resist A that allow it to be sublimed 

are also shared by many of resists in the family providing a wealth of materials for this 

technique. These developments would facilitate the fabrication of more complex 3D 

structures with a wider variety of materials. 
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  7 
CONCLUSIONS AND OUTLOOK 

 
The first aim of this thesis was to create a simulation which could aid the development of 

these new resist materials. The reasoning behind the use of a simulation in resist 

development was that it allowed potential new materials to be identified without the need 

to synthesise and characterise them. Thereby streamlining the process, potentially, by 

several months. Unfortunately, the simulations currently available do not offer 

sufficiently in-depth modelling of SE or AE cascades to fully predict the effects of the 

chemical changes of the resist on the sensitivity and lithographic performance. 

EXCALIBUR was developed as a simulation that combines both electron and ion models 

into one environment to allow both to be used as the primary exposure source. The 

inclusion of a low energy electron model allowed full modelling of SE cascades generated 

by primary ions and electrons and tracking of all SEs down to energies below the lower 

limit of the simulation, this being the carbon-carbon bond (3.6 eV). The upper limit of 

100 keV for electrons means that the complete range of energies that could be used in a 

lithographic experiment are covered by the simulation. 

 The ion model can calculate trajectories for wide range of primary ions including 

the trajectories of any SEs generated when they interact with a resist. As it is based on the 

same models as those used for SRIM it has a solid foundation for predicting ion 

trajectories in materials.  

 However, the ion simulation currently suffers from the lack of a secondary ion 

model. This is particularly evident for more heavy ions (Z>10) as most of their energy is 
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lost through ion-atom interactions governed by the nuclear stopping power which 

describes the energy that is passed on to displaced atoms in the resist. It is these displaced 

ions that are considered to be secondary ions and they have the potential to go on to 

generate more scattering events which could generate both SEs and a SIs. This lack of a 

secondary ion model creates some difficulty in fully understanding the costs/benefits of 

secondary ions using different ion sources for lithography beyond helium ions.  

 EXCALIBUR was shown to predict the sensitivity of a resist material to exposure 

by both ions and electrons and hence predict the exposure dose of a resist. The accuracy 

of this approach varies with the best results coming from small changes in the resist 

chemistry being compared to another a baseline resist. This is because these changes do 

not greatly affect the lithographic processing of the resist and hence a comparison can be 

made, such as the comparison of resists B, C and D. When resist chemistry is changed 

more dramatically as in the case of resists F and G, this comparison weakens as they 

cannot be normalised as effectively against a baseline resist. 

 As a proxy to lithographic performance, the plotting of trajectories allows the 

proximity effect as well as the stochastic noise that leads to LER of resist materials to be 

understood. This mean that the resolution and LER could be estimated before 

experimentation. This method was much less accurate than the sensitivity predication as 

there isn’t currently a way to quantify these parameters from the simulation results and 

so a qualitative approach had to be taken. To quantify these values the results could be 

calibrated to understand exactly what level of exposure or what amount of energy would 

need to be deposited into the resist to cause an area to become fully exposed. If this 

calibration was also carried out with a variety of solvents the development of resists after 

exposure could also be simulated. This is a vital area of lithography that is currently 

completely missed by EXCALIBUR and causes a huge change in lithographic 

performance as shown for resist F where the dose increased by a factor of 5.9 when the 
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developing solvent was changed. However, the viability of this level of calibration is 

questionable as it would require such a vast amount of experimentation which would 

reduce the efficacy of developing such a model. 

 The second aim was to use the model to develop new supramolecular resist 

materials for next generation lithography. Whilst these resists are not suitable for the 

processes used for the direct manufacture of semiconductor devices which is EUVL, their 

high resolution and high etch selectivity made them suitable for the manufacture of 

photomasks. However, the dose required by resist A, the original resist in the family was 

too high for any manufacturing and therefore a series of resists were developed with the 

aim of increasing sensitivity without degrading the lithographic performance. This was 

achieved by exploring chemical changes to the starting chromium ring resist (B) based 

on the evaluation of the model parameters. Firstly, adding ligands to increase the atomic 

number and density proved to decrease the dose by a factor of 3.2. whilst pitch remained 

comparable and line width and LER increasing slightly but not beyond the gains from the 

sensitivity. The second idea was to reduce the overall size of the molecule to decrease 

molecular weight which led to the development of resist F. This successfully reduced the 

dose by a factor of 4.5, but the reduction in quality of the lithography prevented the 

viability of this resist. The final idea was to change the ring molecule from chromium to 

a heavier more reactive molecule which in this case was indium. This resist G gave 

exciting initial results with the greatest overall reduction in sensitivity by a factor of 7 

producing 60 nm pitch lines with a dose of 1400 pC/cm. However, the inclusion of these 

more sensitive atoms led to lithography problems potentially caused by the sensitivity of 

the resist to light and moisture which affects the processability of the resist. The 

supramolecular resist platform also proved to be suitable for HIBL, which is a growing 

field of lithography which is yet to prove its viability as a manufacturing technique. 

However, improvements in the dose of resist A by 3 orders of magnitude without any 
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further augmentation shows the promise of this technique. Additionally, the resolution 

and line width of the structures were also improved compared to the results from EBL 

producing structures with a pitch of 16 nm at a dose of 22 pC/cm. 

 The final aim was to build on a unique characteristic of certain resist materials to 

develop a new method of 3D nanolithography. This characteristic is that some resist 

materials can be sublimed when heated, which means that they can be thermally deposited 

onto a substrate without the need for spin coating. Whist similar to FEBID, this method 

uses more conventional thick layers of resist as opposed to monolayers. This means that 

patterns only need to be exposed once per layer, rather than for every monolayer, 

therefore reducing write times. Also shown was the ability to use this technique to 

fabricate structures using a semiconductor material which opens the door to new areas of 

fabrication which could remove the need for conventional silicon pattern transfer.  

 Overall substantial progress has been made toward developing the supramolecular 

resists for both advanced, ion and electron beam lithography. This has been shown 

through not increasing the viability of supramolecular resist by developing it through a 

modular resist platform but by also developing a process for investigating new resists 

using simulation. 

 

 Looking forward there are developments to EXCALIBUR that can be made to 

improve the accuracy of the predictions for which it is being employed. Similar to the 

developer processing problem described earlier there is also the potential to further 

develop the discrete model of resist materials which is currently used for tacking how the 

energy is deposited in the resist during exposure. By combining this with an energy 

threshold for exposure it would therefore be possible to visualise post developed 

structures and calculate the required energy deposits needed to render the resist insoluble 

in varying solvents. To improve the accuracy of this concept it could be possible to 
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include a model of energy propagation. For example, if 1 keV is deposited in a 1 nm3 box 

it will not only be stored in the box but will be transferred to the surrounding atoms in 

adjacent boxes via a diffusive process. If this is combined with the thermal properties of 

the resist materials, one could begin to understand the impact of resist heating during 

exposure and link this to thermal decomposition of materials. This is especially relevant 

to the high sensitivity indium-based resist G, which is thermally unstable to the point that 

it cannot be baked after spin coating. 

 Another option is to begin investigation into how these resists for EBL could be 

used as negative tone resists for EUV. As with electron and ion beam lithography, 

secondary electrons are known to be the main mechanic for the exposure of resists in 

EUV exposures. This would make the simulation of EUV exposures significantly easier 

than lower energy exposures which depend on photochemical reactions and diffusion of 

radicals in the exposure area, which is much more specific for each resist.  This would 

require a new model to be built for EXCALIBUR that would allow the primary ions and 

electrons to be replaced by photons. Then by using the absorption cross sections of the 

atoms in the resist materials, the number of photo electrons emitted could be calculated. 

As their energy would be below 92 eV they could be tracked using the already established 

low energy electron model. This addition would allow the same simulation and 

prototyping development process used for designing the electron beam resists to be 

applied to EUV resists.  

 The path of development for the modular supramolecular resists could be to 

investigate if the benefits of resists C and D over resist B could be repeated for resist G. 

Thus, leading to an even further reduction in dose and a whole family of indium-based 

resists. This speculation is purely dependent on whether the chemistry is possible. 

However, if they could be synthesised then resists with possible doses of 320 - 400 pC/cm 

could be developed, which would be a substantial development for this project and the 
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wider field. If this resist could also be used for ion beam lithography, then doses in the 

hundreds of fC/cm could theoretically be possible. However, the practicalities of 

patterning at such low doses would prove to be difficult because in order to get such a 

dose would either require a very low current or a very low exposure time. A low current 

would increase the effect of stochastic noise on the exposure and a low exposure time 

would require a pattern generator with a very high frequency. 

 The next step for the 3D lithography would be to increase the number of layers in 

the patterns and investigate a variety of patterns and shapes to discover the limits of the 

geometries that could be possible. Also, the theory of development by resublimation 

could be investigated further to try and fully contain the 3D lithographic process in one 

chamber. Further to this a plasma coil could be included in the chamber so that 

lithography and pattern transfer could be combined into one step. Additionally, it would 

be beneficial to discover more materials that can be used in this process and to investigate 

the effect of layering different materials to potentially build semiconductor and oxide 

structures.  
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