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Abstract

The nature and dark matter and dark energy represents one of the biggest un-

solved problems in fundamental physics over the next few decades. In this thesis,

we discuss two subjects that attempt to explain one or both of dark matter and

dark energy, modified gravity and axion dark matter. In chapter 2 we present the

first model-independent cosmological N -body simulations with a time-dependent

effective gravitational force parameterised by a single parameter, µ that is binned

in redshift. We compute structure formation observables and show that the ma-

jority of the constraining power for future surveys is contained the non-linear

regime. We find that the ReACT formalism is most accurately able to reproduce

the non-linear matter power spectrum from our simulations. In chapter 3, we

validate ReACT across a much larger portion of the modified gravity parameter

space. We show that the accuracy of ReACT in the non-linear regime is depen-

dent on the amplitude of the concentration-mass relation and that one can fit

for this variation with knowledge of µ(z) and the linear growth factor D(z). We

describe a plan for implementing ReACT into a Fisher pipeline in order to perform

model-independent modified gravity forecasts for time-dependent binned µ.

We review the axion as a well-motivated dark matter candidate and discuss the

possibility detecting axion dark matter via its coupling to the electromagnetic

sector with radio telescopes. In chapter 4, we discuss how one can optimise search
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strategies to detect the two-photon decay of axions to photons, with particular

focus on the stimulated emission enhancement at the galactic centre. In chapters 5

and 6, we concentrate on the resonant conversion of axions to photons in neutron-

star magnetospheres. In chapter 5, we compute the one-dimensional probability of

conversion of axions to photons for general dispersion relations. We show that the

spectral line signal is broadened due to the rotation of the magnetosphere. We

also compute the full time-dependent signal profile via ray-tracing simulations

that account for the lensing of the photons as they travel through the charge

density of the magnetosphere and the gravitational field of the neutron star. We

use these results to update the constraints on the axion-photon coupling using

Very Large Array (VLA) data of the magnetar PSR J1745-2900. In chapter 6, we

describe a new technique to mine radio pulsar data for the resonant signal using a

matched filter. We show that the strength of this technique is in the fact that one

can efficiently scan data across a wide range of frequencies for a time-dependent

signal. We find that the time-dependence of the signal is suppressed in specific

regions of the input parameter space, which one can constrain using a combination

of modelling assumptions of the pulsar magnetosphere and measurements of the

beam width. We discuss how one can derive a limit on the axion-photon coupling

using this and test our pipeline on real data obtained from the Jodrell Bank

catalogue on PSR B0834+06.
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Chapter 1

Introduction

In the last 30 years, the field of cosmology has seen rapid progress. Einstein’s

theory of gravity, General Relativity (GR) [3] forms the basis of our understanding

of the Universe as a whole, its evolution and its content. The solution of Einstein’s

equations assuming an isotropic and homogeneous universe is encoded in the

Friedmann-Lemaitre-Robertson-Walker (FLRW) metric [4–7]. The FLRW metric

along with the field equations of GR form the mathematical background for all

of modern cosmology.

A variety of observational evidence supports the concordant model of cosmol-

ogy. Observations of the Cosmic Microwave Background (CMB), which is the

relic radiation from the Big Bang (the colloquial name given to the initial event

that formed the Universe) have shown that the energy density of the Universe is

dominated by unknown components, namely dark energy (70%) and dark matter

(25%) [1]. This is supported by measurements of the accelerated rate of expan-

sion of the Universe through ‘standard candles’, objects whose luminosity may be

calculated independent of any distance measurement. The knowledge of the lumi-

nosity and its scaling with distance allows one to calculate the distance to these

19



20 CHAPTER 1. INTRODUCTION

objects, thereby constructing cosmological ‘distance-ladders’ [8]. This discovery

led to the addition of a cosmological constant, Λ to Einstein’s equations, which

could give rise to the observed accelerated rate of expansion. However, attempts

to calculate Λ by summing over the vacuum contribution in Quantum Field The-

ory have failed to reproduce the observed value, a disagreement of several orders

of magnitude dubbed the ‘Cosmological Constant Problem’ [9]. The unknown

source of the cosmological constant has been given the name dark energy.

The distribution of matter across the Universe has been mapped out by galaxy

surveys through observations of weak gravitational lensing, or weak-lensing which

is the bending of light of by matter along the line of sight of the observer, causing

a distortion or shear of the image of the galaxies [10, 11]. This has not only

confirmed that the majority of the matter content of the Universe is dominated by

dark matter that interacts only via gravity (hence the name cold dark matter), but

has also thrown light on the clustering of matter as a function of scale. Specifically,

galaxy surveys are valuable probes of redshift-space distortions (see for e.g. [12]

and references within), which is an effect that describes the apparent inconsistency

in the distribution of galaxies as a function of distance, in comparison to redshift.

This is explained by the Doppler effect due to peculiar motions of galaxies that

are gravitationally bound to galaxy clusters.

Valuable information on the nature of non-linear structure formation, i.e., the rate

of formation of haloes, their masses and their density profiles has been obtained

from cosmological N -body simulations. These are simulations with particle num-

bers ranging from 107− 1010 in volumes ranging from hundreds of Mpc3 to a few

Gpc3. Such simulations currently represent the best sources of knowledge on how

matter clusters on so-called non-linear scales, i.e., on scales where the matter over-

density becomes large [13]. The data from these simulations suggest a Universal
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density profile for all haloes in the Universe, the Navarro-Frenk-White (NFW)

profile (see chapter 4 for a more detailed discussion on the NFW profile).
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1.1. THE CURRENT PICTURE 23

1.1 The current picture

Combined evidence from observational probes has given rise to a clear picture of

the Universe today as well as its history. In this picture, the Universe began in

a so-called Big Bang, i.e., with hot, dense initial conditions followed by a period

of expansion and cooling. Perturbations in the matter distribution of the Uni-

verse lead to gravitationally bound structures that collapsed to form the galaxies

observed today 1. The gravitational evolution is as described by Einstein’s field

equations

Rµν −
1

2
gµνR + Λgµν = 8πGTµν , (1.1)

where Rµν is the Ricci tensor, gµν is the spacetime metric, R is the Ricci scalar,

Tµν is the energy momentum tensor, G the Universal gravitational constant and

Λ is the cosmological constant. The homogeneous and isotropic solution to these

equations gives rise to the FLRW metric

ds2 = −dt2 + a(t)2
(

dr2

1− kr2 + r2dθ2 + r2 sin2 θdϕ2

)
, (1.2)

where a(t) is the scale factor of the Universe introduced to model the expansion

of the Universe, which causes an increase in the distance between two spacetime

points with time. The usual normalisation for a(t) is a(t0) = 1, where t0 is the

current time. Note that for notational convenience, we write a(t) ≡ a. One

can define a(t) to have units of length, which results in r and k being dimen-

sionless. This results in the following normalisation for k, a constant that tells

us the geometry of the Universe, and consequently the fate of the Universe (see

1The origin of these perturbations is currently unknown, although the theory of cosmological
inflation (see section 1.2.2 for a brief discussion on what inflation is and the motivation for it)
seems to be among the best candidates for this as well as other open questions regarding the
origins of the Universe. A discussion of the merits and demerits of inflation is beyond the scope
of thesis.
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a
(t

)

t

k=0
k=1

k=-1

Figure 1.1: The scale factor as function of time. The k = 1 case corresponds to
a closed universe with spherical geometry. The k = −1 case corresponds to an
open universe with hyperbolic geometry. The k = 0 case corresponds to the flat,
open universe. This case is corroborated by CMB measurements [1, 14].

Fig. 1.1).

k =


1 if universe has spherical geometry and finite ,

0 if universe has flat geometry and is infinite ,

−1 if universe has hyperbolic geometry and is infinite .

(1.3)

On substituting the FLRW metric into Einstein’s equations, one obtains the

Friedmann and Raychaudhuri equations

H2 =

(
ȧ

a

)2

=
8πGρ

3
+
k

a2
, (1.4)

ä

a
= −4πG

3
(ρ+ 3p) , (1.5)
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where the dot represents a derivative with respect to time and H is the Hubble

parameter that is a measure of the expansion rate, ρ is the density and p is the

pressure associated to the energy-momentum fluid, respectively.

It is convenient at this point to introduce the critical density parameter, i.e., the

value of the density that would just close the Universe, i.e., the value correspond-

ing to a flat, Euclidean geometry

ρc =
3H2

0

8πG
, (1.6)

where H0 is the Hubble parameter measured at the present time (frequently

referred to as the Hubble constant). By expressing the density of the Universe

as a sum over all its components and dividing by the critical density, one may

rewrite the Friedmann equation in the following convenient form

H2 = H2
0

[
Ωm,0

a3
+

Ωr,0

a4
+

Ωκ,0

a2
+ ΩΛ,0

]
, (1.7)

where Ωm,0,Ωr,0,Ωκ,0,ΩΛ,0 are all parameters that encode the extent to which

each component (matter, radiation, curvature and dark energy) of the Universe

contributes to the total energy-density budget of the Universe at the present time

2. This relies on the assumption that the energy-momentum fluid of the Universe

may be modelled as a perfect fluid, with an equation of state p = f(ρ). Note

that covariant conservation of energy momentum leads to the following constraint

equation

ρ̇ = −3H(ρ+ p) . (1.8)

It is now easy to see that for an accelerated expansion rate one would require the

2Of course, in the case of curvature, this is only a mathematical representation that is
convenient for modelling purposes. The geometry of the Universe isn’t associated to a physical
density.
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H0 (the Hubble constant) 67.4 ±0.5 km s−1Mpc−1

Ωch
2 the CDM density parameter) 0.1200 ±0.0012

Ωbh
2 (the baryon density parameter) 0.02237 ±0.00015

σ8 (the variance of the density fluctuations) 0.811 ±0.006
τ (the optical depth at reionisation) 0.054± 0.007
ln 1010As (amplitude of the primordial spectrum) 3.044± 0.014
ns (the tilt of the primordial spectrum) 0.965 ±0.004

Table 1.1: The table of cosmological parameters as reported by the Planck col-
laboration inferred from the Planck CMB power spectrum data, CMB lensing
data and BAO (Baryon Acoustic Oscillations, see [1] for more information).

dominant energy-density in the Universe to exert negative pressure. Table 1.1

shows the values of the various density parameters as measured by the Planck

satellite [1]. These values indicate that our Universe extremely close to being

a flat, open Universe with dark energy and dark matter being the dominant

components at the present time. Therefore, the cosmological model is named

ΛCDM, where Λ represents the cosmological constant (dark energy) and CDM is

cold dark matter.

We now have a working understanding of the evolution of the Universe to its

current state that has been verified by a combination of observational probes.

From the initial conditions, the Universe entered a radiation-dominated phase,

during which particle began to decouple from the plasma as it cooled. The first

photons that decoupled from the primordial bath form the CMB, redshifted to

frequencies in the microwave band of the electromagnetic sprectrum. During

the radiation-dominated phase, the thermodynamic conditions were suitable for

nucleosynthesis [see for e.g. [15] and references within] of heavier elements. This

led to the observed vales of the Helium and Deuterium fractions today. This was

followed by a matter-dominated phase, during which the majority of structure

formation occurred as gravitational perturbations grew at a rate proportional to

the scale factor [16]. This was followed by the current epoch, the dark-energy
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dominated era, during which the Universe expands at an accelerated rate.
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1.2 Shortcomings of ΛCDM

While the ΛCDM model has been remarkably successful in explaining and pre-

dicting many features of the observable Universe, there remain a few issues that

it has failed address.

1.2.1 Nature of dark matter and dark energy

As mentioned before, cosmological data from a variety of sources including obser-

vations of supernovae and Cepheid variable stars in the local Universe as well as

observations of the CMB have shown that the Universe is currently undergoing

a period of accelerated expansion. The field equations of GR combined with a

cosmological constant provide a good fit to current cosmological data, but leave

several fundamental questions unanswered. Why is there a mismatch in theoret-

ical calculations of Λ and observational data? Why does Λ dominate the energy

density of the Universe now, and not at any other epoch? Does Λ vary with

time/scale? If there is indeed a mysterious energy density that mimics the effects

of Λ, i.e., that sources ‘repulsive gravity’, what is its origin?

All these questions represent active areas of research in fundamental physics. One

possible explanation for some of these problems may be that the theory of gravity

requires modification. This has led to several models of modified gravity proposed

in the literature (see [17] for a review). Testing the viability of GR using current

and future cosmological data is a major challenge in cosmology over the next few

decades. In this thesis, we study how cosmological structure formation data on

all scales can be used to probe modified gravity.

There exists a multitude of evidence for dark matter. Cosmological evidence

for dark matter can be found in studies of structure formation and the CMB.
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Matter perturbations are divided into a dark matter component and a baryonic

component and these two components affect the CMB and structure formation

differently. Dark matter perturbations are not affected by radiation, but interact

purely via gravity. As a result, dark matter density perturbations can grow

freely after the epoch of matter-radiation equality, forming potential wells that

baryons fall into [16]. Therefore, structure formation is fundamentally driven

by dark matter perturbations. Besides this, on smaller scales, galaxy rotation

curves have shown that it is impossible to explain the speed at which stars orbit

galaxies as a function of distance from the centre without invoking a significant

dark matter component.

Meanwhile, there exist a multitude of cold dark matter candidates in the literature

today [18]. However, we are yet to obtain a successful detection of a dark matter

candidate [see [19] for an account of ongoing experimental searches and results].

In this work, we examine a well-motivated dark matter candidate, the axion and

its detection using radio telescopes via its coupling to photons. In particular, we

will focus on resonant axion-photon conversion in neutron star magnetospheres

and the signal associated to this effect.

1.2.2 Causal contact, flatness and generation of initial

conditions

According to the Big-Bang model, the Universe began in a hot dense state that

then expanded to its current size. The cosmological horizon is the distance trav-

elled by a light signal emitted at the Big-Bang epoch (t = 0). Two regions

between which physical information can be exchanged in a time period smaller

than or equal to the age of the Universe are called causally connected regions.

Thus, the horizon size describes the size of a causally connected region, assuming
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the Big-Bang happened at zero time. The ratio of the size of the horizon now

and at time trec (time of recombination) is given by [20]

(
l0
ltrec

)2

= 1 + z(trec) ≈ 1000 , (1.9)

where z = 1/a−1 is the redshift parameter and l0 is the size of the horizon today.

Therefore, there are around a thousand regions in the visible Universe that have

never been in causal contact. Despite this all of the Universe has about the same

temperature to within one part in 104, as evidenced by the CMB. This is called

the horizon problem.

From Planck, we know that |Ωκ < 0.02| [1]. We also know that its time evolution

is given by

Ωκ(t) ∝
1

a2(t)H2(t)
. (1.10)

Therefore,

Ωκ(t0)

Ωκ(trec)
≃ 1060 , (1.11)

where t0 is the current time. This means that the value of Ωκ would have to be

of the order of 10−60 in the beginning, a very unnatural fine tuning, indeed! This

is called the flatness problem.

In addition to the above problems, in order to generate the observed matter dis-

tribution, one would need inhomogeneities to be present in the initial dark matter

fluid at the initial time (t = 0). No such mechanism exists in the ΛCDM model.

One possible resolution to this problem as well as the horizon and flatness prob-

lems is that the Universe initially went through a period of accelerated expansion

known as inflation (inflation was originally proposed and developed by Guth,

Starobinsky, Sato, Albrecht & Steinhardt and Linde [21–25], see [26] for a review
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on the subject) prior to radiation domination. Such an inflationary epoch would

shift the origin in conformal time (defined by dτ = dt/a) far back in the past,

increasing the size of a causally connected region as well as providing a natural

explanation for the fine-tuning for Ωκ. Typically, such an inflationary epoch is

achieved by invoking an additional scalar field that dominates the energy density

of the Universe at very early times with a negative pressure, similar to the dark

energy fluid today.

1.2.3 Tensions in the data, new physics?

With the emergence of multiple data-sets used to constrain the standard cos-

mological model, statistical tensions have arisen in results derived from different

analyses [27]. Two examples of such a tension are the Hubble tension and the

σ8 tension. The Hubble tension, that has been measured at the level of 4.5σ,

is in the measurement of H0 derived from CMB measurements [1] compared to

the value derived from measurements of late Universe standard candles (type IA

supernovae, Cepheid variables etc.) [28]. The σ8 tension is in the measurement

of the amplitude of the matter power spectrum P (k) (see sec. 2.1) on the scale

of 8h−1Mpc from CMB anisotropy measurements in comparison to the value de-

rived from the analysis of galaxy clusters using the Sunyaev-Zeldovich effect [29].

These tensions have led many to believe that there exists new physics that would

explain these results. On the other hand, such tensions may be alleviated by

better understanding of systematic errors and uncertainties in the data or the

analysis of it.
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1.3 Introduction to modified gravity

General Relativity (GR) is one of the most successful theories in the modern age.

It has not just withstood but indeed excelled in several tests for over a century and

stands unshaken as one of the pillars of modern astrophysics and cosmology. It

has been instrumental in the study of extreme astrophysical objects, like neutron

stars, black holes and mergers of such compact objects and many more. Recently,

the LIGO (Laser Interferometer Gravitational-Wave Observatory) and VIRGO

collaborations detected and measured gravitational waves from mergers of black

holes and neutron stars [30].

GR has also been a crucial tool in cosmology. The study of large scale structure

and its growth in the early Universe is done on the back of GR, with perturba-

tions of matter and radiation. Studying the growth of these perturbations in the

formalism of GR forms the discipline of cosmological perturbation theory (CPT).

This subject can be divided into two regimes, linear and non-linear.

In the linear regime, the evolution of perturbations is studied in the formalism

of linearised GR. This has been done with great success, with the theory accu-

rately predicting the details of the minute fluctuations in the CMB [1,14,31–34].

From these measurements of the CMB anisotropies, we have inferred the values

of cosmological parameters, ushering in the age of “precision cosmology”. The

current model of cosmology, the ΛCDM model is one of an expanding Universe in

the background of GR, and has successfully predicted and explained several pre-

viously unknown observational features of our Universe, such as the accelerated

expansion of the Universe [8, 35]. However, there is a scale at which the growth

of these perturbations becomes non-linear. Then, perturbative techniques used

in the linear regime are no longer applicable because of the extreme complexity
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associated to the non-linearity of the growth. Therefore numerical techniques are

employed to understand this regime.

1.3.1 Why modify gravity?

The motivation to modify such a well-tested model is its failure to explain the

dark sector, i.e., dark matter and dark energy whose effects are modelled by Ωc

and ΩΛ. Ideally, we would like both these parameters to be obtained within

the mathematical framework of the theory itself, in a way that is consistent

with quantum field theory which has been successfully used to derive the correct

abundances of elements in big-bang nucleosynthesis [16]. In other words, we

would like a model in which one would be able to derive the values of ΩΛ and

Ωm at the current epoch without the need to call upon unknown entities such

as dark matter and dark energy, while still being able to model accurately the

gravitational interaction between objects on scales ranging from the size of the

solar system to the cosmological horizon and beyond.

We know from Lagrangian and Hamiltonian dynamics that the equations of mo-

tion of a theory can be derived from an action. This action is defined as an

integral of the Lagrange-Density L. Such an action exists for GR, called the

Einstein-Hilbert action

S =
1

16πG

∫ √−g(R− 2Λ)d4x+

∫ √−gLm(ψm, gµν)d
4x , (1.12)

where the first term is the gravitational part of the action, and the second term

contains the Lagrange-Density Lm of the matter fields , which can be a function

of the matter fields ψm and the metric. To derive the field equations of GR, one

makes the assumptions that the weak equivalence principle, Einstein’s equivalence
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principle as well as the strong equivalence principle are valid. This also implies

that the Ricci tensor and scalar can be written as functions of the metric alone

(and not functions of the matter variables, the local environment etc.). In other

words, it is assumed that ∇µgµν = 0, where ∇µ is the covariant derivative de-

fined on the Riemannian manifold (see [36] for a detailed discussion). This means

that the connection and all geometric quantities derived from it (the Riemann

tensor, the Ricci tensor etc.) are all specified by the metric and its derivatives.

The resulting geometrical structure of spacetime can be described by a Rieman-

nian manifold, which means that we can locally study it assuming a Minkowski

spacetime, which allows us to recover the laws of Special Relativity.

1.3.2 The landscape of models

Modified gravity theories are formulated in a similar manner, with an invariant

action principle with respect to the metric, with a Universal coupling of all matter

fields to the same metric [17]. This procedure ensures that the new theories do

not violate fundamental principles that have been extremely well tested, at least

to length scales of the Solar System [17].

Lovelock’s Theorem Lovelock’s theorem states that the only possible equa-

tions that are second order or less derived from an action involving the metric

tensor and its derivatives are Einstein’s equations with a cosmological constant.

The mathematical statement of this powerful theorem is as follows

Theorem 1 The only possible second-order Euler-Lagrange expression obtain-

able in a four dimensional space from a scalar Lagrange density of the form

L = L(gµν) is

Eµν = α
√−g

[
Rµν − 1

2
gµνR

]
+ λ
√−ggµν , (1.13)
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where α and λ are constants, and Rµν and R are the Ricci tensor and scalar

curvature, respectively.

This means that if one is interested in modifying gravity, then one must

• consider additional fields for the action, other than the metric tensor.

• consider higher order derivatives of the metric tensor.

• consider higher dimensionality in the spacetime.

• not impose locality.

The last option would involve giving up on deriving the field equations from

a classical action, i.e., non-locality typically arises from quantum fluctuations

associated to the graviton leading to infrared divergences [37]. Therefore, this

class of models will not be discussed.

There are many models that introduce additional fields into the action. Some

well-studied examples of such models are scalar-tensor models and vector-tensor

models, which, as their names suggest, introduce additional scalar [38–40] and

vector fields with non-minimal couplings [41–43], respectively. Scalar-tensor mod-

els are often characterised by a coupling parameter ω(ϕ) written as a function of

the scalar field. The Lagrange density of a scalar field coupled to gravity via such

a coupling can be written as

1

16π

[
f(ϕ)R− ω(ϕ)

ϕ
∇µϕ∇µϕ− 2Λ(ϕ)

]
+ Lm(ϕm, gµν) , (1.14)

where ω(ϕ) is the coupling parameter, a free function and Λ(ϕ) is a generalised

cosmological constant. This theory reduces to GR in the limit ω → ∞ , ω′
ω2 →

0, Λ → constant. The popular Brans-Dicke theory [44] can be obtained in the

limit Λ→ 0 and ω
ϕ
→ constant.
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In 1974, Gregory Horndeski derived a general Lagrangian [45] that encompasses a

wide variety of scalar-tensor theories including f(R) gravity [46–48], Quintessence

[49–58], k-essence [59–62] and a host of other theories from the general action

(see [63] for a discussion). Local measurements put tight constraints on the value

of ω (see section 1.3.3). Such constraints can be evaded with the help of screening

mechanisms that make this coupling a function of the density of the matter field

(Chameleon mechanisms) or include non-linear corrections to the coupling that

can result in deviations only on large scales (Vainshtein mechanism [64]).

Vector-tensor models involve the introduction of a vector field that couples to

gravity. In this case, such a vector field breaks Lorentz invariance since it picks

out a preferred set of coordinates which would allow one to distinguish between

inertial frames. Such a Lorentz-violating vector field is called the “aether”, which

leads to these models being called Einstein-Aether models. It turns out that

the aether field can have serious cosmological implications [17], it can lead to a

renormalised value for the Newton’s Gravitational constant [65] and slow down

the Universe expansion rate as well as lead to detectable rescaling of amplitudes

of the scalar and tensor perturbations in the CMB power spectrum [66]. As a

result, there are problems with trying to fit Einstein-Aether gravity to both CMB

data as well as data from large-scale-structure surveys.

1.3.3 Parameterisations and observational probes

Linear parameterisations

As mentioned previously, CPT has been used with great success in the background

of the FLRWmetric within the framework of GR to calculate several cosmological
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observables. The basic idea is to add small perturbations to the metric

gµν = ḡµν + δgµν

and the energy momentum tensor

Tµν = T̄µν + δTµν

in the field equations and solve for the evolution of the perturbations, where

the bar over the quantity that has identical evolution to the homogeneous back-

ground, and δgµν and δTµν are the perturbations to the metric and the energy-

momentum tensor, respectively (see for example [67] for a detailed description

of cosmological perturbation theory in an expanding FLRW background) In this

context, ‘small’ implies that the amplitude of these perturbations are negligible

in comparison to the background. Since the perturbations are assumed to be

small, terms that are proportional to the product (or square) of perturbations

are neglected. The scales over which such a technique is useful and applicable

are known as ‘linear scales’.

Typically, the field equations for the perturbations are decomposed into scalar,

vector and tensor modes (note that this step, called SVT decomposition is similar

to the Helmholtz decomposition in vector calculus). The evolution of each sector

is solved for separately. In addition, one also identifies two regimes for the pertur-

bations dependent on the size of the wavelength of the Fourier modes of the per-

turbations relative to the cosmological horizon. The superhorizon regime refers to

Fourier modes whose wavelength is larger than the Hubble horizon and vice-versa

for the subhorizon regime. Of course, this implies that there exists an epoch at

which any Fourier mode of a given perturbation ‘crosses over’ from superhorizon
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to subhorizon. Of course, the evolution of each mode in two regimes eventually

determines its observational signature, e.g., its imprint on CMB anisotropies or

the matter power spectrum.

In modified gravity, one can follow a similar series of steps, except one contains

additional variables in the SVT decomposition that come from extra degrees of

freedom in the action. We describe two of the popular methods in the literature

below.

Equation of State formalism This method involves parametrising modified

gravity models on the basis of the field content in their actions, which leads to

a particular equation-of-state (EoS) for the gauge invariant perturbations in the

dark sector [68–70]. These EoS close the system of equations of the fluid [70].

The idea is to modify the Einstein-Hilbert action with a term which contains all

the non-standard gravitational physics

S =

∫
d4x
√−g

[
R

16πG
− LM − Ld

]
, (1.15)

where Ld is the new term, called the “dark Lagrangian”. Varying the action with

respect to the metric leads to the following field equations

Gµν = 8πG [Tµν + Uµν ] . (1.16)

All modifications to physics, i.e., all contribution to the dark Lagrangian comes

from the dark-energy EM tensor Uµν [70], which is covariantly conserved

∇µUµν = 0 , (1.17)
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due to the assumption that the energy momentum tensor due to the matter

Lagrangian is conserved and the Bianchi identity being valid for Einstein tensor.

The linear perturbation of these conservation equations (1.17) yields the general

relativistic versions of the Euler and continuity equations for the velocity and

density perturbations. They are written in terms of the gauge invariant density

and the rescaled velocity perturbations ∆ and Θ, respectively. The evolution

equations for the gauge invariant density and well as velocity perturbations can

be written in a way that is valid for both the conformal Newtonian gauge as

well as the synchronous gauge. They are given by [71] (written in the conformal

Newtonian gauge here)

∆′ − 3w∆− 2Π + gKϵHΘ = 3(1 + w)X , (1.18)

Θ′ + 3

(
c2a − w +

1

3
ϵH

)
Θ− 3c2a∆− 2Π− 3Γ = 3(1 + w)Y , (1.19)

where K = k
aH

and k is the wave number (or conformal momentum) of the

perturbation, c2a = dp
dρ

is the adiabatic sound speed and gK = 1 + K2/3ϵH, with

ϵH ≡ −H ′/H and where

X ≡ ϕ′ + ψ , (1.20)

Y ≡ ψ , (1.21)

ϕ and ψ are the usual scalar metric perturbations, i.e., the gravitational poten-

tials that in GR are equal to each other (up to a minus sign). Finally, Π is the

perturbed scalar anisotropic stress and Γ is the gauge invariant entropy pertur-

bation. In the EoS approach, both Π and Γ will be written as linear expansions

in terms of the Gauge invariant quantities, with coefficients that are dependent
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only on the homogenous background quantities. The explicit form of these expan-

sions depends on the modified gravity model (see [43, 71–73] for some examples

on f(R) and generalised Einstein-Aether theories). However, it is clear what each

expansion physically implies for a system.

Effective Field Theory (EFT) Formalism This approach assumes that the

weak equivalence principle is valid, i.e., there exists a metric that is universally

coupled to all matter fields via the action Sm[gµν , ψm] [74](see an alternate ap-

proach developed from this formalism [75] based on the ADM split). This action

is then written in terms of the unitary gauge, where the additional degree of

freedom in the form of a scalar field (since most modified gravity models can be

written as the Einstein-Hilbert action + scalar) is absorbed into the metric. In

other words, there are no scalar field perturbations, since the time coordinate is

assumed to be a function of the scalar field. The action is given by [74]

S =

∫
d4x
√−g

[
M∗
2
f(t)R− Λ(t)− c(t)g00

]
+ S

(2)
DE , (1.22)

where f ,Λ and c are functions of time t and the frame of reference is the Jordan

frame, where the metric is universally coupled to the matter fields. by a simple

Quadratic and higher order terms are encoded in S
(2)
DE. Note that this action is

derived from the Einstein frame (where the metric is minimally coupled) by a

conformal transformation ds2Einstein = fds2Jordan. When this action is expanded

out to include them, we obtain (assuming the FLRW metric as defined in (1.2)
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[74]

S =
1

2

∫
d4x
√−g

[
M2
∗ fR− ρD = pD −M2

∗ (5Hḟ + f̈)−
(
ρD + pD +M2

∗

[
Hḟ − f̈

])
g00

M4
2 (δg

00)2 − m̄3
1δg

00δK − M̄2
2 δK

2 − M̄2
3 δK

ν
µδK

µ
ν +m2

2h
µν∂µg

00∂νg
00

+ λ1δR
2 + λ2δRµνδR

µν + µ2
1δg

00δR + γ1C
µνρσCµνρσ + γ2ϵ

µνρσCκλ
µνCρσκλ

+
M4

3

3
(δg00)3 − m̄3

2(δg
00)2δK + . . .

]
(1.23)

where δg00 = g00+1 , δKµ
ν is the extrinsic curvature perturbation, δK its trace, δR

and δRµν the perturbation of the Ricci scalar and tensor, respectively and Cµνρσ

is the Weyl tensor. MI ,mi , M̄i , m̄ and µi are mass parameters while λi and γi

are dimensionless parameters. Note that all these are time dependent [74].

Clearly, all dark sector terms contributing to linear order are in the first line of

eqn. (1.23). Similar to the EoS formalism, the coefficients of these terms depend

purely on the homogeneous background, and therefore, are uniquely determined

given a particular modified gravity model. Quadratic and higher order terms

(from second line onwards) leave the background unchanged. Constraining their

coefficients is highly dependent on clustering/screening mechanisms in the the-

ory.

Non-linear parameterisations

The fundamental problem with studying non-linear scales in cosmology is that

perturbation theory starts to become inaccurate as one starts to move from linear

to non-linear scales which occurs at k ≥ 0.5hMpc−1. Therefore, we need to

employ different techniques to try and probe non-linear structure formation in

any cosmological model.



1.3. INTRODUCTION TO MODIFIED GRAVITY 43

Parameterised Post-Newtonian formalism The Parameterised Post-Newtonian

(PPN) formalism is one such formalism which aims to constrain modified gravity

models by parameterising their weak field limit [76]. The parameters are rela-

tively easily constrained by observations. The fundamental idea is to define a

“degree of smallness”. In other words, one decides what order each individual

perturbation is truncated. For the metric, one obtains

g00 = −1 + h
(2)
00 + h

(4)
00 +O(6) , (1.24)

g0i = h
(3)
0i +O(5) , (1.25)

gij = δij + h
(2)
ij +O(4) . (1.26)

In a similar way, we perturb the energy momentum tensor as well

T00 = ρ(1 + Π + v2 − h00) +O(6) , (1.27)

T0i = −ρvi +O(5) , (1.28)

Tij = ρvivj + Pδij +O(6) , (1.29)

where Π is the ratio of the energy density to the rest mass density v is the spatial

velocity of the perturbations. In addition to this, one also considers that time

derivatives are of the order of the first order perturbations in magnitude, and

additional scalar/vector/tensor fields are expanded up to fourth order. Ensuring

that these rules for book-keeping are followed, one can derive the the full test

metric given by

g00 =− 1 + 2GU − 2βG2U2 − 2ξG2ϕW + (2γ + α3 + β1 − 2ξ)Gϕ1 − (β1 − 2ξ)GA

+ 2(1 + 3γ − 2β + β2 + ξ)G2ϕ2 + 2(1 + β3)Gϕ3 + (3γ + 3β4 − 2ξ)Gϕ4 ,

(1.30)
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g0i = −1

2
(3 + 4γ + α1 − α2 + β1 − 2ξ)GVi −

1

2
(1 + α2 − β1 + 2ξ)GWi ,(1.31)

gij = = (1 + 2γGU)δij , (1.32)

where β , γ , ξ , β1 , β2 , β3 , β4 , α1 , α2 and α3 are the PPN parameters and

ϕW , ϕ1 , ϕ2 , ϕ3 , ϕ4 ,A , Vi and Wi are the PPN gravitational potentials [76].

One can clearly adapt this formalism to constrain modified gravity theories in a

general way, without any particular theory in mind.

Now, we will discuss the observational constraints on the PPN parameters and

potentials. These will, in turn be compared to the theoretical predictions of

modified gravity models. In GR, we have that β = γ = 1 and ξ = β1 = β2 =

β3 = β4 = α1 = α2 = α3 = 0.

Observations that involve null geodesics such as weak-gravitational lensing will be

sensitive to the second order terms in the metric perturbations g00 and gij, both of

which are related to the PPN parameter γ. According to the PPN formalism, the

bending of light by a massive star observed is given by the expression [76]

(1 + γ)

2
θGR . (1.33)

One of the tightest observational constraints on this deflection is by Shapiro,

Davis, Lebach and Gregory [77] who used 2500 days worth of observations of 541

radio sources by 87 VLBI (Very Long Baseline Interferometry) sites over a period

of 20 years. the result of this is

θ = (0.99992± 0.00023)× 1.75′′ , (1.34)
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which confirms the GR value of 1.75′′ [77]. This gives the following constraint

γ − 1 = (−1.7± 4.5)× 10−4 . (1.35)

Similarly, one can also constrain γ using the differential time delay in photons

as they pass through the gravitational field of a massive object (such as a star),

called Shapiro light delay, given by

∆t =
(1 + γ)

2
∆tGR . (1.36)

One of the best observational constraints on this effect comes from measurements

made using radio links on the Cassini spacecraft between the 6th of June and 7th

of July, 2002, by Bertotti, Ies and Tortora [78]. From this experiment a time

delay of (1.00001 ± 10−5)∆tGR. This results in an even tighter constraint on γ

given by

γ − 1 = (2.1± 2.3)× 10−5 , (1.37)

which is also consistent with the prediction by GR.

Clearly, the PPN formalism is a powerful tool to constrain the local properties

of modified gravity models in a general way. However, since we are interested in

the cosmological behaviour of these models, we will need to go beyond local tests

like terrestrial and solar system experiments.
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Post-Friedmann Formalism

The corresponding version of the PPN formalism on larger scales is the Parametrised

Post-Friedmann formalism, which has been used constrain the gravitational po-

tential and shear by parametrising these quantities in a general way and com-

paring observational measurements of these quantities (from observations of evo-

lution of large scale structure and gravitational shear from weak lensing) to the

predictions made by different modified gravity theories. The possibility of direct

comparison with observations has made this a popular approach. We are inter-

ested in making use of this formalism to constrain modified gravity models on

linear and non-linear scales.

In linear perturbation theory, the FLRW metric with perturbations is written in

the Conformal Newtonian gauge as

ds2 = −a2(τ)
[
(1 + 2ψ)dτ 2 − (1− 2ϕ)dx⃗2)

]
, (1.38)

where ϕ and ψ are scalar potentials that are functions of space and time. We can

write down the linearised conservation equations for cold dark matter (CDM),

working in Fourier space and assuming adiabatic initial conditions and covariant

conservation of the energy-momentum tensor [79]

δ′ +
k

aH
v − 3ϕ′ = 0 , (1.39)

v′ + v − k

aH
ψ = 0 , (1.40)

where δ is the density contrast, v the irrotational component of the peculiar

velocity and primes indicate derivatives w.r.t lna. It is convenient to introduce
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the co-moving density contrast

∆ ≡ δ + 3
aH

k
v . (1.41)

Now, we have a system of equations for {∆, v, ϕ, ψ}, which needs two more equa-

tions to be closed. These two equations are obtained from the theory of gravity

which defines the relationship between the metric perturbations and how they are

sourced by the perturbations of the energy momentum tensor. These equations

are typically written in the modified gravity literature as

ϕ

ψ
= η(a, k) , (1.42)

k2ψ = − a2

2M2
pl

µ(a, k)ρ∆ , (1.43)

where M2
pl ≡ 1

8πG
, η(a, k) and µ(a, k) are generic functions of time and space,

which parametrise the deviations from GR (in which they are both unity at late

times when anisotropic stress is negligible) of a generic modified gravity theory.

Thus, we now have a closed system which we can solve for the evolution of the

perturbations in super-horizon and sub-horizon regimes. This treatment is valid

only in the linear regime. We use the Post-Friedmann formalism to define a

similar formalism on non-linear scales. The metric is expanded with perturba-

tions to varying powers of 1/c, where 1/c2 and 1/c3 terms are considered lead-

ing order [80]. There are two kinds of perturbations added to the background

homogeneous and isotropic metric. The first is the Newtonian kind, which is

an approximate solution of Einstein’s equations, such that the exact non-linear

equations of Newtonian dynamics will describe the evolution of these perturba-

tions. The second kind of perturbation are relativistic. The Newtonian term will

be at leading order, while the relativistic terms are higher order corrections. The



48 CHAPTER 1. INTRODUCTION

gauge used is the Poisson gauge (which is essentially the Newtonian gauge with-

out neglecting the vector and tensor perturbations). The full metric is written

as

g00 = −
[
1− 2

UN

c2
+

1

c4
(2U2

N − 4UP)

]
+O

(
1

c6

)
, (1.44)

g0i = − a
c3
BN

i −
a

c5
BP

i +O
(
1

c7

)
, (1.45)

gij = a2
[(

1 +
2VN
c2

+
1

c4
(2V 2

N + 4VP)

)
δij +

1

c4
hij

]
+O

(
1

c6

)
, (1.46)

where the spatial Cartesian coordinates are understood as an Eulerian system

of reference. In the Poisson gauge, the vector functions BN
i and BP

i are diver-

genceless and hij is a transverse and traceless tensor. Having chosen this gauge,

we now have 4 degrees of freedom at leading order and 6 at higher order, two

for each scalar functions U and V , two for the independent components of Bi

and two for the transverse traceless tensor (which appears only as a higher order

correction).

The Einstein equations

Gµν = Rµν −
1

2
gµνR =

8πGTµν
c4

, (1.47)

and the covariant conservation of energy-momentum

∇µTµν = 0 , (1.48)

are used to obtain a closed system of equations. However, the large number

of degrees of freedom, coupled with the non-linearity of equations makes the

system too complicated to solve analytically. This then means that numerical

methods are to be used to tackle the problem on non-linear scales. We aim to use
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Newtonian N-body simulations to study modified gravity models on both linear

and non-linear scales.

To use Newtonian N-body simulations, one has to derive the Newtonian limit

for these equations. The Newtonian limit is the quasi-static, weak field limit

of the field equations. Therefore time derivatives are attached with a factor of

1
c
(low velocity). The matter content is taken to be pressureless dust, equiva-

lent to CDM. The parameters that then describe the background fluid are the

background density ρ̄ and the density and velocity perturbations δ and vi. We

operate in the Poisson gauge, one of the few gauges that is valid on both linear

and non-linear cosmological scales [81]. The vector functions BN
i and BP

i are

divergenceless and hij is a transverse and traceless tensor (see [80] for a detailed

explanation of this expansion and the physical interpretation of each term). The

equations are [80]

1

c2
1

a2
∇2VN = −4πG

c2
δρ̄ , (1.49)

1

c3

[
− 1

2a2
∇2BN

i + 2
ȧ

a2
∇iUN +

2

a
∇iV̇N

]
=

8πG

c3
ρ̄(1 + δ)vi , (1.50)

1

c2
2

a2
∇2(VN − UN) = 0 , (1.51)

dδ

dt
+

1

a
∇ivi(1 + δ) = 0 , (1.52)

dvi
dt

+
ȧ

a
vi =

1

a
∇iUN . (1.53)

Note that there is a constraint equation for the vector potential BN
i that is present

at the c−3 order. This vector potential has been measured from N-body simula-

tions and found to be small [82]. This further justifies, quantitatively, the use of

the Newtonian approximation.
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Parametrisation Therefore, neglecting the contribution of the vector poten-

tial, we are now left with two degrees of freedom in our system. The so-called

“1PF” equations describe structure formation on all scales, including higher or-

der terms in the expansion as well as terms that are structurally non-linear, i.e.,

terms that have the involve combinations of perturbation variables (such as ρv).

Note that scales at which the density-field exhibits non-linearity, i.e., when the

CDM density contrast is no longer small are not the same as the scales where the

velocity field exhibits non-linearities (which are typically larger). Following [83],

we rewrite these equations using the so-called “re-summed potentials” [80]

ψP = −VN −
2

c2
VP , (1.54)

ϕP = −UN −
2

c2
UP . (1.55)

The scalar parts of the 00 component of Einstein’s equation may be expressed in

Fourier space as

1

c2
k2ϕ̃P +

1

c4
[non-linear terms] = − 1

c2
4πa2ρ̄GN∆̃ , (1.56)

ψ̃P = ϕ̃P , (1.57)

So far, we have not explicitly included any departure from ΛCDM in the analysis.

To make contact with the modified gravity literature, we set Geff = µ(a, k)GN

where µ(a, k) is a potential that acts as a dimensionless potential that promotes

Newton’s constant to an arbitrary function of space and time.

Usually, the Newtonian limit is obtained by imposing the condition that the

timelike geodesic equation is compatible with the Newtonian equations of par-

ticle motion. This then sets g00 = − (1− 2ϕP/c
2) where ϕP is identified to be
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the Newtonian gravitational potential ϕN [16, 36] in the case of GR. This is the

“passive” approach to gravitational physics, where one calculates the response of

matter to a given gravitational field. However, in N-body simulations, we have a

given matter distribution from which we calculate the gravitational field and the

particle dynamics, updated at regular time-steps. Therefore, the field equations

define the order of metric terms rather than the geodesic equation. This approach

is called the active approach [80]. Therefore, consider the trace reversed Einstein

equations

Rµ
ν = κ

(
T µ
ν −

1

2
Tδµν

)
+ Λδµν , (1.58)

the trace of which (given our parametrisation) is given by

1

c2
1

a2
∇2(ϕP − 4ψP) =

12πGeff

c2
ρ̄δ . (1.59)

However, when we consider the Newtonian limit for slowly moving massive par-

ticles, i.e., the relativistic four-velocity of the CDM particles uµ = (1, 0, 0, 0).

Then, the only relevant geodesic equation is

d2x

dt2
+ 2

ȧ

a
ẋ = −1

2
c2
(
giν∂νg00

)
. (1.60)

Note that this is not true for relativistic particles like photons. However, it does

apply to matter, and effectively implies that

d2x

dt2
+ 2

ȧ

a
ẋ =

1

a(t)2
∇ϕP , (1.61)

i.e, the evolution of massive particles only depends on ϕP. This means that we
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can redefine our parametrisation (1.56, 1.57) as

k2ϕP = −4πµ(a, k)GNa
2ρ̄∆ , (1.62)

ϕ̃P

ϕP

= η(a, k) , (1.63)

Therefore, we have only one degree of freedom that is relevant for the N-body

simulation, while the second degree of freedom can be explored in post-processing

(via ray tracing techniques used in weak lensing, for example).

Constraining modified gravity

A variety of observational probes have been used to constrain and test modified

gravity. As mentioned earlier, local measurements including observations of the

solar system are useful to impose bounds deep in the non-linear regime, i.e.,

on small scales. Cosmological datasets on large-scale structure that have been

previously used to test ΛCDM e.g., CMB anisotropies, weak-lensing etc. have

proven useful to test parameterised approaches where a set of functions capture

the deviations from GR. Such approaches encompass a significant portion of the

model-space, but the constraints themselves are not as strong as those that one

would obtain when concentrating on individual models.

Furthermore, such cosmological constraints are often limited to linear or quasi-

linear scales since we currently do not have the tools to predict non-linear large-

scale structure observables for parameterised approaches. Model-specific studies

allow insight into non-linear behaviour, via dedicated N -body simulations (see

[84] for a detailed study of the various software that exists in the literature and

the results associated with each).

In addition, there also are a variety of astrophysical datasets such as galaxy cluster
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abundance, redshift space distortions, compact object mergers etc. See [85] for

a detailed description on the various datasets and how they have been used to

establish constraints.

In this work, we will study N -body simulations with a time-dependent effec-

tive gravitational parameter in the Post-Friedmann formalism, with µ = A(a, k)

where A(a, k) ≡ A(a). In chapter 2, we calculate the matter power spectra from

our simulations and compare different approaches in the literature that predict

the matter power spectrum for arbitrary µ(z). We quantify the accuracy of each

approach, finding the ReACT formalism [86, 87] to be the best performing can-

didate and compute weak-lensing observables from the matter power spectra in

the simulations as well as using the spectra from the ReACT and halofit [88–90]

approaches in the literature. We also reflect on the impact of these results on the

performance of future surveys in the context of model-independent constraints of

modified gravity.

In chapter 3 we validate the ReACT formalism over a significantly wider region

of parameter space in µ(z). We use this validated package to perform model-

independent forecasts on time-dependent modified gravity for an LSST-like sur-

vey.



54 CHAPTER 1. INTRODUCTION



1.4. AXION DARK MATTER 55

1.4 Axion Dark Matter

1.4.1 The axion as a dark matter candidate

The origins of the axion can be traced back to the strong CP problem in Quantum

Chromodynamics (QCD). The QCD lagrangian contains a Charge and Parity

(CP) conjugation violating term which can be written as

LQCD = Lpert + Lθ = Lpert + θ
g2

32π2
GaµνG̃a

µν , (1.64)

where Lpert is the full perturbative QCD Lagrangian and the parameter θ violates

CP symmetry, g is the gauge coupling, Ga
µν is the gluon field tensor and G̃a

µν its

dual. This CP violation results in a non-zero value for the electric dipole moment

of the neutron. This dipole moment is experimentally constrained to be very

small, dn ≤ 3× 10−26ecm [91], which translates into the constraint θ ≤ 3× 10−10,

in other words, terms containing θ are negligible in QCD, which means QCD is

close to being CP invariant, if not exactly invariant. Indirect CP violation in the

standard model has been seen in the case of kaon decay [92]. Why does nature

conspire that QCD must be CP invariant? This is the strong CP problem.

An elegant solution to this problem was suggested by R.Peccei and H.Quinn [93],

where θ is promoted to a scalar field and a new symmetry is introduced called

the PQ symmetry, which is broken in the early Universe during the PQ phase

transition. This introduces a new scalar field, mediated by the corresponding

Nambu-Goldstone boson, the axion. Therefore, θ can then naturally be relaxed

to zero as the Universe evolves and QCD is CP invariant at the present day.

The first axion model proposed by Weinberg and Wilczek [94, 95] was ruled out

by collider experiments, since the coupling of the axion to other sectors was too

strong. Subsequently two models, the KSVZ [96, 97] and DFSZ [98, 99] emerged
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establishing a family of models of so-called “invisible axions”, since they are

so weakly interacting. There exist two well-known non-thermal mechanisms that

produce a cosmological abundance of axions in the early Universe [100–107]. This

makes the axion a well-motivated dark matter candidate.

For a specific model there is a relation between the axion-photon coupling gaγγ

and the axion mass ma, which depends on the choice of E/N , which is the ratio

of electromagnetic and colour anomalies [108]

gaγγ = 5.1× 10−14GeV−1
(

mac
2

250µeV

) ∣∣∣∣EN − 1.92

∣∣∣∣ . (1.65)

The KSVZ model has E/N = 0, while DFSZ model has E/N = 8/3 making the

latter more weakly coupled to photons.

Misalignment mechanism

During the QCD transition, the axion becomes massive, caused by the axion

scalar field rolling down a potential well until its value is minimised. However

a number of zero-mode bosons are produced as the field oscillates about it’s

minimum energy configuration, i.e., a Bose-Einstein condensate is formed. This

produces a cosmological population of axions that was recently computed as

Ωah
2
100 ≈ 0.54g−0.41⋆ θ2i

(
fa

1012 GeV

)1.19

, (1.66)

where g⋆ ≈ 10 is the number of relativistic degrees of freedom during the re-

alignment process, θi is the initial angle of misalignment, h100 is defined by the

Hubble constant H0 = 100h100 km sec−1Mpc−1 and fa is the axion decay con-

stant which is related to the axion mass, ma, by mac
2 = 6µeV (fa/10

12GeV)
−1
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(see also [109–112] for other recent treatments of this issue). Recent measure-

ments of the CMB by the Planck satellite [1, 14] yield an estimate for the CDM

density, Ωch
2
100 ≈ 0.12. Assuming that this is the case, taking into account the

uncertainty in the value of g⋆ and the standard assumption ⟨θ2a⟩ = π2/3, we can

predict a mass range of 19µeV ≤ mac
2 ≤ 23µeV.

Such a choice of θa is made assuming that its value as a function of space is

random and is eventually ‘averaged’ due to the Hubble expansion. However, such

an assumption is is not really a firm prediction at all. In inflationary scenarios

one would expect a random value anywhere in the range 0 < θa ≤ π 3. One

might expect that, in order to avoid an anthropic solution to the strong CP

problem [114], there is a lower limit for θa and hence 10−2 < θa < π. In this case,

we come up with a wider prediction for the range of masses from misalignment,

6× 10−3 µeV < mac
2 < 6× 102 µeV.

String decay

An alternative production mechanism involves the formation of topological de-

fects, i.e., cosmic strings. Since the axion field exists in a U(1) vacuum mani-

fold post the spontaneous symmetry being broken, a network of cosmic strings

is formed via the Kibble mechanism [106, 107]. The radiation of this network

of strings yields an abundance of axions that dominates the matter density of

the Universe if the PQ symmetry is broken after inflation. Assuming this is

the case, the resultant abundance contains a contribution from long strings and

loops [115,116] and is given by

Ωah
2
100 ≈

[
1 + 10J

(α
κ

)]
∆

(
fa

1012GeV

)1.18

, (1.67)

3Note that inflationary axion cosmology predicts isocurvature perturbation modes in the
CMB, which is an excellent way of constraining such models [113].
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where α is the loop production size relative to the horizon, κ quantifies the rate

of decay of the string loops, J(x) = x3/2
[
1− (1 + x)−3/2

]
and 1/3 < ∆ < 3

is the theoretical uncertainty associated with the QCD phase transition. This

estimate was recently refined [114], notably improving the estimate of ∆ and

making the assumption that α/κ = 0.5±0.2 to deduce 100µeV < mac
2 < 400µeV

under the assumption that the axions are the cold dark matter. Note that this

axion mass range cannot be probed by standard axion haloscope experiments (see

below).

1.4.2 Experimental searches

Laboratory searches for axions may be traced back to P. Sikivie’s landmark paper

in 1983 where he first described the idea of using cavity detectors to detect the

axion flux from the Sun (helioscopes) and the local dark matter ‘wind’ (halo-

scopes) [117]. Essentially, one designs cavities with large magnetic fields that

couple to specific modes of the axion field, producing microwave/radio photons

(in the case of haloscopes) and X-ray photons (in the case of helioscopes). In the

case of helioscopes, the bounds on the axion-photon coupling are dependent on

the model used to describe the axion production mechanism in the Sun. On the

other hand, haloscopes rely on measurements of the local dark matter flux.

The CERN Axion Solar Telescope (CAST) [118] is currently in operation and is

responsible for the most stringent broadband bounds on gaγγ i.e., bounds that

span across a large range of axion mass. Meanwhile, various haloscope experi-

ments such as the Axion Dark Matter Experiment [119–122] (ADMX), Haloscope

At Yale Sensitive To Axion CDM (HAYSTAC) [123–125] have established very

stringent bounds that exclude axions with couplings as weak as the KSVZ and

DFSZ models, but over very a small range of axion mass.
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One drawback of the conventional haloscope cavity detectors is that the resonant

coupling imposes a lower limit on the size of the cavities that may be manu-

factured, which implies a hard upper limit on axion mass that can be probed

using such devices. Recently, a hybrid method was proposed that does away with

the idea of resonant coupling in favour of enhancing the signal by introducing

dielectric media into the experimental setup. The basic idea is that the coupling

of the axion to electromagnetic sector induces EM waves at the boundaries of

dielectric surfaces (i.e., boundaries where the dielectric constant changes). It is

possible to boost the signal by inserting a number of dielectric discs into the ex-

perimental apparatus [126]. This setup is known as the dielectric haloscope, and

is the approach adopted by the MAgnetized Disk and Mirror Axion eXperiment

(MADMAX) collaboration [126,127].

Clearly, a lot of work remains to be done in order to explore the regions of

the gaγγ − ma parameter space that have not yet been probed, especially the

range of axion masses that are predicted by the misalignment and string decay

mechanisms. See fig. 1.2 for a summary of the constraints that is by no means

all-encompassing, but displays a reasonably up-to-date picture of the current

situation in the field.

1.4.3 Indirect detection: Complimentary to laboratory

searches

Laboratory searches for axions have come a long way in the last few decades.

Although they have managed to achieve to achieve extremely sensitive detector

designs, they require a large amount of time to scan across the range of axion

masses associated to the CDM parameter space. Indirect methods of detecting

axions via astrophysical magnetic fields could inform such efforts by providing a
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Figure 1.2: A summary of the constraints on the axion-photon coupling as a
function of axion mass. The red and cyan regions represent the prediction
for the CDM axion mass range according to the misalignment and string de-
cay mechanisms [114], that assume that Ωa = ΩCDM, i.e., that axions make up
the entire fraction of CDM observed today. The dark blue exclusion is from the
CERN CAST helioscope [118]. The green and purple exclusions are from the
ADMX [119–122] and HAYSTAC [123–125] haloscopes, respectively. The yellow
exclusions are from the CAPP haloscope based in South Korea [128–130,130,131].
The dark red are from the RBF/UF haloscopes [132,133]. Finally, the dark blue
limits from the ORGAN collaboration [134,135].
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a much smaller window in axion mass/frequency where they are likely to achieve

a positive detection.

One can study the signal from the spontaneous decay of axions to photons. As-

suming axions be the CDM of the Universe, one can calculate the flux density

signal that would be observable from the CDM halo of an object such as a galaxy

cluster, since the spontaneous decay time is known to be

τa = 6.8× 1024 s
(ma/eV)

−5

(EPQ/N − 1.95/0.72)2
, (1.68)

where EPQ is the electromagnetic anomaly of the PQ symmetry. Clearly, this

signal is quite weak. However, over a small range in frequency, there exists an

enhancement of this signal via stimulated emission from ambient photons at the

same frequency (e.g., CMB, galactic radio emission, synchrotron emission etc.).

In chapter 4, we study the different ways of measuring this signal and clarify

optimal observational strategies for the future.

Compact objects have long been known to offer a useful avenue in which to

probe axions and ALPs in a variety of ways [136–144]. Neutron stars (NSs) in

particular offer an exciting opportunity for increasing the possibility to detect

axion dark matter by allowing axions to resonantly convert into radio photons in

their magnetospheres, which relies on resonant conversion at some critical radius

rc where the plasma mass of the photons in the magnetosphere, ωp = ma, the

axion mass. Historically, these ideas can be dated to a proposal by Pshirkov and

Popov [145], while the more general question of mixing of axions with photons

in neutron star magnetospheres was also considered in [146]. More recently,

the subject has seen a renewed interest [147–153]. In chapter 5 we study the

conversion probability associated to the resonant conversion, the propagation of
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the resultant photons out from the magnetosphere in the presence of gravity and

characterise the shape of the signal.

Using our analysis in chapter 5, we identify target pulsars in the Jodrell Bank

Centre for Astrophysics (JBCA) pulsar catalogue and perform a matched-filter

analysis on the data to search for a signal in the time-domain in chapter 6. Such

a technique allows one to optimise to specific time-dependence that is predicted,

and will only become more powerful as the theoretical understanding of the shape

of the signal improves.
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Modified Gravity Simulations
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2.1 Introduction: Model-independence and non-

linear scales

We are currently in a data-intensive era for cosmology. The next few decades

in cosmology will see an unprecedented amount of data on large-scale-structure

(LSS) generated by a multitude of experiments such as the Euclid satellite 1, the

Vera Rubin Observatory 2, the Nancy Roman Space Telescope 3 and the Square

Kilometre Array (SKA) 4 on a variety of cosmological scales. Designing tests of

gravity and the dark energy paradigm that make efficient and effective use of this

data represents one of the big challenges for cosmologists going forward. In the

modified gravity context, the model-space is vast (see section 1.3.2 for more de-

tails). To combat this problem, a number of parameterisations of modified gravity

were introduced and studied (see sec 1.3.3). A key assumption for most of these

formalism is that one is restricted to the “linear” regime, where perturbations

(particularly density perturbations) are small. These have been constrained with

multiple observational probes [1,8,35,154–157], but no deviation from ΛCDM has

been detected universally. However, the restriction to linear scales significantly

limits what these parameterisations can achieve 5.

This restriction could prove to be a severe limiting factor, since upcoming cos-

mological surveys will generate a multitude of data on non-linear cosmologi-

cal scales. Until now, various studies of structure formation were carried out

by performing N -body simulations in specific modified gravity models, such as

f(R) gravity [160] or Dvali-Gabadadze-Porrati (DGP) gravity [161]; for a review,

1https://www.euclid-ec.org
2https://www.lsst.org
3https://roman.gsfc.nasa.gov
4https://www.skatelescope.org
5Note that some recent works [158,159] are valid on non-linear scales; we will return to these

and contextualise them later in this work.

https://www.euclid-ec.org
https://www.lsst.org
https://roman.gsfc.nasa.gov
https://www.skatelescope.org
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see [162,163]. While these studies are valuable in understanding the behaviour of

the respective models in the non-linear regime, they do not allow one to rule out

significant regions of the modified-gravity model space. Furthermore, these stud-

ies do not allow us to perform a robust null test of GR, unlike model-independent

approaches.

Therefore, it is crucial to establish a model-independent approach towards test-

ing modified gravity on all cosmological scales. Recent work [83] used the Post-

Friedmann formalism [80] to design a rigorous approach to modified gravity that

is valid on all cosmological scales. Modified gravity models are typically param-

eterised by two parameters in linear theory. The post-Friedmann approach ex-

tends these linear theory parameterisations in a manner that can be consistently

simulated and interpreted on all scales. In this work we explore the non-linear

phenomenology of this model-independent approach using N -body simulations.

Crucially, a careful choice of the parameters ensures that we can run simula-

tions characterised by a single parameter, and include the effect of the other in

post-processing (see sections 2.2 and 2.5 for more details).

Combined with the simulations, we also present a critical comparison of the fitting

functions capable of predicting the matter power spectrum P (k), which is the 2-

point correlation function of density contrast defined according to

⟨δ(k̃)δ(k̃′)⟩ = (2π)3P (k)δ3(k̃ + k̃′) , (2.1)

for arbitrary modified gravity parameters. Due to the computational cost of N -

body simulations, such fitting functions will prove to be crucial in understanding

the phenomenology of modified gravity and its effect on not only the matter

power spectrum, but also on weak gravitational lensing (or simply weak-lensing).
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This point is especially important since upcoming surveys will measure galaxy

clustering (which provides information on the matter power spectrum) and cosmic

shear: the apparent distortion of the shapes of galaxies due to the deflection of

light by the distribution of mass along the line-of-sight on non-linear scales. As

such, being able to compute these weak-lensing observables from our simulations

and any fitting functions is also of paramount importance.

The plan of the chapter is as follows. In section 2.2, we describe the theoretical

background, including an introduction to the Post-Friedmann formalism and a

discussion of some features of our approach and their impact on the simulations.

We then provide a description of our N -body pipeline in section 2.3 as well as

a discussion on the performance of the different fitting-functions. We present

the phenomenology of the simulations in section 2.4. In section 2.5, we compute

weak-lensing observables in our approach from the simulations and examine the

performance of the fitting functions in this context. We present our concluding

remarks in section 2.6.
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2.2 The Post-Friedmann formalism

Post-Newtonian expansions have been known to be effective in testing departures

from GR deep in the non-linear regime (see section 1.3.3 for a discussion of the

PPN formalism in this context). The Post-Friedmann formalism, first introduced

in [80] is a 1
c
expansion of the flat, homogeneous and isotropic FLRW metric

and gravitational potentials, specifically designed to describe the relativistic cor-

rections to the ‘Newtonian limit’, i.e., the weak-field, low-velocity quasi-static

approximation of GR where time derivatives in the metric are down weighted in

the metric expansion. The applicability of the Newtonian limit to sub-horizon

scales in ΛCDM has been well-tested and leading order corrections to the New-

tonian limit have been shown to be negligible [164, 165]. See section 1.3.3 for

a detailed derivation of the parameterisation that we adopt for our simulations,

which we repeat here for convenience

k2ϕP = −4πµ(a, k)GNa
2ρ̄∆ , (2.2)

ϕ̃P

ϕP

= η(a, k) , (2.3)

where µ(a, k) is the dimensionless parameter that promotes Newton’s gravita-

tional constant to an arbitrary function of space and time and η(a, k) is the slip

parameter that affects photon geodesics. The key point to be made here is that

these equations are valid on all sub-horizon cosmological scales and may be ap-

plied across a wide range of modified gravity models. See section VA in [83] for

a detailed algorithm that defines the procedure to be followed to ensure that a

specific modified gravity model fits into this framework. Practically speaking,

most ‘ΛCDM-like’ models, i.e., models that have a valid weak-field limit with

a vanishing vector potential are consistent with our mathematical framework.
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An important point to note the evolution of matter is governed by eq. (1.62)

alone (see section 1.3.3), and therefore one can run N -body simulations with a

single modified gravity parameter µ, while modelling the effects of η in post-

processing.

We adopt the ‘maximally phenomenological pixels’ approach described in [83],

where we express the parameters (µ, η) as piecewise constant functions in a set of

bins, or pixels, in time and space. This technique has been successfully used for

modified gravity [166–168], and has also been used to constrain the dark matter

equation of state in a model-independent fashion [169]. In this work, we run

N -body simulations with a pixelised µ. Since the accelerated expansion of the

Universe is a late time effect, we assume that µ = η = 1 at early times and that

they only differ from unity deep into matter domination. This is theoretically

consistent with experiments that study modified gravity using time and space

dependent pixels for the two parameters. This scheme then allows one study a

large class of modified gravity theories, since it is possible to run a large num-

ber of N-body simulations with different values for pixelised functions µ(a, k)

and η(a, k). In particular, f(R) [170] fits within this approach. Moreover, the

works ( [158,171]) can be re-interpreted in this framework as specifying the func-

tional forms of µ that occur for some commonly studied models with screening

mechanisms.

A similar and promising extension of the linear theory parameters to a much

wider range of scales was developed in [159], which applies to all models that

fit into a Parameterised Post Newtonian (PPN) formalism [76]. The functional

form that µ assumes in this approach is such that it has scale dependent features

on linear scales, but is purely time-dependent on non-linear scales, due to the
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restriction to theories that fit into the PPN framework. Another promising pro-

posal to address parameterising modified gravity theories on non-linear scales was

proposed in [158]. This theoretical setup maps specific modified gravity models

to known screening mechanisms via detailed spherical collapse calculations. This

formalism was recently implemented to run phenomenological N -body simula-

tions of f(R) gravity without having to solve for the additional dynamical scalar

field [171]. Explicitly, one would derive functional forms for µ(a, k) that originate

from specific screening mechanisms. We note that our approach is by design less

restrictive in the modified gravity parameter space. However, compared to the

two approaches described above, our approach suffers from the drawback that it

is not designed to identify the specific underlying model that causes a deviation

from GR.

With all these points in mind, in this work we take the first step toward a fully

model-independent treatment of modified gravity with N -body simulations. We

run N -body simulations where µ is a piece-wise constant function composed of

independent bins or pixels in time and space which can be varied independently

of each other. Essentially, this ensures that one is maximally agnostic about

the theoretical details that cause any modifications to gravity that appear in the

matter power spectrum. Note that this approach has been applied successfully in

linear theory for modified gravity [172] and also generalised constraints on dark

matter [173]. As mentioned earlier, we can run the N -body simulations with

a single modified gravity parameter µ, and only require the second parameter

when computing the observables from the simulation outputs (see section 2.5 for

a more detailed discussion of how our simulations can be used to probe both

parameters). Since we restrict ourselves to sufficiently sub-horizon scales, the

Newtonian approximation allows us to set ∆̃ = δ̃, as is typical in Newtonian
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N -body simulations.

We will focus on models of modified gravity with a purely time-dependent µ.

Whilst the full time- and scale-dependent analysis would employ a similar analy-

sis outlined in this work, it would involve a significantly more complicated modifi-

cation to the N -body mechanism. Moreover, the purely time-dependent µ case is

of considerable interest in its own right for several reasons. The time-dependent

case serves as a bridge between linear and non-linear studies, due to the fact linear

growth factor remains purely time-dependent. This allows one to separate the

phenomenology arising from scale-dependent modifications on linear scales (with

time-dependent modifications on non-linear scales), and those that arise from the

scale- and time-dependent modifications on linear and non-linear scales. This

was shown in [73] for a general class of modified gravity models on linear scales.

We will return to this point later in this work (see eq. (2.4) and the discussion

following for further details on the utility of maintaining scale independence on

linear scales). We leave the full time- and scale-dependent analysis for future

work.

Previous studies of phenomenological N -body simulations were carried out in

[174–178] 6. As discussed in [83], the interpretation of these simulations is murky,

particularly in the details of their connection to linear parameterisations, and

their signature on non-linear scales in particular modified gravity theories. By

working from eq. (2.3) and the derivation and framework of [83], we avoid these

possible problems, although we note that some of these earlier simulations are

justified post-hoc by [83]. The works [176, 177] restrict themselves to smaller

regions of parameter space, while the studies [174, 175] are similar to ours in

6As noted in [83], scalar field models typically arrive at a modified Poisson equation as well,
so N-body simulations that seek to treat scalar field models quite generally (e.g. [179–181]) will
be naturally similar to the code modifications we discuss here, although the justification and
interpretation is different.
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the sense that they concentrate on a purely time-dependent µ, although these

simulations were run with a constant value for µ throughout the simulation. For

this simplified setup, the authors in [174] derive a fitting function to calculate the

power spectrum for arbitrary values of µ (see the appendix in [174] for details).

In this work we explore the validity of the fitting function derived in [174], and

other fitting functions in the literature, which attempt to reproduce the non-linear

matter power spectrum P (k) for modified gravity models.

Our simulations are the first to explore the phenomenology of µ having differ-

ent values in multiple redshift bins through the simulation. This means that our

method allows one to be sensitive to any time variation that µ may assume,

irrespective of theoretical prejudices/biases. A similar analysis was conducted

in [182], but this work did not involve N -body simulations. Moreover, this work

employed the halofit formalism [88–90] and the Hu-Sawicki parameterisation

that incorporates screening effects in the non-linear regime [183], which we ex-

plicitly show in this work is ill-suited to predicting the matter power spectrum

for generic µ(z).

As noted, an advantage of a purely time-dependent µ is that the linear growth

factor D is purely time-dependent, as in ΛCDM. We use this property in section

2.4 to isolate the differences in the phenomenology due to the different epochs at

which modified gravity is ‘turned on’, and provide analytic checks of the simu-

lations on large scales. It is also useful for comparing to different ΛCDM simu-

lations, and when considering the “pseudo spectrum” in ReACT (see section 2.3).

We solve for the linear growth factor D(z) using

D′′ +

(
2 +

H ′

H

)
D′ − 3

2

µΩma
−3

E(z)2
D = 0 , (2.4)
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where ′ denotes a derivative with respect to the logarithm of the scale factor a

and E(z) is the dimensionless Hubble function.
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2.3 Methodology

2.3.1 N-body simulations

In this section we present the details of the N -body simulations and code modifi-

cations, as well as the tests and consistency checks we performed. We use the pub-

licly available N -body code GADGET-2 [184] as the basis for our N -body pipeline.

GADGET-2 and associated modifications have been used extensively in the litera-

ture to run a wide variety of dark matter-only simulations [185–187]. We restrict

ourselves to dark matter-only simulations in order to understand modified grav-

ity phenomenology in the absence of complications arising from baryonic physics.

We present a summary of our numerical pipeline in the flowchart presented in

fig. 2.1. We will now discuss the main branch of this pipeline in detail.

GADGET-2 implements a TreePM algorithm that involves a split of the gravita-

tional force computation into a long-range and short-range force. We modify

both the long-range and the short-range force in the algorithm. We follow a

similar procedure as in [188], where we have a modified Poisson equation with

a time-dependent µ parameter whose value is determined depending on the red-

shift of the simulation(s). We now describe the time evolution of µ within our

simulations.

For the phenomenological pixels that we are considering, the µ function is split

into a set of piece-wise constant redshift bins, i.e., each with a constant value

for µ. In order to explore the phenomenology of this approach as well as make

contact with earlier work [174], we run a suite of simulations with a simple “1-

2-4” hierarchy of pixels. In other words, we split the simulation redshift interval

0 ≤ z ≤ 50 into 1, 2, and 4 redshift bins of equal incremental growth in ΛCDM.
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Number of bins Redshift µ
1 0-50 1.044 0.956

2
0-7.0 1.100 0.900
7.0-50 1.080 0.920

4

0-2.1 1.256 0.746
2.1-7.0 1.167 0.837
7.0-19.2 1.162 0.842
19.2-50.0 1.161 0.843

Table 2.1: The redshift bins of equal ΛCDM growth according to the procedure
described in the text, where we have the same linear growth at z = 0 when one
of the bins is “switched on” for one, two and four bin(s). The µ values in each
bin such that P (k) at z = 0 when only that bin is turned on, is identical to P (k)
at z = 0 in the case when only the reference bin is turned on.

Note that while this choice does not necessarily cover much of the parameter-

space, but crucially allows us to test the non-linear response to identical linear

power spectra with different µ(z). We choose the values of µ in each bin such

that the linear growth factor at z = 0 is equal when µ ̸= 1 in one of our redshift

bins exclusively, with µ = 1 in all the other bins (see table 2.1 and fig. 2.2 for the

redshift bins and the respective µ values that correspond to each of them). The

widths of each bin are chosen such that, for our cosmological parameters, there

is equal growth in each bin in a ΛCDM universe. We reiterate this parameter

space is multi-dimensional, which means that simultaneously covering a large

portion of the parameter space while isolating non-linear behaviour is a difficult

task. We focus on the latter in this work, as our intention is to understand the

phenomenology.

We use 2nd order Lagrangian perturbation theory [189] to generate our initial

conditions at z = 50 for all our simulations, via the 2LPTic code [190]. We only

consider modifications to gravity from the starting redshift of the simulations,

since at early times modifications to µ can be constrained by observations of

the CMB [172]. This allows us to use the same initial conditions (and therefore
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Figure 2.1: Flowchart of the numerical pipeline that we implemented. We es-
tablish initial conditions at z = 50, which are then evolved up to z = 0 using
GADGET-2. Blue panels represent codes that we have modified, while red panels
are codes that are used in their publicly available form. The modified gravity
parameters are in orange, while ΛCDM parameters are in cream. The central
branch represents our numerical simulation pipeline, while the right hand branch
denotes our most successful pipeline for fitting the simulations (see section 2.3.2
for more details).
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Figure 2.2: We illustrate the redshift evolution of µ in our simulations. Dotted
lines represent the case where µ is constant through the simulation (one bin),
dashed lines represent the case where there are two bins in redshift, while dot-
dashed lines represent the case where there are four bins in redshift.

realisations) for modified gravity and ΛCDM, allowing us to focus on the phe-

nomenology due to the modified gravitational evolution. We take advantage of

these identical initial conditions as this allows us to present our results in terms

of ratios of matter power spectra [191] for further details).

In order to demonstrate convergence in our simulations, we present ratios of

the matter power spectrum as this allows one to neglect realisation-dependent

effects [191]. We run all our simulations in a cosmological box of side 250 Mpch−1.

(see appendix .1). For all our simulations, we use a ΛCDM initial power spectrum

created using the CLASS code [192] at z = 50, with the following parameters

Ωm = 0.315,ΩΛ = 0.685, h = 0.674, ns = 0.9619 and σ8 = 0.811. Note that we

have tested that variation of the standard ΛCDM parameters at the level of 1%

has no effect on our results.

In order to ensure that we do not have any systematic errors introduced into our
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simulations due to a discontinuous transition in µ(z) we implement smoothing

in CLASS as well as GADGET-2. We found that over the range of values we con-

sidered for the smoothing parameter, the differences between the smoothed and

un-smoothed case were smaller than 0.1% (see appendix .2.2).

In addition to our suite of modified gravity simulations, we run a separate set of

simulations with modified initial conditions such that we obtain ΛCDM matter

power spectra with the same linear growth at z = 0 as our modified gravity

simulations. These simulations have a modified value of σ8 = 0.883 and σ8 =

0.742, for the simulations with µ > 1 and µ < 1, respectively. This ensures that

for each modified gravity simulation we analyse, we also have a ΛCDM simulation

with an indentical linear growth at z = 0. Crucially, this ensures that the ReACT

fitting function that we explore later in section 2.3.2 predicts exactly the ratio of

matter power spectra in modified gravity w.r.t. to ΛCDM spectra with matched

linear growth at the same redshift. We refer to these ΛCDM spectra as ‘pseudo’

spectra. These simulations have the same initial seed as our standard ΛCDM

simulations.

To measure the matter power spectrum from the output of our simulations, we

use the publicly available powmes code [193, 194]. For notational convenience,

we define the ratio S(k) = P (k)/PΛCDM(k) to be the ratio of the matter power

spectrum measured from our simulations to the ΛCDM power spectrum and

R(k) = P (k)/Ppseudo(k) to be the ratio of the modified gravity matter power

spectrum from the simulations to the ΛCDM power spectrum with the same

linear growth factor.

Note that we have primarily discussed the central branch of the flowchart in

fig. 2.1 in this section; we now turn to the right hand side branch of the pipeline

in section 2.3.2.
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2.3.2 Predicting the power spectrum on non-linear scales

N -body simulations are too computationally expensive to be used to forecast

and perform data analyses for upcoming surveys. In lieu of this issue, in this

section we test the performance of various theoretical formulations that attempt

to predict the full non-linear matter power spectrum for an arbitrary µ(z). We

do this by comparing their respective accuracy in the reproduction of the ratio

of the modified gravity matter power spectra with respect to the ΛCDM matter

power spectrum as measured from our simulations, more specifically, we compare

the quantity R(k) as predicted by the fitting functions and with our measurement

from the simulations. As mentioned before, this allows us to remain independent

of realisation-dependent effects.

The results in [174] provide hints that knowledge of the linear power spectrum

is insufficient to completely calculate the matter power spectrum on non-linear

scales. This has important consequences for the fitting functions. In section 2.4

we show explicitly that in our framework simulations with identical linear matter

power spectra can show significant differences in their non-linear power spectra

from varying µ(z) (see appendix .2.2).

We consider the following formalisms as candidates for predicting the non-linear

matter power spectrum:

• case 1 - the fitting function obtained in [174];

• case 2 - the standard halo model as in eqs. (2.6),(2.7) with a Sheth-Tormen

mass function [195,196];

• case 3 - the halofit fitting procedure [88];

• case 4 - the halo model reaction formalism [87] (ReACT).
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We will now briefly describe each case.

Case 1: Cui et. al.

To our knowledge, the only fitting function in the literature based on an arbitrary

µ is that presented in [174]. As noted earlier, this fitting function was estimated

assuming a constant µ through the simulations, which is not the case in our

simulations in general. Nevertheless, we investigate the performance of this fitting

function in the context of our simulation results. The fitting function is given

by

R(x, µ) = exp
{
((1− µ)B(µ)xC(µ))

}
, (2.5)

where R(x, µ) as mentioned in the main text is the ratio of the matter power

spectrum in modified gravity relative to the ΛCDM pseudo spectrum (with equal

linear growth). B(µ) = 0.0429 + 0.133µ−4, C(µ) = 0.573 and x = ∆2(k, z, µ =

1) is the dimensionless power spectrum P (k)k3/(2π). The main feature of this

function is that it predicts R > 1 when µ < 1 and vice-versa when µ > 1. In other

words, this fitting function assumes that the non-linear evolution is slower when

the growth rate is increased due to µ being larger than its value in ΛCDM, and

vice versa. While we have observed a similar behaviour in some of our simulations,

we find that this is not true in the general case.

We demonstrate in fig. 2.3 that one can reproduce with reasonable success the

matter power spectrum in the case where µ is constant throughout the simulation

time period.
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Figure 2.3: The ratio of the matter power spectrum in the simulation with µ =
0.956 throughout the simulation period. The Cui et al. fitting function [174] is
designed to model the power spectrum in this case, where µ is constant.

Case 2: Halo model

The standard halo model consists of the 1-halo term, given by

P 1h(k) =

∫
dmn(m)

(
m

ρ̄

)2

|u(k|m, z)|2 , (2.6)

which is the contribution to the power spectrum from a single halo, along with

the 2-halo term given by

P 2h(k) =

∫
dm1n(m1)

(
m1

ρ̄

)
|u(k|m1, z)|

∫
dm2n(m2)

(
m2

ρ̄

)
× |u(k|m2, z)|Phh(k, z|m1,m2) , (2.7)

which is the contribution from 2 different haloes, where n(m) is the mass function,

u(k, z|m) is the Fourier transform of the density profile dark matter haloes of

mass m at redshift z and Phh is the halo power spectrum, related to the two-

point-correlation function of the haloes themselves and quantifies the interaction
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between two haloes. Of these, the first term dominates on small non-linear scales,

i.e., at large k, while the 2-halo term dominates on large scales. Note that the

2-halo term is usually well approximated by the linear matter powers spectrum

in the literature.

In order to compute the 1-halo term, we calculate the mass function and the bias

term assuming a time-dependent µ according to the Sheth-Tormen procedure

[195, 196] and perform the integrals in eqs. (2.6) and (2.7). We then obtain the

full non-linear matter power spectrum by summing up the 1-halo term and 2-halo

term. As a cross-check we ensured that our results are replicated by summing

the 1-halo term and the linear matter power spectrum.

Increasing the value of µ increases the rate of structure formation which means

that haloes form earlier, resulting in smaller concentration parameters associated

to the haloes. Since the Fourier transform of the density profiles is directly

proportional to the concentration parameter, the contribution from the 1-halo

term is smaller, resulting in a lack of power on smaller scales [174] (with the

opposite taking place for µ < 1).

Case 3: Halofit

We also consider the halofit fitting procedure [88–90] that is commonly used for

a ΛCDM Universe. It is important to note that the fitting procedure is entirely

derived from the linear power spectrum in halofit. This clearly introduces

a degeneracy, i.e., all µ(z) that lead to the same linear growth at z = 0 are

indistinguishable.
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Case 4: Halo model reaction

The halo model reaction formalism integrates a modified halo model and the

spherical collapse model together to predict the matter power spectrum on non-

linear scales. As mentioned before, the halo model suffers from a lack of accuracy

on quasi-linear scales as in the original recipe. The authors go one step further

to address this problem via the reaction term, given by

R(a, k) =
[
(1− ϵ(z))e−k/k∗(z) + ϵ(z)

]
P lin
mg(z, k) + P 1h

mg(z, k)

P hm
pseudo(z, k)

, (2.8)

where the subscript ‘pseudo’ represents the pseudo spectrum and k∗ is computed

from perturbation theory [197]. Therefore, the quantity R, the so-called reac-

tion, is a ratio of halo-model power spectra. In order to obtain a prediction of the

modified gravity power spectrum, one simply multiplies R by the full non-linear

ΛCDM pseudo spectrum. To understand how well ReACT captures our simula-

tions, we use the ReACT code to calculate R(a, k) = Pmg/P
pseudo
ΛCDM = R.

The quantity R has the following basic features:

• On linear scales, R → 1 by construction since the pseudo-spectrum has the

same linear growth as the modified gravity spectrum.

• On small non-linear scales the reaction is given by the ratio of the 1-halo

terms, i.e., limk→knlR → P 1h
mg(z, k)/P

1h
pseudo(z, k).
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The reaction term in eq. (2.14) may be computed from the following equa-

tions

P hm
pseudo = P lin

pseudo + P 1h
pseudo , (2.9)

ϵ = lim
k→0

P 1h
mg(z, k)

P 1h
pseudo(z, k)

, (2.10)

k∗(z) = −k̄
(
ln

[
A(k̄, z)

P lin
mg(z, k)

− ϵ(z)− ln(1− ϵ(z))
])

, (2.11)

A(k, z) =
P 1−loop
mg (z, k) + P 1h

mg(z, k)

P 1−loop
pseudo (z, k) + P 1h

pseudo(z, k)
P hm
pseudo(z, k)− P 1h

mg(z, k) , (2.12)

where the 1-loop terms may be computed from Fourier transforming the Poisson

equation [86,87]

− k2ϕ(a, k) = 3Ωm(a)aH(a)

2
µ(a, k)δ(a, k) + S̃(a, k) , (2.13)

where the source function S̃(a, k) encodes non-linear corrections to the Newtonian

Poisson equation that appear at higher order. Essentially, one can derive S̃(a, k)

for specific models and the corresponding screening mechanisms that operate on

the relevant scales. The authors in [86] calculate S̃(a, k) for f(R) and DGP gravity

in order to reproduce the full non-linear matter power spectrum in modified

gravity. Note that the ReACT code is set up to automatically calculate S̃(a, k) for

these two models and ΛCDM (where it is zero).

In contrast to [86], our work is designed to understand the phenomenology while

remaining model-agnostic and therefore, we neglect any screening mechanisms

and indeed any scale dependent corrections to the Poisson equation given in eq.

(2.3). Therefore, in order to reproduce the matter power spectrum in our formal-

ism within the ReACT code, we only modify the µ parameter and set S̃(a, k) = 0

and indeed all the other modified gravity parameters within the code to their
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respective values in ΛCDM. This simplifies the numerical implementation of the

ReACT while still being able to estimate the non-linear effects of modifiying µ.

In this case, we are able to directly calculate the reaction term for our case of

independent redshift pixels for µ

Pmg(z, k) = R(z, k)Ppseudo(z, k) , (2.14)

where Ppseudo is the ΛCDM ‘pseudo’ power spectrum with identical linear growth

to Pmg.

Comparison of performance of fitting functions

In figs. 2.4 and 2.5, we show the ratio of the quantity R(k) (i.e., the ratio of

the modified gravity matter power spectrum to the pseudo ΛCDM matter power

spectrum) as predicted by the fitting functions with respect to the same quantity

computed from the simulations. Note that the focus is on understanding the

constraining power contained in the non-linear power spectrum, separate from

the linear power spectrum and not on the viability of the models under consid-

eration. We have chosen a subset of our simulations that is representative of the

performance of the different fitting functions we consider. Clearly, we see that

the fitting function in [174] fails to predict the correct non-linear behaviour when

µ is not a constant value throughout the simulation. As expected, the halofit

prediction is identical for all the simulations, since they all have identical linear

growths. In other words, the simulations where the halofit performs better than

ReACT are the cases where modified gravity parameters coincidentally result in

a matter power spectrum that is already very close to that of ΛCDM. We show

that on average, this accidental success is not typically replicated in the general

case. We see that while the ReACT formalism doesn’t always predict the non-linear
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Figure 2.4: The ratio of the quantity R(k) as predicted by the various fitting
functions (as indicated by the superscript ‘FF’) with respect to the same quantity
computed from the simulations (as indicated by the superscript ‘sim’). It is clear
that the cyan line from the fitting function of [174] fails for all cases. The green
dashed curve is the simple application of the halo model as shown in eqs. (2.6)
and (2.7). It is important to note that the halofit prediction (magenta dotted)
is actually identical for all the simulations, since they all have identical linear
power spectra. In all the panels, we can clearly see the ReACT curve (blue dot-
dashed) is accurate to within 5% across almost the entire range of scales up to
∼ 3hMpc−1.
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Figure 2.5: As in fig. 2.4, but where µ has a different value from GR in one of
the earlier redshift bins.

trend perfectly, it appears to be consistently within 5% of the simulations. Since

we are only interested in understanding the modified gravity phenomenology, we

do not vary ΛCDM parameters in this work. We leave the full validation of ReACT

across ΛCDM and modified gravity parameter space to future work.

We use the following least-square statistic to quantify the agreement between the

various fitting functions with our simulations

χ2 =
1

N

k=kcut∑
k=0.02hMpc−1

[Rsim(k)−RFF(k)]
2 , (2.15)

where N = 160, with the sampling in Fourier space being approximately log-

arithmic, as in powmes and kcut is a wavenumber cut-off that we choose. The

subscript ‘sim’ implies the ratio as measured in our simulations and the subscript
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‘FF’ implies the ratio as predicted by the various fitting functions. We employ

a cut-off at kcut = 3hMpc−1, which is the theoretical threshold up to which the

ReACT formalism is supposed to be accurate [87]. Note that this scale is within

the region of validity of our simulations (see fig. 1), which is kcut = 5hMpc−1.

We show the χ2 statistic with both wavenumber cut-offs in fig. 2.6. This indicates

that the ReACT formalism provides the best fit to our simulations, as evidenced

by the fact the red line is largest in the majority of the cases presented. Note

that since we plot the negative logarithm, a larger bar corresponds to a better

fit. We also note that due to the failure of the Cui et al. [174] (see eq. (2.5)) even

at small k to capture the results of our simulations, we don’t include their fitting

function in this figure.

We also show the wavenumber kfail at which the quantity RFF(k)/Rsim(k) deviates

from unity at the level of 3 and 5 %, respectively in the right panel of fig. 2.6.

Note that this probes the validity in k-space of each fitting function, while the χ2

statistic is an indicator of the accuracy of each fitting function within this region

of validity. The combination of kfail and χ
2 throws light on the applicability of a

fitting function to future forecasts.



90 CHAPTER 2. MODIFIED GRAVITY SIMULATIONS

Figure 2.6: In the top panel, we show the values of the least square statistic for
the different fitting functions as defined in eq. (2.15). We obtained these values
by employing kcut = 3hMpc−1 and kcut = 5hMpc−1, which represent the wave
number up to which the ReACT formalism is designed to operate and the wave
number up to which we have converged results from our simulations, respectively.
Clearly, the red bar is larger than the other bars in the majority of the simulations
which implies that the ReACT formalism is typically the best fit over the range of
scales (note that since we plot the negative logarithm, a larger bar is a better fit).
In the bottom panel, we plot the wavenumber at which the quantity R(k)− 1 is
at 3% and 5%, respectively. The results are consistent with the left panel, with
the red bar being the largest for the majority of the simulations. This shows that
the ReACT formalism allows one to probe deeper into the non-linear regime.
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Figure 2.7: We display the ratio of the power spectra with respect to one of our
simulations for several values of the parameter A in the top panel. The solid cyan
line (which corresponds to A = 1.6) is the best fit, with the smallest χ2 parameter,
as can be seen by the plot on the bottom panel. While this behaviour was hinted
at in various works in the literature [174], to our knowledge this is the first time
that such an analysis has been carried out for the general model-independent case
time-varying µ. We leave the analysis of varying A as a function of µ and the
resulting rigorous validation of this modification to future work.
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2.4 Simulation phenomenology

In this section, we discuss the phenomenology from our full suite of simulations

with the fourteen different forms of µ(z). Our goal is to understand the variation

in the non-linear matter power spectrum as a function of µ(z). We remind the

reader that the redshift bins in our simulations are fixed by requiring that the

linear growth in ΛCDM is identical for all the bins. In each simulation, we switch

on µ in one and only one redshift bin and tune the value of µ such that the linear

growth at z = 0 is identical in all our simulations.

In the top row of fig. 2.8, we present the ratio S(k) (at redshift zero) of the power

spectra from all the simulations to the ΛCDM spectrum with the same initial

conditions. We note that while the ratio relative to the pseudo-spectrum R(k)

is the most appropriate ratio for the fitting functions in the previous section,

here we focus on S(k) because it throws light on the different structure formation

histories of the simulations with respect to ΛCDM. By design, the lines in these

plots are all equal on linear scales (for small k). We observe two distinct features

in S(k), present on quasi-linear scales and non-linear (large k) scales respectively.

Firstly, we consistently see a rise (or dip, depending on whether µ > 1 or µ < 1)

in power across all simulations on quasi-linear scales at the level of ∼ 20% (at

0.1hMpc−1 ≤ k ≤ 1hMpc−1). This is followed by a “split” behaviour on small

(non-linear) scales, where the power depends on the range of redshifts over which

the modified gravity effects were switched on, and the simulations with µ ̸= 1

at large redshifts exhibit the opposite behaviour to the case where it is switched

on at small redshifts. This is due to varying halo formation times and inter-halo

clustering, as we will discuss later in this section.

The quasi-linear behaviour may be attributed to the difference in growth histories
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Figure 2.8: Top row : The ratio of the power spectra from all the simulations to
the ΛCDM power spectrum at z = 0. Note that we see a quasi-linear bump in
these due to the mismatch in linear growth, which is absent in the other rows. We
see the multi-dimensionality of the parameter space in display here since we have
6 different unique non-linear power spectra for the same linear power spectrum
as the case where µ is constant throughout the simulation as studied in [174].
Middle row : The quantity R(k), the ratio of the matter power spectra from the
different simulations to the pseudo ΛCDM power spectrum with the same linear
growth. Lower row : Ratio of power spectra at z = 0 from all the simulations
to the power spectrum at z = 0 from the reference simulation with a constant µ
throughout, with redshift bins according to table 2.1.
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between ΛCDM and the different simulations, since the effect of a different growth

rate is more pronounced on quasi-linear scales compared to linear scales. We

illustrate this using the middle panels of fig. 2.8, where we compute the ratio of the

matter power spectrum in our simulations to the pseudo power spectrum. This

quasi-linear feature is significantly diminished, since the pseudo power spectrum

has the same linear growth at z = 0, so by construction the increased effects of

the changed growth are mostly removed. This is why the pseudo power spectrum

is a good comparison point when examining fitting functions. The same quasi-

linear behaviour is seen in the bottom panel, where we compute the ratio of the

matter power spectra relative to a reference simulation where µ is held constant

in redshift.

We now turn to the non-linear split behaviour that we see in all of the rows.

On small scales the lines diverge, depending on the redshift range during which

µ ̸= 1 in each simulation. In particular, the simulations where µ ̸= 1 at earlier

times, continues the trend expected from linear scales, that µ > 1 increases the

power and vice versa for µ < 1. However, varying µ at low redshifts introduces

the opposite effect to linear theory. For example, µ > 1 at late times actually

leads to a lack of power on non-linear scales. This results in “crossing points”

with respect to ΛCDM, i.e. scales below which the power spectrum is actually

reduced, despite equal initial conditions and µ > 1. This implies that the state of

clustering when µ is modified, in terms of how much structure has already formed

and on what scales, is important for understanding the final clustering spectrum

on small scales at redshift zero. Since we obtain intrinsically different shapes

for the power spectra for different values of µ with identical linear growths, the

discussion on concentration factors in [174] is insufficient to explain the physics

of these simulations. These plots clearly show that any fitting procedures that
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predict the non-linear matter power spectrum purely from the linear spectrum

will fail to capture non-linear effects accurately.

We can examine this small-scale issue in more detail by looking at the redshift

evolution of the matter power spectrum in our simulations. In fig. 2.9, we show

the ratio of the power spectra from the simulations to the ΛCDM spectrum, at

all of our output redshifts. There is a clear transfer of power over time from small

scales to large scales. This is demonstrated in the top row where the peak/trough

(depending on whether µ > 1 or µ < 1) in the ratio of the power spectra shifts to

the left, i.e., to larger scales as one steps forward in redshift (from high redshift to

low redshift). In the bottom panels, this transfer of power persists, although we

see it manifested as a phenomenon that ‘evens out’ the power over large and small

scales. This transfer of power indicates the formation of larger structure in the

universe causing power to be deposited on larger scales. Comparing the position

and height of this peak/trough provides information on the rate of structure

formation and the gravitational interaction at different epochs. On comparing

the behaviour of the magenta, black and red lines in the top row with the bottom

row, we also see the reinforcement of our earlier result, that there is an excess

of power in the non-linear regime when µ > 1 at high redshift, and vice versa at

low redshift (this behaviour is mirrored when µ < 1). We now consider these two

cases in more detail.

Structure formation in the Universe is hierarchical, with smaller halos being

formed before larger ones. Therefore, modifying µ at early times impacts the

power spectrum on the smallest scales as demonstrated in the bottom row of

fig. 2.9 where there is a substantial peak in S(k) on small scales at high redshift

z = 4 and z = 5. This is due to the fact that only the smallest halos were in
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Figure 2.9: The ratio of the power spectra at all the redshifts output from our
simulations relative to the ΛCDM power spectrum at the same respective red-
shifts, for the case where we have 4 bins in µ but the same linear growth at z = 0.
These figures highlight the hierarchical nature of structure formation and its vary-
ing influence on the power spectrum depending on whether µ is switched on early
in the simulation or later. In the former case, we have an early modification of
the non-linear power spectrum, the imprint of which can be noticed at z = 0,
while in the latter case, the late switching on of µ, introduces interaction between
already formed structures resulting in non-intuitive shapes for the matter power
spectrum.
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the process of formation. Effectively, the increase in the rate of structure for-

mation at early times causes smaller halos to be formed earlier. The formation

of larger structure only takes place when growth reverts to the ΛCDM rate. As

one steps forward in redshift, one sees that this small scale peak is diminished,

but not totally destroyed. As larger halos start to form, mergers begin to take

place leading to a gradual shift in power towards larger scales. However, there is

still an excess of power at z = 0 on small scales, as a signature of the enhanced

structure formation at earlier times.

Modifying µ at late times introduces additional complexity, since at late times,

larger structures have started to form. Therefore, increasing/decreasing the

strength of gravity massively impacts the interaction between larger halos, i.e.,

halo power spectrum as seen by the aforementioned shift in the peak of the power

spectrum to the left in the top row of fig. 2.9. Physically, this means that the

interaction between halos depletes power on smaller scales and deposits power

on intermediate/large scales. Therefore, there is a transfer of power from smaller

scales to larger scales (and of course the opposite happens when µ < 1). This

further validates the behaviour of the orange, dark red and yellow lines in fig. 2.8,

where the small scale behaviour is opposite to that on linear scales. We note that

the middle rows in fig. 2.9 contain a mix of the two limiting cases described in

the above paragraphs.
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2.5 Impact on weak-lensing observables

2.5.1 Computing weak-lensing observables in modified grav-

ity

We now discuss the impact of varying µ in different redshift bins on the observ-

ables. In this section we compute the weak-lensing convergence power spectrum

from the output of our simulations, and examine the impact of having predictions

that are not restricted to linear scales. Furthermore, we also discuss how one can

probe our two-parameter family approach to modified gravity from the output of

our simulations.

The weak-lensing convergence power spectrum can be computed from the matter

power spectrum and the modified gravity parameters from section 2.2 using the

following expression

C(ℓ) =
9H4

0Ω
2
m

4c4

∫ χmax

0

dχ
1

a2(χ)
g2(z)

µ2(1 + η)2

4
Pδ(ℓ/χ) , (2.16)

where Pδ is the matter power spectrum, η is the second modified gravity param-

eter that affects the photon geodesics and χ is the comoving angular diameter

distance to the source along the line of sight. This equation is derived using the

standard procedure of solving for null geodesics in the perturbed FLRW metric,

in order to express the convergence in terms of the metric potentials, but we then

replace the potentials by substituting the modified Poisson equation in eq. (2.3).

We stress that in order to compute the matter power spectrum, one requires no

knowledge of η. Therefore, we need only model µ in our N -body simulations.

We will return to this point shortly. In practice, the above integral is truncated

at the distance χmax corresponding to the maximum source redshift the survey is
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sensitive to. In this work, we concentrate on the auto-power spectra. The addi-

tional complications involved in the analysis of the cross-power spectra requires

a full statistical forecast, which is beyond the scope of this work.

The function g(z) is a filter function that depends on the redshift distribution of

the background galaxies and is typically written as

gi(z) =

∫ ∞
z

dz′
(
1− χ(z)

χ(z′)

)
ni(z

′) . (2.17)

We use the standard expression for the source galaxy redshift distribution given

by [198]

n(z) ∝
(
z

z0

)α

exp

[
−
(
z

z0

)β
]
. (2.18)

We adopt a Euclid-like binning of the source number density into 10 equi-populated

bins according to eq. (2.18) with z0 = 0.9/
√
2, α = 2 and β = 3/2, where we

have assumed an average source density n̄g = 30 arcmin−2 [2, 199–202]. Due to

the fact that the ReACT formalism is only valid at z < 2.5, we concentrate only

on the first tomographic bin, i.e., 0 ≤ z ≤ 0.4. The error bars are obtained by

computing the following [202]

δCij
ℓ =

√
2

fsky(2ℓ+ 1)

(
Cij

l +
σ2
ϵ

n̄i

)
, (2.19)

where fsky = 0.7 is the fractional sky coverage, σϵ = 0.21 is the variance of the

observed ellipticities and n̄i is the surface galaxy density of each bin. Essentially,

we combine the Poisson shot noise contribution with cosmic variance to obtain

the total uncertainty on the power spectrum, Pκ.

Note that since this involves an integration along the line of sight, one needs to

compute the matter power spectrum at multiple redshifts and interpolate between
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Figure 2.10: In the top panel, we show the weak lensing auto-power spectrum for
a particular tomographic bin from ΛCDM (red-dashed) and from the simulations
with µ = 0.9 at 0 ≤ z ≤ 7.01 (blue solid). Note that we are using the ΛCDM
simulation with rescaled initial conditions at z = 50. In the nottom panel, we
show three different curves with the same µ bin, but with different values of η.
The first curve has η = 1 (blue solid). The second has η = 0.8 such that the
prefactor µ(1 + η)/2 = 1 as in ΛCDM (green-dotted), such that the modified
gravity effects only enter through the modified Pδ. Finally, we show the case
where µ = 1, but η = 0.8 at 0 ≤ z ≤ 7, which has a different shape, i.e., different
scale dependence on non-linear scales. Therefore, we show how our approach may
be used by future missions to put constraints on both µ as well as η. We stress
that by explicitly going to non-linear scales, we are able to break the degeneracy
between η and µ that exists in linear theory.
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Figure 2.11: We show the ratio of the convergence power spectra obtained from
the matter power spectra as predicted by the ReACT (blue-dotted) and halofit

(green dot-dashed) formalisms with respect to those obtained from the simulation
matter power spectra. The superscripts ‘FF’ and ‘sim’ imply ‘fitting function’
and ‘simulation’, respectively. We immediately see that halofit performs signif-
icantly worse than ReACT even at low ℓ, where it fails at the level of ∼ 5%. The
vertical lines indicate the value of ℓ at which the ReACT curve deviates from the
simulation curve at the level of 3% and 5%, respectively. We choose two simu-
lations that capture the variation in the ℓ cut-offs in our sample of simulations.
In the left panel is the simulation with the largest ℓ cut-offs in our sample of
simulations. In the right panel, we show a simulation with one of the smallest ℓ
cut-offs. The better performance of the ReACT formalism over halofit in such
a model-independent analysis of modified gravity on non-linear scales is clearly
demonstrated. We also show the curve with the concentration parameter modi-
fied (see fig. 2.7) which seems to further improve the ReACT fit, see text for details.
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them to compute the integral in eq. (2.16). To do this, we make use of the

project 2d module in the Cosmosis numerical library [203]. We compute both

the linear and non-linear matter power spectrum from our simulations at zpk =

{0, 0.25, 0.5, 0.75, 1.0, 1.25, 1.5, 2.0} which are then used as input to perform the

integral in eq. (2.16) assuming the tomographic source redshift distribution given

by eq. (2.18). Following eq. (2.16), we multiply the input power spectra that

we are interpolating between by the corresponding value of µ2(1 + η)2/4 at each

redshift.

We compute the convergence power spectra from both linear matter power spectra

and the non-linear matter power spectra from our simulations, and compare them

with the ΛCDM convergence power spectrum with Euclid-like error bars. On the

left hand panel of fig. 2.10, we show the convergence power spectra as computed

from the output of one of our simulations. Note that for this plot, we only consider

a variation in µ, and we set η to its ΛCDM value (η = 1). We see that on large

scales, i.e., small ℓ, the modified gravity spectrum is within the ΛCDM error

bars, while the spectrum on non-linear scales is outside the error bars. Moreover,

the linear spectrum deviates from the non-linear spectrum below ℓ = 100. This

shows the strong increase in constraining power that can be achieved by using

non-linear scales: not only are there many more scales that can be used, but

also the errors are typically smaller on those scales. These results emphasise the

importance of developing simulations and fitting functions for model-independent

modified gravity, as examined in section 2.3.

We note that comparing our modified gravity parameterisation (with parame-

ters that are only time dependent) to ΛCDM for a single observable is slightly

non-trivial, because one has a free choice of which redshift to make the linear



104 CHAPTER 2. MODIFIED GRAVITY SIMULATIONS

matter power spectra agree at. For our weak-lensing comparison, using the low-

est redshift tomographic bin, we choose to focus on the case where the two linear

spectra are equal at redshift zero (i.e. the ΛCDM simulation with rescaled initial

conditions at z = 50). We make this choice for several reasons. It minimises

the linear theory difference between the two curves, allowing us to focus on the

additional information from non-linear behaviour/scales and, as long as the linear

theory behaviour is similar at low redshift, the exact redshift at which they are

equal is unimportant since lensing combines information from multiple redshifts.

Our conclusions about the relative sizes of errors on difference scales, and the

relative numbers of scales that contribute in each regime, are unchanged if a dif-

ferent choice is made. We will extend our analysis to a full parameter forecast

for upcoming surveys in future work, which will allow this issue of parameter

degeneracies to be examined in detail.

We now generalise our results to using our simulation output to probe the effects

of both µ and η. As mentioned before, since the input matter power spectra

from the simulations are unaffected by η ̸= 1, we may model the effects of it in

post-processing. In other words, the evolution of matter fluctuations is driven

solely by µ, but the trajectory of photons through this distribution is affected by

both η and µ. Therefore, we can effectively ignore η whilst running our N -body

simulations without any loss of generality, essentially getting Pδ(k) as a function

of µ only. We then use eq. (2.16) to compute the weak-lensing observables for

both parameters.

As shown in eq. (2.16), the effect of varying η is captured solely by the prefactor

µ2(1+η)2/4. Therefore, one would expect that a variation of η would result in an

overall shift of the power spectrum. If one were to concentrate on purely linear

scales, this is exactly the same as varying µ due to the fact that a time-dependent
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µ also simply shifts the matter power spectrum in the vertical direction(s). As

a result, there is a degeneracy between time-dependent η and µ in linear theory.

By explicitly going to non-linear scales, we break this degeneracy since we have

already shown that a time-dependent µ introduces scale-dependent features in the

matter power spectrum, and therefore in the weak-lensing convergence spectrum

via Pδ in eq. (2.16), whereas η introduces no such scale dependence.7

The breaking of this degeneracy is clearly shown in the right panel of eq. (2.16),

where we show the ΛCDM convergence spectrum with error bars, along with

two different curves obtained from the same simulation, with identical µ(z), but

different values of η. The green-dotted line is obtained by setting µ2(1+η)2/4 = 1

(as in ΛCDM). The solid blue line is obtained directly from the simulation, i.e.,

η = 1. We see that varying η while keeping µ constant leads to an overall different

amplitude of the convergence spectra. We also explicitly show that if one reverts

to the ΛCDM value of µ = 1 while keeping the prefactor µ(1 + η)/2 the same

as in the blue line, one obtains the same shape for the power spectrum as the

ΛCDM case. This can also be seen by comparing the shapes of the blue line

and the green-dotted line which have identical µ(z). Thus, it is clear that the

scale dependent effects from a time-dependent µ breaks the degeneracy between

the two parameters that exists on linear scales, allowing the two parameters to

be distinguished from each other and from their ΛCDM values. We note that

the linear theory degeneracy should persist in both the auto-power spectra and

the cross-power spectra. However, we leave the full behaviour of the cross-power

spectra as a function of varying η and µ to future work.

These results not only show how weak-lensing observables can be constructed from

7In principle, η does introduce a small scale dependence due to weighting of the non-linear
spectra at different times by different amounts, but this will be much smaller than the scale
dependence caused by µ on non-linear scales.
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our simulations for the full (µ, η) parameter space, but also further highlight the

importance and gain of using non-linear scales.

2.5.2 Further evaluation of fitting functions

We can extend the earlier analysis of the fitting functions, by examining how

well they capture the non-linear behaviour of the weak-lensing observables. We

focus on the two fitting functions that performed the best in section 2.3.2, i.e.,

the ReACT formalism and the halofit fitting procedure.

In general we find that the better performance of ReACT compared to halofit is

further demonstrated when looking at the weak-lensing observables, compared to

when directly examining the matter power spectrum. In particular, similarly to

section 2.3.2, we quantify the quality of the fitting functions by calculating the

ℓfail value (rather than kfail as in section 2.3.2) at which the fitting function first

fails by 3 (or 5) %. The ℓfail values at which ReACT fails by 3% are in the range

250 ≤ ℓfail ≤ 4000, however halofit typically fails at the 3% level even for very

low ℓ. For a given fitting function, we find little correlation between the k and

ℓ values at which the fitting function fails in each simulation, due to the range

of k and redshift values at which the matter power spectrum contributes to the

weak-lensing convolution.

To illustrate this performance, we plot the results for two representative simula-

tions: one where ReACT performs well to higher ℓ, and one where it fails at much

lower ℓ, approximately corresponding to the best and worst cases we studied.

These simulations are shown in fig. 2.11, where we show the ratio of the conver-

gence power spectra calculated from the matter power spectra predicted by the

fitting function and the simulation respectively. These plots show that halofit

performs worse than ReACT, failing at the level of ∼ 5% even at low ℓ. This poor
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performance of halofit when computing weak-lensing observables is common

across all simulations.

In these plots, the vertical lines show the ℓfail values, i.e., where the ReACT curve

deviates from the simulation curve at the level of 3% and 5%, respectively. The

left panel shows a simulation where the ReACT curve is accurate to ℓ ∼ 5000 while

on the right, cut-offs are an order of magnitude smaller. These ℓfail values give

an indication of the ℓ range where ReACT can be used to fairly reliably predict

the weak-lensing observables for model-independent modified gravity studies. As

described in section 2.3.2, we expect this performance to be improved by adjusting

the concentration parameter. To demonstrate this, we include an additional curve

where the concentration parameter has been modified according to the discussion

at the end of section 2.3.2 (see fig. 2.7 for more details). As expected, it appears

that weak-lensing observables can be accurately computed to higher ℓ using this

process, however we leave a detailed examination of this to future work.

These results, in combination with those in section 2.3.2, show that phenomeno-

logical modified gravity analyses with current data can be carried out without

restricting to linear scales (e.g. [68]) or carrying out a linearistaion procedure as

in [204]. For these purposes, our results show that ReACT is the best perform-

ing fitting function (including outperforming halofit), particularly when using

weak-lensing observables. In future work we will extend this initial analysis to

quantitatively examine a much wider range of parameter space, in preparation

for analysing the data for upcoming surveys.
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2.6 Conclusion

In this chapter, we have presented N -body simulations with a time-dependent

strength of gravity µ, based on a framework for examining modified gravity in a

model-independent way across all cosmological scales [83]. The key results are a

presentation of the phenomenology of these simulations, an evaluation of existing

fitting functions for capturing this phenomenology, and a demonstration of the

application and importance of this framework for weak-lensing observables.

We modified the GADGET-2 N -body code [184], and ran a series of simulations

with piecewise-constant bins in redshift for µ. See section 2.3 for more details

and table 2.1 for the redshift bins and the µ values in each bin.

The only fitting function calibrated from N -body simulations for the matter

power spectrum on non-linear scales in phenomenological modified gravity was

presented in [174]. We investigated the performance of this fitting function, as

well as the ΛCDM halofit fitting procedure, the standard halo model of structure

formation [see eqs. (2.6),(2.7)] and the halo model reaction [86,87]. We compared

the ratio of the modified gravity matter power spectrum to the so-called ‘pseudo’

ΛCDM power spectrum as predicted in the various formalisms to the same ratio

measured from our simulations. We quantified the accuracy of each formalism by

calculating the least square statistic χ2 and kfail, the wavenumber of first failure

(see fig. 2.6) for each fitting function. We found that the halo model reaction for-

malism performed significantly better than the others, with the notable exception

being the case where the modified gravity parameters are such that the resulting

power spectrum is co-incidentally very similar to the ΛCDM case. We also see

qualitative evidence (see fig. 2.7) supporting the theoretical expectation that to

achieve precision in forecasting modified gravity matter power spectra, one needs
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to modify the ΛCDM concentration-mass relationship. We will extend the inves-

tigation presented here to a full parameter space examination and validation of

the ReACT approach and the concentration issue in future work.

We present the matter power spectra from our simulations in section 2.4. Figs. 2.8

and 2.9 show that a purely time-dependent µ induces scale-dependent features in

the matter power spectrum, as reported in [174] for a simpler case. Our results

also show that the shape of the power spectrum on quasi-linear as well as non-

linear scales depends not only on the value of µ, but also on the redshift at

which it is ‘switched on’ (i.e., different from unity) and the duration of such a

modification. Most notably, we see that introducing a modification in µ at early

times produces a power spectrum that either lacks (µ < 1) or has excess power on

the quasi-linear scales (µ > 1) and vice-versa on non-linear scales, respectively.

We also noticed that the peak in the power spectrum relative to ΛCDM shifts

to larger scales (lower k) as one steps forward in time (from high redshift to low

redshift).

To understand the physics that leads to these results, we first note that modifying

µ at different epochs and for different periods of time affects the redshift at which

non-linear structure starts to form. Combining this with our results indicates that

a transfer of power occurs from smaller to larger scales or vice versa, depending

on when and for how long µ is modified. This is due to the fact that at early

times, the very first haloes are in the process of forming, which means that

changing the rate of structure formation affects the smaller cosmological scales

since those are the haloes forming at that time. Therefore, when one returns

to ΛCDM structure formation at late times, one sees a marked difference in the

power spectrum. However, if one introduces a change in the rate of structure

formation at late times, when galaxies have already formed, one is then affecting
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the rate at which the largest haloes form, via mergers. Therefore, one sees a

unique change in both the quasi-linear as well as the non-linear scales of the

matter power spectrum, for a given time evolution of µ.

Finally, we show the impact of these phenomenological modifications to gravity

on weak-lensing observations that will be generated in future experiments like

the Euclid satellite (see fig. 2.10 and the discussion attached). We show that

the constraining power of these experiments in the context of modified gravity

is strongly dependent on the data obtained from non-linear cosmological scales,

both in terms of the number of scales that are accessible and the sizes of the

errors on the different scales. We further show how we can use weak-lensing

observables to probe the two-parameter µ− η family of modified gravity models

using the output of our simulations [see fig. 2.11]. We find that by explicitly going

to non-linear scales one breaks the degeneracy between these two parameters that

exists on linear scales [see right panel of fig. 2.10]. We also extend our analysis

of the fitting functions to the weak-lensing context, again finding that the ReACT

formalism performs the best. This shows that phenomenological modified gravity

analyses with current data can be carried out without restricting to linear scales

or carrying out a linearisation procedure.

The model-independent approach, first elucidated in [83], and further developed

here, is not a priori restricted to particular regions of model space or types of theo-

ries, and has the potential to be a powerful null test of the ΛCDM+GR paradigm.

The simulations and results presented here are an important step towards real-

ising this, and using all of the data in future surveys to put model-independent

constraints on the laws of gravity that operate in the Universe.
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3.1 Introduction

We have shown in the previous chapter that one of the key challenges in the

next decade is to take advantage of the constraining power associated to data on

non-linear scales. In the modified gravity context, one not only requires a param-

eterisation that is rigorously validated on all scales, but also robust predictions

across the parameter-space for the relevant cosmological observables. In the pre-

vious chapter, we have already outlined such a parameterisation [see section 2.2

and eq. (2.3) for more details], which we implemented in N -body simulations with

independent redshift bins for the effective gravitational parameter µ(z). This is

the first step towards understanding the effect of modifying µ on the matter power

spectrum. We also found that the ReACT formalism was able to accurately repro-

duce the matter power spectrum from our simulations. We quantified this using

the kfail parameter which indicates the scale up to which the power spectrum in

our simulations agrees with the ReACT prediction. More precisely, kfail specifies

the scale at which the quantity R(k), i.e., the ratio of the matter power spectrum

in the modifed gravity simulations relative to ΛCDM with linear growth equalised

(see section 2.3.1) as predicted by the fitting function disagrees with the value

measured in the simulations at some threshold accuracy.

In this chapter, we run a suite of N -body simulations designed to test and validate

ReACT over the µ(z) parameter space in section 3.2.1. We compare the ReACT

prediction for R(k) to that obtained from our simulations. Furthermore, we

measure the concentration-mass relation in our ΛCDM simulations and define

a parameterised expression that we use to represent c(M) in our simulations in

section 3.2.2. We then implement this expression into ReACT and vary the fitting

parameters to maximise kfail for all of our simulations. We present the results of

this procedure in 3.3. Finally, we discuss how one could implement this machinery
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into a Fisher forecast and possible extensions to this work in section 3.4.
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3.2 Methodology: ReACT Validation Pipeline

In the previous chapter, we made a particular choice in the way we sampled

the modified gravity parameter space, i.e., bins with equalised ΛCDM growth

and µ values tuned to obtain the same linear P (k) at z = 0. This highlighted

the fact that it is possible to obtain entirely different non-linear behaviour in

P (k) for the same linear P (k), depending on the epoch and length of time of the

modification to gravity in addition to the value of µ. We explained that is due to

the fact that structure formation in the Universe is hierarchical, with small halos

forming first, followed by larger halos. Therefore, the range of scales affected

by the modification of gravity varies depending on the mass of halos forming

during the modification. The key point to be taken away from this analysis is

that it is theoretically inconsistent to use fitting procedures that predict the non-

linear matter power spectrum based on the linear spectrum, such as halofit. Our

analysis indicated that the ReACT formalism is able to predict R(k) [and therefore

P (k)] in our simulations.

However, one would require a larger sweep across the parameter space to demon-

strate that the accuracy of ReACT is robust across different choices of µ(z). Fur-

thermore, from the point of view of a cosmological forecast and hence ultimately

when applying the formalism to real data, one would need consistency over the

range of scales over which the accuracy of ReACT remains relatively constant. In

particular, this would translate to a cut in ℓ up to which the accuracy is below the

goal threshold chosen for future galaxy surveys such as Euclid and the Vera Ru-

bin Observatory. With this in mind, we define an expanded suite of simulations

that we run in order to rigorously validate ReACT.
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∆zbin µ
0 ≤ z ≤ 1 1.108

1.0 ≤ z ≤ 1.5 1.027
1.5 ≤ z ≤ 2.0 0.973
2.0 ≤ z ≤ 2.5 0.952
2.5 ≤ z ≤ 3.0 0.962

Table 3.1: The binning of µ in redshift in [2].

3.2.1 Expanded suite of simulations

The most recent cosmological parameter forecast in the context of modified grav-

ity with binned µ(z) was done in [2] (see table 3.1). The justification for this

choice is that since dark energy domination is a late time effect, modifications

to µ should also only occur at low redshifts. Of course, this might be viewed

as a theoretical bias. In addition, the size of the redshift bins was chosen to be

constant.

As mentioned before, we note that this parameter-space is multi-dimensional,

with the value of µ, the bin endpoints and the bin widths all representing possible

degrees of freedom. In order to enable a natural comparison to ΛCDM, we opt

to keep the ΛCDM incremental growth in each bin constant, while maintaining

a bin structure that is similar to table 3.1 in order to facilitate comparison of

results. We run simulations with 4 different values of µ in each bin, namely

{0.8, 0.9, 1.1, 1.2}. Our goal is to not only maximise the kfail achieved with ReACT

but also ensure a consistent value across all our simulations. We noted in the

previous work modifying the concentration-mass relationship increased the range

of scales over which ReACT could accurately reproduce simulation results. We

now describe the pipeline we use to model the c(M) relation in this work.
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∆zbin µ1 µ2 µ3 µ4 σ1
8 σ2

8 σ3
8 σ4

8

7 ≤ z ≤ 5.4 0.8 0.9 1.1 1.2 0.7896 0.8002 0.8215 0.8321
5.4 ≤ z ≤ 4.1 0.8 0.9 1.1 1.2 0.7896 0.8002 0.8216 0.8322
4.1 ≤ z ≤ 3.0 0.8 0.9 1.1 1.2 0.7889 0.7999 0.8218 0.8329
3.0 ≤ z ≤ 2.1 0.8 0.9 1.1 1.2 0.79 0.8004 0.8213 0.8318
2.1 ≤ z ≤ 1.47 0.8 0.9 1.1 1.2 0.7915 0.8012 0.8205 0.8302
1.47 ≤ z ≤ 0.91 0.8 0.9 1.1 1.2 0.7937 0.8023 0.8194 0.8281
0.91 ≤ z ≤ 0.43 0.8 0.9 1.1 1.2 0.7977 0.8043 0.8175 0.8241
0.43 ≤ z ≤ 0 0.8 0.9 1.1 1.2 0.8052 0.8081 0.8136 0.8165

Table 3.2: We show the redshift bins (left column) in our simulations. For each
redshift bin, we run 4 simulations in which µ takes the values {0.8, 0.9, 1.1, 1.2}
in the bin and µ = 1 for all other redshifts. Note that for each µ value, we run a
set of 8 simulations, each of which contains one bin where µ is switched on. The
idea behind this plan is to sample the µ− z parameter space broadly, while still
testing the response of the code to subtle changes in redshift range during which
µ is switched on. This should also allow us to check if there are any degeneracies
associated to the non-linear matter power spectrum in this parameter space.
Note that these are all bins with equal ΛCDM growth, i.e., D(zi−1)/D(zi) =
D(zi)/D(zi+1) = constant = 1.26.

3.2.2 Concentration-mass relation

Over the last few decades, N -body simulations of the ΛCDM model have shown

that the density profile of dark matter halos is well-described by the Navarro-

Frenk-White (NFW) density profile [205], given by

ρ(r, rs, ρs) =
ρs

r/rs(1 + r/rs)2
(3.1)

where the two free fitting parameters ρs and rs are the scale density and radius,

respectively. The scale density may be related to the critical density by the

dimensionless parameter δc = ρs/ρc which associates each halo to a characteristic

overdensity. The scale radius indicates where the logarithmic slope of the profile

has the isothermal value of −2. The total mass of the halo is determined assuming
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that halo is virialised , is obtained by integrating the density profile

Mvir = 4πρsr
3
s

∫ c

0

dx

x(1 + x)2
, (3.2)

= 4πρsr
3
s

[
ln(1 + c)− c

1 + c

]
, (3.3)

where x = r/rs is the integration variable, the upper limit of which defines the

concentration c = rvir/rs. This parameter is simply an alternative measure of the

characteristic overdensity associated to each halo and for a given mass, the two

are related by

δc =
∆vir

3

c3

ln(1 + c)− c/(1 + c)
, (3.4)

where the virial radius and mass are conventionally related by the overdensity

parameter ∆vir. There are different conventions adopted for this relation, de-

pending on whether the overdensity parameter is defined relative to the critical

density parameter or the background density ρb = Ωmρc. Our results indicate

that modifying µ at different epochs and for different lengths of time will affect

different halos of different masses in a non-trivial way, depending on the typi-

cal value of the mass of the halos forming and merging during the modification.

This suggests that there is a re-ordering of sorts of the typical values of {δc,∆vir}

associated to a a given Mvir. Modifying the concentration-mass relation would

capture some of this phenomenology. In order to measure the concentration-mass

relation in our simulations, we need to estimate the mass of the halos within our

simulation volume as well as their radii.

Halo-finder The problem of identifying halos and measuring their properties

from raw simulation data in an efficient manner is a well-studied one, with several

so-called ‘halo-finders’ publicly available [see [206] and references within for a
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detailed discussion of the various approaches to identify halos and measure their

properties]. Specifically, we make use of the Rockstar halo-finder code [207],

which makes use of the Friends-of-Friends (FOF) algorithm. In other words, the

particles residing in a density peak above a pre-determined threshold are identified

to constitute a halo. In addition, Rockstar also makes use of phase-space velocity

information to accurately assign particles to halos in mergers and in centres of

large clusters (see [207] for more details). The virial mass of a halo is calculated

according to the following prescription

Mvir = ∆cρc
4πr3vir
3

, (3.5)

where ∆c is given by [208]

∆c = 18π2 + 82x− 39x2 (3.6)

x =
Ωm(1 + z)3

E(z)2
− 1 , (3.7)

where E(z) = Ωm(1 + z)3 + ΩΛ. For our simulations, we set that the minimum

number of particles required for an object in the simulation to be considered a

halo is 1000. Thus, the code now simply counts up all the particles in each halo

and determines the total mass and the corresponding virial radius using eq. (3.5).

The code then fits an NFW profile to each halo to determine the the scale radius

rs. Thus, we calculate the concentration parameter c = rvir/rs.

For the ΛCDM model, the concentration-mass relation has been measured and

validated from a suite of N -body simulations [209] and is given by

c(M) = C0

(
M

1012h−1M⊙

)−γ [
1 +

(
M

M0

)0.4
]
, (3.8)
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where C0 = 10.2, γ = 0.1,M0 = 1017h−1M⊙. We compare the concentration-mass

relation above for Planck cosmological parameters with the c(M) measured from

our simulations and the c(M) relation in ReACT in fig. 3.1, given by [86]

c(M) =
c0

1 + z

(
M

M∗

)−α
, (3.9)

where c0 = 9., M∗ is the stellar mass computed by imposing a condition on

the peak height ν(M∗) = 1 of the Sheth-Tormen mass function and α = −0.13.

Therefore, we verify that our simulations are not only representative of results

previously obtained in the literature, but also that we are able to reproduce c(M)

in ReACT with the expression in eq. (3.8).

We now implement eq. (3.8) into the ReACT framework with varying C0 (keeping

the other fitting parameters constant) to maximise the kfail parameter for all the

different simulations. Essentially, the goal is to obtain a fitting function for C0

for arbitrary µ(z) that allows a more accurate calculation of R(k) and hence, of

the matter power spectrum.
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Figure 3.1: In the left panel, we present the concentration-mass relation measured
from our ΛCDM simulations and the Multidark fit for the Planck parameters
[209]. There is significant scatter in the simulation data, which can be driven
down by averaging over more realisations of the initial conditions. In the right
panel, we reproduce the ReACT c(M) using the expression in (3.8). This allows
us to express the concentration-mass relation in our modified gravity simulations
as a ratio relative to the ΛCDM ReACT case.
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Figure 3.2: The ratio R(k) for the various µ(z) presented in table 3.2. In this
plot, one clearly sees the three regimes defined in the text, with the two extremes
where the matter power spectrum differs from ΛCDM the most represented by
the bins where µ is modified at at z < 2. and z > 19. The transition regime at
the intermediate redshifts are associated to smaller ‘corrections’ to the re-scaled
ΛCDM case.

3.3 Results

In this section, we show the results of measuring the matter power spectrum from

our suite of simulations. We perform a 1-parameter fit for the concentration-mass

relation to maximise the kfail for all µ(z). We do this by varying the amplitude

parameter C0 in eq. (3.8). Not only does this allow us to capture the varying

phenomenology of our simulations more accurately using ReACT, but also allows

our analysis to be insensitive to realisation-dependent effects due to the fact that

we present our c(M) in terms of a ratio relative to the ReACT relation in eq. (3.9).

This ties back to our discussion in the previous chapter where we presented all our

results in terms of the ratio of matter power spectra R(k) for the same reason.
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We remind the reader that in order to compute R(k), one needs the modified

gravity P (k) as well as the ΛCDM P (k) with equalised linear growth.

In fig. 3.2 we present R(k) for the different µ(z) in table 3.2. We see from the

results that one may define three broad regimes in redshift when one modifies µ

based on the behaviour of the non-linear matter power spectrum. The relative

differences from the ΛCDM spectrum are quite large in the two extreme cases,

i.e., when µ ̸= 1 at low redshifts z < 2 and at high redshifts z > 19. The

effect on the power spectrum from a low-redshift modification is opposite to the

case when µ is modified at high redshift. This behaviour is consistent with our

earlier results with greater redshift resolution in the transition regime, where the

relative difference to ΛCDM decreases with increase in the redshift at which the

modification occurs. We note that this pattern is broken by the lowest redshift

bin, i.e., 0 ≤ z ≤ 0.43, matter power spectrum associated to this redshift seems

to mimic the earliest redshift bin, but over a larger range of scales. We note that

this behaviour is connected to the duration of the modification and the scales at

play.

As mentioned in the previous chapter, the redshift evolution of the typical mass of

the halos determines the scale at which P (k) is affected. Smallest halos form first,

which means modifying the rate of structure formation at early times affects the

smallest scales. Conversely, at late times, larger halos form from mergers of small

halos. Therefore, modifying structure formation at these times induces a transfer

of power from non-linear to quasi-linear scales. This qualitative argument can

be made quantitative by varying the concentration-mass relation with varying

µ(z). The behaviour in the smallest bin may be connected to the fact that at

redshifts close to z ≤ 0.5, the Universe is in the dark-energy dominated phase,

where structure formation effectively is ‘frozen in’.
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Figure 3.3: We show in the top panel examples of the extent of variation of the
kfail parameter when the concentration-mass relation in ReACT is modified. In the
bottom panels, we show the kfail parameters for all our simulations, before (solid)
and after (transparent) the concentration amplitude modification. We see across
all simulations that there is a significant improvement in kfail post-modification.
In all bins except the two lowest redshift cases, we see that we are able to achieve
a kfail larger than the ReACT accuracy threshold scale, i.e., k = 3hMpc−1.
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We now discuss the procedure that we adopt to modify the c(M) relation in

ReACT in order to obtain a better fit to our simulation results. As we did before,

we use the kfail parameter to quantify the accuracy with which ReACT captures

the simulation results. We vary the amplitude of the c(M) relation to maximise

kfail. We show in fig. 3.3 some examples of this procedure, particularly the varia-

tion in kfail before and after the modification of the concentration. We show the

histogram of kfail values for all of our simulations in the bottom panel of fig. 3.3.

With the variation of the amplitude of the concentration-mass relation, we are

able to achieve kfail > 3h−1Mpc (the scales over which ReACT is formally appli-

cable) for the majority of our simulations, except for the two lowest redshift bins

(modulo complications arising from baryonic physics). In these, cases, we still

see a significant improvement that allows one to probe deeper into the non-linear

regime.

In ΛCDM, it has been observed from simulations that the concentration-mass

relation is a power law with a mildly negative exponent. In other words, c(M)

slowly decreases with halo mass. This is because at late times, the accretion

of mass only occurs around the outer edges of halos, outside the scale radius.

Conversely, at early times, the mass accretion is relatively uniform. Since more

massive halos form at late times, larger halos are associated with smaller values

of concentration and vice-versa for small halos. This argument may be extended

to a qualitative prediction for three redshift regimes that we identified earlier.

Note that this means the extent to which the ΛCDM concentration parameter is

modified is redshift-dependent. [209].

The discussion below applies to the case where µ > 1 without loss of generality.

In the case of the low-redshift modification of µ, we see a transfer of power from
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Figure 3.4: In the left panels, we show the ratio of the amplitude A relative to
ΛCDM at for the simulations at which µ is modified at z < 8 and vice-versa
in the right panels. The horizontal bars indicate the width of the redshift bin
in which µ was modified in the simulation. As mentioned in the text, we see
that due to a transfer of power to larger scales, i.e., an excess of larger halos,
the concentration decreases (increases) when µ > 1 at low z. Conversely, the
concentration increases relative to ΛCDM, when µ > 1 at high z, since mass
accretion is more uniform at these epochs. The opposite behaviour is seen when
µ < 1.
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Figure 3.5: We show the high-redshift and low-redshift regime c(M) fit to our
simulation data.

the non-linear scales to quasi-linear scales in the case when µ > 1 (and vice-

versa for µ < 1). Therefore, one would expect that the concentration should

decrease relative to ΛCDM. One expects the exact opposite when µ is modified

early in redshift, where the concentration relative to ΛCDM should be larger.

In the transition regime, one would expect a negligibly small correction to the

ΛCDM c(M), a prediction that is made even more apparent by noting that the

kfail values for this regime are already above the convergence threshold for our

simulations. Of course, the pattern is broken at the lowest redshift bin, where

there is a massive upturn in the concentration relative to ΛCDM.

In fig. 3.4, we compute the ratio of the amplitudes of the concentration-mass

relation in all the simulations corresponding to the largest kfail values relative to

the ΛCDM value in ReACT C0 in eq. (3.9). In this case, we compute the amplitude

associated to a simulation where µ is switched on in a particular redshift bin at

the midpoint of the bin with error bars that span the redshift range of the bin. We

see that our simple qualitative predictions are borne out in the different regimes

in redshift in which µ is modified. We fit for this behaviour in ReACT so as to

design a pipeline that is able to predict the matter power spectrum for arbitrary

µ(z). The goal is to implement this into a Fisher forecast.
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In order to fit the behaviour of the concentration in the two regimes, we split

the redshift range into two regimes. An important phenomenological result that

applies across all of our simulations in the previous chapter as well as this one

is that the impact on the matter power spectrum is greater when µ is modified

at the extreme ends of the redshift range, relative to when µ is modified in the

intermediate regime. Our general expectation for the function form for the c(M)

fit is

A = F (µ)G (D(z)) , (3.10)

where D(z) is the ΛCDM growth factor. In other words, a given choice for D(z)

implies a very specific redshift dependence for the amplitude of the concentration-

mass relation that gives the correct shape for the matter power spectrum.

For our suite of simulations in this chapter, D(z) ≃ 1.26 in our redshift bins.

Therefore, we have a fixed redshift dependence for all of our simulations, that we

expect to be explicitly broken by our previous simulations. In the first regime,

i.e., 0 ≤ z ≤ 7, we use an exponential function

f1(z) = C1e
−z + C2 , (3.11)

where C1 > 0 when µ < 1 and vice-versa for µ > 1 and C2 ≃ 1. In the second

regime, i.e., we use a simple linear relationship

f2(z) = C3z + C4 . (3.12)

where again, C3 > 0 , C4 = 0.9 for µ < 1 and C3 < 0 , C4 = 1.1 for µ > 1.

We implement this procedure for our suite of simulations in fig. 3.5. Of course,

at z < 0.4 our fit fails to capture the upturn of the concentration. A higher
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resolution examination of this range of redshifts and the impact of varying µ

with this range would be required to fit for this behaviour.
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3.4 Discussion and Conclusions

In the next few decades, experiments such as the Euclid satellite and the Vera

Rubin observatory will generate a huge amount of data on the non-linear scales

of structure formation where the density contrast δ can be arbitrarily large. In

order to make best use of this data to test GR, one needs robust predictions for

cosmological observables across all scales. We presented in the previous chapter

the first N -body simulations of arbitrary models of modified gravity with a time-

dependent effective gravitational parameter µ. We used the ReACT formalism to

predict the cosmological observables for arbitrary µ(z). In order to carry out a

rigorous forecast for specific galaxy surveys, ReACT requires validation, a problem

that we tackled in this chapter.

We presented an extended suite of N -body simulations to validate the ReACT

fitting function across the parameter space. Our suite of simulations outlined in

table 2.1 is designed to test the accuracy of ReACT for varying values of µ switched

‘on’, i.e., µ ̸= 1 (µ = 1 in GR) at different epochs, each associated to a different

duration in redshift. This leads to varying phenomenology, a subset of which

we explored in the previous chapter. As before, we computed the ratio R(k) of

the matter power spectrum measured from our simulation to the so-called pseudo

ΛCDM power spectrum i.e., with equalised linear growth at z = 0. We quantified

the agreement of the ReACT prediction for R(k) relative to the measurement from

our simulations using the kfail parameter, i.e., the first value of k at which the

accuracy of ReACT falls below the 1% threshold.

We noted in the previous chapter that the modification of the concentration-

mass relation in ReACT leads to a better fit to our simulation data. We achieved

this by varying the amplitude of the c(M) in ReACT [see fig. 2.7 and the related
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discussion]. In order to rigorously test and validate this hypothesis. We also mea-

sure the concentration-mass relation in our simulations. We used the Rockstar

code [207] to measure the halo properties of the dark matter halos in our sim-

ulations. We then showed that the c(M) measured in our ΛCDM simulations

matched the prediction in the literature [209] (see eq. (3.8) and fig. 3.1). We also

reproduced the ΛCDM concentration mass relation in ReACT. This allowed us to

study the phenomenology associated with µ(z) by amplitude of c(M) relative to

ΛCDM.

It is now well-established from studies of N -body simulations that c(M) is a

slowly decreasing power law in ΛCDM, due to the fact that mass accretion is not

uniform across the halo at late times, in contrast to early times. We argued in

the previous chapter that due to the hierarchical nature of structure formation,

the imprint of µ(z) depends on the mass of the halos forming at the epoch of

modification. We identified three regimes in redshift; modifying µ in each regime

may be associated to a different effect on P (k). Modifying µ at high redshifts

affects the non-linear tail of matter power spectrum, since only the smallest ha-

los form during those times. In contrast, modifying µ at low redshifts when

smaller halos merge to form larger halos affects quasi-linear scales. There is a

smooth transition in the intermediate redshifts, in which the effect of the mat-

ter power spectrum relative to ΛCDM is relatively small compared to the other

two regimes. This qualitative argument indicates the origins of the correlation

between concentration-mass relation and imprint of µ(z) on P (k).

In fig. 3.3, we showed that the variation of the amplitude of c(M) leads to sig-

nificant improvement in the kfail parameter associated to ReACT across all our

simulations. Modifying structure formation at early times leads to an excess of

smaller halos, and therefore c(M) should increase relative to ΛCDM (assuming
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µ > 1, the opposite is true for µ < 1) and vice-versa for late redshifts. We showed

that for a given choice of D(z), the redshift dependence is fixed and the variation

with µ is linear. We presented a fitting function for the variation of the c(M)

that we implemented in ReACT.

A natural next step is to generalise the concentration-mass fit for varying D(z).

In order to explore this parameter space, we plan to run simulations with D(z) ∼

{0.8, 2.6}, i.e., half and double the value of incremental linear growth in table 3.2.

Not only will this allow us to generalise the c(M) fit, but also explore the extreme

low-redshift upturn described in section 3.3. The results from this analysis will

facilitate the implementation of this pipeline into a Fisher forecast. This will

not only allow us to obtain model-independent constraints on modified gravity

parameters, but also insight on specific time bins that particular surveys are

sensitive to.



Chapter 4

Spontaneous Decay of Axions to

Photons

In this chapter, we discuss axion dark matter detection via spontaneous decay. In

section 4.1 we discuss axion observations in virialised structures and outline the

targets with the best prospects for axion decay detection. In order to present es-

timates of the signal strength we will set up a strawman object which is a galaxy

with a virial mass, Mvir = 1012M⊙, virial radius Rvir = 100 kpc at a distance

d = 5Mpc and a velocity width of 200 km sec−1 which corresponds to an object

similar to the nearby galaxy Centaurus A [210]. We have chosen these values to

be broadly consistent with the model for the virial radius (∝M
1/3
vir ) from a given

mass that we will use later in the subsequent discussion. As part of that discus-

sion, we focus on our suggestion that the basic signal strength will be relatively

independent of the object mass. Such an object would be expected to have an

average surface mass density Σvir ≈ Mvir/(πR
2
vir) ≈ 0.07 kgm−2 over an angular

diameter of θvir = 2Rvir/d ≈ 40 arcmin. We will see that this value, which we

will use in the subsequent signal estimates, is probably quite conservative and

134
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that values up to a thousand times larger than this might be accessible in some

objects, albeit over smaller areas, typically in the centre of the object. The basic

conclusion will be that it will be difficult to imagine a telescope with a single

pixel receiver system achieving a limit on gaγγ better than that from CAST. In

order to be competitive with the CAST limit, we find that it is easier to optimise

future experiments if one quantifies the signal in terms of the brightness temper-

ature, rather than the flux density. We show that the brightness temperature

is proportional to the surface-mass-density Σbeam associated with the telescope

beam, which makes it clear that future experiments must target the centres of

virialised objects where this quantity is the largest possible value. From our anal-

ysis, the main conclusion is that the larger surface-mass density at the galactic

centre/Virgo cluster centre coupled with large amounts of radio emission at the

relevant frequencies could enhance the signal enough to probe couplings below the

CAST limit. With this in mind, we argue that the large surface-mass-density of

the galactic centre or the Virgo cluster centre offer the best chance of improving

current constraints on the axion-photon coupling via spontaneous decays.

4.0.1 Stimulated emission

The decay of axions into two photons can be enhanced in the presence of a

photon background and, by contrast to the enhancement due to magnetic fields,

this may be very significant. References [211, 212] have shown that the effective

decay lifetime can be reduced to τ = τ2γ/(1 + F eff
γ ) where F eff

γ is the photon

occupation number associated to the relevant sources considered. Sources of

photons include the CMB, the radio background and galactic emission with F eff
γ =
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FCMB + Fradio + Fgal + . . . For the CMB, this is given by

FCMB = 2

[
exp

(
mac

2

2kBTCMB

)
− 1

]−1
, (4.1)

where TCMB = 2.725K = 235µeV/kB which can be approximated by FCMB ≈

4kBTCMB/(mac
2) for mac

2 ≪ 470 µeV which can provide a potentially very sig-

nificant enhancement of the signal. The CMB and the radio background are both

isotropic sources, and so the factor F is easily worked out to be proportional to

the brightness temperature measured by experiments [213,214].

The contribution from the radio background is very uncertain for a number of

reasons. Firstly, making absolute measurement of the background temperature

is inherently difficult. But perhaps more important is that this measurement is

made from the point of view of telescopes on Earth and it may not be the same

elsewhere in the Universe and also at higher redshifts. In principle, it would be

necessary to model the sources contributing to the radio background and quantify

the uncertainty in order set limits on gaγγ.

A dedicated study of specific sources, which might be easier to model than the

overall background, could result in significant effective enhancement in values of

F for the axion masses between 1 and 20 µeV/c2. [212] suggested that Fsource ≈

Isource/E
3
ν where Eν = hfobs is the energy of the photons. We will adopt this

relation for our later order-of-magnitude estimates of the signal from the galactic

centre including the enhancement due to diffuse radio emission (eg. synchrotron

emission) as well as the radio background.
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4.1 Estimates of the signal amplitude for axion

decay from virialised halos

Clearly the first and most important task in determining whether or not dark

matter axions can be detected via spontaneous decays is to obtain a reliable

estimate for the strength of the resulting signal. Let us consider a virialised halo

of mass M and at redshift z. We further assume that axions constitute its whole

mass. The total bolometric flux from the object is

∫
Stot dfobs =

Lobs

4π[r(z)]2
=
NaEobs

τobs

1

4πr(z)2
, (4.2)

where r(z) is the comoving distance to redshift z, Stot the total flux density,

Eobs = 2hfemit/(1 + z) and τobs = (1 + z)τ2γ/(1 + F eff
γ ) are the emitted photon

energy and decay life-time in the observer’s frame, respectively and F eff
γ is the

photon distribution discussed in the previous section. The luminosity in the

observer’s frame is Lobs = NaEobs/τobs and Na = M/ma is the number of axions

in the halo. One can obtain an estimate of the observed flux density by assuming

that all the flux is detected (the point source approximation) and that it is equally

distributed across a bandwidth ∆fobs, effectively assuming a top-hat line profile,

in the observer’s frame

Stot =
Mc2

4π[dL(z)]2τ2γ∆fobs
(1 + F eff

γ ) , (4.3)

where dL(z) = (1 + z)r(z) is the luminosity distance to redshift z. We note that

this formula is equivalent to that for the emission of neutral Hydrogen due to the

spin-flip transition under the exchange of M with the neutral Hydrogen mass,

MHI, and τ2γ with the effective lifetime of the spin state.
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Figure 4.1: Schematic illustration of the telescope beam of width Rbeam given in
eq. (4.5) and virialised halo with surface density Σ and virial radius Rvir.

Neither of the assumptions will be true in reality. The assumption of a top-hat

frequency profile should only lead to a small correction if ∆fobs is set by the

velocity width of the halo ∆v/c = ∆fobs/fobs. From first principles, this is set by

the halo mass as ∆v ∝M1/3. In what follows, it will be convenient to specify the

measured value of ∆v for a specific object rather than calculate it self-consistently

from the halo mass. For typical values, and a halo at redshift z, we find

∆fobs =
femit∆v

c(1 + z)
, (4.4)

≈ 20MHz

1 + z

(
∆v

200 km sec−1

)(
mac

2

250µeV

)
.

Typical receiver systems can produce spectra with the resolution in eq. (4.4) in

all but the most extreme situations. The question of whether one is sensitive

to flux from the entire halo is more complicated. Unless the telescope beam is

larger than the projected angular size of the cluster, the total flux-density can

be less than that of eq. (4.3) as illustrated in fig. 4.1. Let us now estimate the

importance of finite angular resolution.

We define Rbeam as the radius corresponding to the Full-Width Half-Maximum
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(FWHM) angular diameter θFWHM ≈ λobs/D, where λobs is the observed wave-

length and D is the effective diameter of the observing telescope. In the case

of a single dish telescope this is the actual size, whereas for an interferometer

it will be given by the longest baseline. The beam radius can be estimated by

Rbeam = dA(z) sin (θFWHM/2), where dA(z) is the angular diameter distance which

can be expanded for small θFWHM to give

Rbeam =
hr(z)

Dmac
, (4.5)

≈ 0.5 kpc

(
r(z)

5Mpc

)(
D

100m

)−1(
mac

2

250µeV

)−1
,

where we have adopted a fiducial diameter of 100m such as for the Green Bank

Telescope (GBT). If Mbeam ≤Mvir is the mass enclosed in the projected cylinder,

then the observed flux density will be

Sbeam ≈ 4µJy
(
1 + F eff

γ

)
×
(

τ2γ
8× 1035 s

)−1
×(

∆fobs
20MHz

)−1(
Mbeam

1012 M⊙

)(
dL(z)

5Mpc

)−2
. (4.6)

If we substitute (1.68) and (4.4) into (4.6) we find that

Sbeam ≈ 4µJy
(
1 + F eff

γ

) ( gaγγ

10−10GeV−1

)2
×(

mac
2

250µeV

)2(
Mbeam

1012 M⊙

)
×(

∆v

200 kmsec−1

)−1(
dL(z)

5Mpc

)−2
.

(4.7)

From this we see that, if F eff
γ = 0, the expected flux density is ∝ m2

a for a fixed

value of Mbeam. This reflects the fact that the size of the object which is inside

the beam depends on ma via the fact that fobs ∝ θFWHM. This is an undesirable
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feature of using the flux density to assess the detectability of the axion signal,

although it is possible to take into account the dependence of Mbeam on θFWHM.

Note that there will be additional dependence onma from F eff
γ ; for example, there

is a component from the CMB which is ∝ m−1a .

It is possible to express the expected signal in terms of the intensity I, or equiv-

alently the Rayleigh-Jeans brightness temperature

I =
2f 2

obskBTRJ

c2
, (4.8)

and we shall see that this is a much clearer way of quantifying the signal. For a

source of axions at redshift z with surface mass-density Σ =
∫
ρadl, taking into

account that the flux density is the integral of the intensity over the solid angle

subtended by the source, the integrated line intensity is given by

∫
Ibeam dfobs =

c2Σbeam

4πτ2γ(1 + z)4
(1 + F eff

γ ) , (4.9)

where the appropriate surface mass density is that integrated over the beam

profile of the telescope, Σbeam. To obtain this expression, we used eq. (4.3) and

Etherington’s reciprocity theorem dL(z) = (1 + z)2dA, as the solid angle of the

object is defined as ∆Ω = R2/d2A. For the surface mass-density Σbeam = Σvir ≈

0.07 kgm−2 of our strawman object, we can deduce an intensity

Ibeam ≈
3mJy sr−1

(1 + z)4
(1 + F eff

γ )

(
τ2γ

8× 1035 sec

)−1
×(

∆fobs
20MHz

)−1(
Σbeam

0.07 kgm−2

)
,

(4.10)



4.1. SIGNAL FROM VIRIALISED HALOS 141

and a brightness temperature

T beam
RJ ≈ 100 pK

(1 + z)2
(1 + F eff

γ )

(
τ2γ

8× 1035 sec

)−1
× (4.11)(

∆fobs
20MHz

)−1(
mac

2

250µeV

)−2(
Σbeam

0.07 kgm−2

)
.

This can be simplified by substituting in eqs. (1.68) and (4.4) to yield

T beam
RJ ≈100 pK

1 + z
(1 + F eff

γ )
( gaγγ

10−10GeV−1

)2
×(

Σbeam

0.07 kgm−2

)(
∆v

200 kmsec−1

)−1
.

(4.12)

This expression does not have any explicit dependence on ma and tells us that

the key parameters dictating the signal strength are gaγγ, Σbeam/∆v and F eff
γ .

The only dependence on ma is via the observation frequency and consequently

the size of the area over which Σbeam is computed. The size of the signal could

be larger than this for our strawman object which is relevant to an average over

the virial radius - see subsequent discussions.

As a prelude to more detailed discussions of specific telescopes in the next subsec-

tion, we comment that a typical flux density of Sbeam = 4µJy might seem to be

a quite accessible number for future large radio telescopes - many papers report

detection of radio signals in the µJy range using presently available facilities. Con-

versely a brightness temperature of T beam
RJ = 100 pK is very low and much weaker

than any value usually discussed. These numbers can be reconciled in realising

that the flux density is averaged over a region Ω ≈ π(Rvir/d)
2 ≈ 1.2×10−3 sr and

it is also worth noting that most published radio detections are for bandwidths

much larger than 20MHz. In the subsequent discussion we will argue that it is

easier to understand whether the signal is detectable by considering the intensity
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Figure 4.2: Estimates of the brightness temperature for a halo as a function of
axion mass including spontaneous decay and the enhancement due to stimulated
emission from the CMB (solid lines) and the pure spontaneous decay (dashed
lines). We have fixed gaγγ = 10−10GeV−1 which is close to the CAST limit
and is the goal signal level. We have also fixed ∆v = 200 km s−1 and used
different values for Σbeam = 0.07, 0.7, 7 and 70 kgm−2 which lead to brightness
temperatures ≈ 100 pK, 1, 10 and 100 nK respectively for ma ≫ 470µeV where
spontaneous decay is dominant. For lower values of ma, we see the increase
∝ m−1a due to stimulated emission from the CMB which could be added to other
sources such as the radio background and galactic emission. We have also included
some sample noise levels (dotted lines) due to 1 year of integration time with
instantaneous sensitivities of 10mKs1/2, 100 and 1µKs1/2 at mac

2 = 250µeV
with the scaling m

−1/2
a necessary for a fixed velocity width. The two vertical lines

represent mac
2 = 20µeV and 250 µeV, respectively, which are illustrative values

that we have used in the text.

or brightness temperature and that this gives a clearer picture of the potential

for detection.

We can also calculate the background intensity due to all axions in the Universe

with comoving density ρa

Iback =
c2ρa

4π[r(z)]2τ2γfemit

dV

dzdΩ
, (4.13)
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where dV
dzdΩ

= cr(z)2/H(z) is the comoving volume element and H(z) is the Hub-

ble parameter at redshift z. Using this we can deduce a background brightness

temperature

T back
RJ =

3h3c5

8π2kBG

H0Ωa

τ2γ

(
1

mac2

)3
(1 + z)2

E(z)
. (4.14)

Assuming that Ωah
2
100 ≈ 0.12 and h100 = 0.7, we obtain

T back
RJ ≈ 0.3 pK

(1 + z)2

E(z)

(
mac

2

250µeV

)−3(
τ2γ

8× 1035 s

)−1
,

≈0.3 pK(1 + z)2

E(z)

( gaγγ

10−10GeV−1

)2
. (4.15)

In making this background estimate we have ignored possible stimulated emission

which would, of course, contribute at lower frequencies as was the case for the

signal from virialised halos. The fact that this value is significantly lower than

that for a halo means that there will be enough contrast to detect the signal from

a halo against the background.

One can recover eq. (4.15) by substituting the background value for Σ/∆v into

(4.12). This background value is given by

dΣ

dv
= ρa(z)

dl

dv
=

(1 + z)3

E(z)

ρa(0)

H0

, (4.16)

so that at z = 0 this is ρa(0)/H0 ≈ 1.2× 10−9 kgm−3 s using Ωah100 ≈ 0.17. Note

that one can make a rough estimate for the surface mass density of the background

by multiplying the density of axions by the size of the Universe given by the

Hubble radius, that is, Σback ≈ ρac/H0 ≈ 0.36 kgm−2. This value is a factor of a

few larger than the fiducial value we used for the halo surface mass density. To

explain why this is the case, it is useful to notice that Σhalo ≈ ρa∆virR, where

∆vir represents the virial overdensity of the halo. This quantity can be evaluated,
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given a cosmological model, using the virial theorem (see the Appendix in [215]

for details on the implementation and [216] for a recent discussion on the topic),

but here we will consider it to be of the order of 200 (higher values are also often

used). The ratio between the two expressions, Σback/Σhalo ≈ c/H0

∆virR
≫ 1 for our

strawman object, but it is of the order of a few for ∆vir ∼ 200 (a few hundred)

and R ∼ 3Mpc.

In fig. 4.2, we present estimates of the brightness temperature expected from a

halo with a fixed velocity width ∆v = 200 kmsec−1 and a range of values for

Σbeam computed using (4.11). We have fixed gaγγ = 10−10GeV−1 which is close

to the upper limit from the CAST experiment (and hence the target goal) and

have included the effects of stimulated emission by the CMB which leads to an

increase ∝ m−1a for ma ≪ 470µeV. We have chosen Σbeam = 0.07 kgm−2 which is

Σvir for our strawman object, along with ten, hundred and a thousand times this

value. In subsequent sections, we will discuss that such values might be attainable

by observing more concentrated regions of the halo close to their centres.

In addition we have also added noise curves for a total integration time of 1

year with instantaneous sensitivities of 10mKs1/2, 100 and 1µKs1/2 at mac
2 =

250µeV with the scaling ∝ (ma/250µeV)
−1/2 so that the noise level remains

that for a fixed velocity width as ma varies. We see that a sensitivity of ∼

10mK s1/2 - which we will argue in section 4.2 is typical of a single pixel receiver

at the relevant frequencies and bandwidths - is not sufficient to get anywhere

near detecting the signal for gaγγ = 10−10GeV−1, never mind that expected for

the KSVZ and DFSZ models for typical values of Σbeam as large as 7 kgm−2.

One might imagine that this can be reduced by having N receivers/telescopes

in which case the instantaneous sensitivity will be ≈ 10mK s1/2/
√
N . Looking

at fig. 4.2, it appears that N ∼ 102 would be necessary to probe signals created
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by Σbeam ≈ 70 kgm−2, ∼ 104 to probe 7 kgm−2, ∼ 106 to probe 0.7 kgm−2 and

∼ 108 for our strawman value of 0.07 kgm−2. Therefore, it is clear that one

would need to target sufficiently concentrated parts of haloes to probe this decay,

which might be possible in haloes with supermassive black holes at their centres,

although the local CDM density is highly uncertain in such environments. While

this enhancement would not allow one to probe the benchmark QCD models for

the axion, one could at least probe the parameter space below the well-established

CAST limit [see fig.(4.2) for sensitivity estimates].
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4.2 Sensitivity estimates for current and planned

telescopes

Telescope N Aeff [m2] Tsys [K] Frequency [GHz] θFWHM[arcmin] Rbeam [kpc]
GBT 1 5500 30 30 0.3 0.5
FAST 1 50000 20 2.4 1.4 2.1

SKA1:Band 5 200 120 20 4.6-13.6 5.1-14.9 7.3-21.7
SKA2:Band 5 10000 120 20 4.6-13.6 5.1-14.9 7.3-21.7

Table 4.1: Table of telescope parameters which we have used in section 4.2 that
are indicative of what might be possible using current and planned facilities. N
is the number of dishes, Aeff the effective collecting area, Tsys the overall system
temperature (in Rayleigh-Jeans regime), θFWHM the beam size and Rbeam the
radius corresponding to the beam size assuming a distance of 5 Mpc. GBT is the
Green Bank Telescope and FAST is the Five hundred metre Aperture Spherical
Telescope. They are currently operational and can cover a range of frequencies (up
to ≈ 100GHz in the case of GBT and up to ≈ 3GHz for FAST). For the purposes
of the discussion we have chosen to focus on one frequency for each and have
chosen values of Tsys indicative of the noise levels that would be possible. We refer
the reader to their webpages https://greenbankobservatory.org and http://

fast.bao.ac.cn/en/ for more detailed information about the capabilities. The
Square Kilomtere Array (SKA) is currently being designed/built in two phases.
Phase I is much more certain that phase II. Again we believe that our numbers
are indicative of what might ultimately transpire.

In this section we assess the possibility of detecting the decay of dark matter

axions emitted from virialised halos using current and planned telescopes oper-

ating in the radio/mm waveband. We have tabulated the numbers we have used

in the sensitivity calculations below in table 4.1. Typically, previous analyses

have focused on comparing the flux density to the expected telescope noise. As

we have already alluded to and indeed we will explain below that it is best to

frame the discussion of sensitivity in terms of the intensity, or more commonly

the brightness temperature.

https://greenbankobservatory.org
http://fast.bao.ac.cn/en/
http://fast.bao.ac.cn/en/
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4.2.1 Flux Density Signal

Having discussed the signal strength associated to axion decays in the previous

sub-section, we turn now to another key parameter in determining the feasibil-

ity of detection - the integration time. The integration time required to detect

a flux density Sσ in a bandwidth ∆fobs can be deduced from the radiometer

equation

tint =

(
2kBTsys
AeffSσ

)2
1

∆fobs
, (4.17)

where Tsys is the system temperature, Sσ is the flux density noise level and Aeff

is the effective area. For a signal-to-noise ratio of unity, Sbeam = Sσ. For a single

dish telescope with aperture efficiency η (typically ≈ 0.5 − 0.7), this is given by

Aeff = ηπD2/4. Using this, we can deduce that for a 1σ detection of the flux

described by eq. (4.6) for a fiducial Mbeam = 1012M⊙, the integration time is

given by

tint ≈
10 days

(1 + F eff
γ )2(1 + z)

(
Tsys
30 K

)2(
Aeff

5500 m2

)−2
×(

∆v

200 km s−1

)( gaγγ
10−10GeV−1

)−4
× (4.18)(

mac
2

250µeV

)−5(
Mbeam

1012M⊙

)−2(
dL(z)

5Mpc

)4

,

where the specific choice for Tsys and Aeff have been chosen to be indicative of

what might be possible for observations at 30GHz with a 100m telescope such as

the GBT which would have a resolution ≈ 20 arcsec operating in a band around

30GHz and an axion mass mac
2 ≈ 250µeV. Despite this particular choice, the

expression for tint should be applicable to the whole range of frequencies observed

by the GBT, and indeed any single dish radio telescope, providedMbeam is chosen

appropriately. We chose the GBT to illustrate this since it is the largest telescope



4.2. TELESCOPE SENSITIVITY ESTIMATES 149

in the world operating at these frequencies and possibly as high as ≲ 100GHz.

Setting a 95% exclusion limit - which is the standard thing to do in constraining

dark matter - would require approximately 40 days. Detection at the 5σ level

would take 25 times longer, i.e., 250 days of on-source integration time. Achieving

an exclusion limit for the flux expected for the KSVZ model in this mass range

would require ruling out τ2γ ≈ 6× 1040 s which would take 5× 109 times longer,

and the level expected for DFSZ will be even lower, neither of which are practical.

We note that FCMB ≈ 0.5 for mac
2 = 250µeV and ≈ 12 for mac

2 = 20µeV which

will reduce the required integration times, but probably not enough to make much

difference to the conclusions.

Despite this, one might think that integration times of a few tens of days might

allow one to impose stronger limits than the CAST bounds. However, the nu-

merical value in (4.18) is quite misleading since such a telescope would have

a resolution of ≈ 20 arcsec at these frequencies and therefore we would expect

Mbeam ≪ Mvir. From eq. (4.5) we have that Rbeam ≈ 0.5 kpc when the galaxy

would be expected to have a total radius of Rvir ≈ 100 kpc, which is a factor of

200 larger.

Mass inside the beam radius

We can obtain an estimate for the total halo mass contained within the beam by

using the canonical halo dark matter distribution given by the Navarro-Frenk-

White (NFW) profile [205] parameterised by the concentration parameter, ĉ,

which is the ratio of the virial radius and the scale radius of the halo. It quantifies

the amount of mass within the scale radius relative to that in the total halo,

with large values of ĉ having more mass concentrated in the centre than lower

values.
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Consider a halo density profile ρ(r) = ρsF (r/rs) for r < Rvir and zero otherwise.

In the function F (y), rs is the scale radius, Rvir the virial radius and the ratio of

the two ĉ = Rvir/rs is the concentration parameter. For the specific case of an

Navarro-Frenk-White (NFW) profile [205], F (y) = y−1(1+y)−2. The mass inside

the virial radius is given by

Mvir = 4πρsr
3
s

∫ ĉ

0

x2F (x)dx , (4.19)

and the surface mass density at some radius, R, is

Σ(R) = 2rsρs

∫ ĉ

R̄

yF (y)dy√
y2 − R̄2

, (4.20)

where R̄ = ĉR/Rvir. Both expressions (4.19) and (4.20) converge for R̄→ 0.

In this work, we are particularly interested to the mass inside the radius of a

telescope and defined by Rbeam. We can evaluate this from

Mbeam =2π

∫ Rbeam

0

RΣ(R)dR , (4.21)

=Mvir

∫ R̄beam

0
xdx

∫ ĉ

x
yF (y)dy√

y2−x2∫ ĉ

0
x2F (x)dx

,

where R̄beam = ĉRbeam/Rvir. By manipulating the double integral, we can deduce

that

Mbeam

Mvir

= 1−
∫ ĉ

R̄beam

√
y2 − R̄2

beamF (y)dy∫ ĉ

0
x2F (x)dx

. (4.22)
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For an NFW profile [217]

Mbeam

Mvir

≈ 1

f(ĉ)

[
log

(
R̄beam

2

)
+

1√
1− R̄2

beam

cosh−1
1

R̄beam

]
,

(4.23)

where f(x) = log(1 + x)− x
1+x

. For small R̄ this is given by

Mbeam

Mvir

= −R̄2
beam

log
(

R̄beam

2

)
2f(ĉ)

. (4.24)

The analytic approximation (4.24) and the exact results (4.22) are shown respec-

tively as solid/dotted lines in fig. 4.3.

In appendix 4.2.1 we have calculated for ĉRbeam/Rvir = Rbeam/rs ≪ 1, that is, a

beam size much less than the characteristic scale of the NFW profile, the following

estimate for the halo mass contained within the telescope beam:

Mbeam

Mvir

=
R2

beam

R2
vir

· ĉ2

2f(ĉ)
log

(
2Rvir

ĉRbeam

)
, (4.25)

where f(x) = log(1 + x) − x
1+x

. The behaviour of the beam mass is plotted in

fig. 4.3. Using this expression we deduce thatMbeam ≈ 0.8×109M⊙ , 1.9×109M⊙
and 6.2× 109M⊙ for ĉ = 3, 5 and 10, respectively. As one would expect, there is

a trend for Mbeam to increase as ĉ decreases, since smaller values of ĉ correspond

to larger haloes with greater mass concentrated in their centres. However, even

for relatively large values we find that in this case Mbeam ≪ Mvir. Clearly, this

reduction inMbeam has a deleterious effect on the ability of a single dish telescope

to even post an upper limit on the spontaneous decay of dark matter axions since

tint ∝ M−2
beam with tint ≈ 3× 104 years for Mbeam = 109M⊙. Therefore, one needs
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Figure 4.3: Projected mass within the beam as a function of R̄ = cRbeam/Rvir

assuming an NFW profile. From top to bottom, we consider three different
concentration parameters, ranging from clusters to dwarf galaxies. The solid
lines represent an analytic approximation for R̄ ≪ 1, while the dotted lines are
given by full numerical integration - see appendix 4.2.1 for details.
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to be very careful in using (4.18).

It is possible to think in terms of the flux density, but as we have explained above

one has to be very careful to use the mass inside the beam radius and not the total

mass of the object since they will typically be very different. Our view is that it is

much easier to think in terms of the brightness temperature (or equivalently the

intensity, although telescope sensitivities are more commonly expressed in terms

of a brightness temperature).

4.2.2 Brightness Temperature Signal

The calculation of the noise temperature is simpler. The noise level in inten-

sity is simply given by Iσ = Sσ/Ωbeam. Substituting for the intensity in terms

of Rayleigh-Jean’s law and setting Ωbeam = λ2/D2
tel, we obtain the well-known

Radiometer equation for the brightness temperature

Tσ =
Tsys

η
√
∆fobstint

, (4.26)

for a single telescope with system temperature Tsys and aperture efficiency η

observing in a bandwidth of ∆fobs. The instantaneous sensitivity is just given

by Tsys/(η
√
∆fobs) ≈ 10mK s1/2 (Tsys/30K) (∆fobs/20MHz)−1/2 for η = 0.7 and

hence the integration time required to detect a surface mass density of Σbeam,

which is that averaged over the beam radius, at 1σ is

tint ≈3× 108 years
(1 + z)3

(1 + F eff
γ )2

(
Tsys
30K

)2

×
( gaγγ

10−10GeV−1

)−4( Σbeam

0.07 kgm−2

)−2
×(

∆v

200 kmsec−1

)(
mac

2

250µeV

)−1
.

(4.27)
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Note that this is independent of the telescope collecting area, as one would ex-

pect for an unresolved detection, and also there is no explicit dependence on

the distance, although there is a dependence on the redshift. Many of the other

dependencies, for example, on Tsys, ∆v and gaγγ are the same. Moreover, this

expression (4.27) makes it very obvious that the discussion above based on (4.18)

can be very misleading since the number at the front of the expression (remem-

bering that the surface mass density of 0.07 kgm−2 was chosen to correspond to

the average across an object of mass 1012M⊙ and radius 100 kpc) is very much

larger than in (4.18).

The fact that tint is dependent on Σbeam has two advantages. The first is that it

is clear that in order to increase the size of the signal and hence reduce tint to a

practical length of time one has to increase Σbeam. From our earlier discussion,

we calculated, assuming an NFW profile, Mbeam ∼ 109M⊙ for our fiducial galaxy

and telescope configuration for which Rbeam ≈ 0.5 kpc, assuming a sensible range

of concentration parameters. In this case the appropriate surface mass density

would be1

Σbeam ≈ 7 kgm−2
(

Mbeam

2.3× 109M⊙

)(
Rbeam

0.5 kpc

)−2
. (4.28)

Of course this only gives one a factor of around 200 improvement but it makes

it clear in what direction one might have to go in optimising the signal strength.

We will return to this issue in sect. 4.3.

The other advantage is that it makes clear what one would have to do to establish

an upper bound on the signal: one would need an estimate of Σbeam over the region

which one was observing. Fortunately, the amplitude of any gravitational lensing

signal that one might measure is directly related to the surface mass density. The

1We note that (4.27) and (4.18) would be identical if Σbeam, Mbeam and Rbeam were chosen
to be consistent with each other.
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measurement of the amplification and shear can be related to the surface mass

density of the lenses. One of the largest surface mass densities measured from

strong lensing on the scale of a few kiloparsecs (which corresponds to the typical

beam sizes) is 50 kgm−2 [218]. Such values are typically found towards the centre

of virialised haloes. This motivates high resolution observations and a detailed

study of high-density sources with rich ambient radio emission for an accurate

estimate of Σbeam and F eff .

The discussion so far has focused on the axion mass range mac
2 ≈ 250µeV, but

we have also motivated searches at lower masses, for example, mac
2 = 20µeV

which corresponds to fobs = 2.4GHz. The Five hundred meter Aperture Spher-

ical Telescope (FAST) might be a candidate large telescope for the detection

of axions in this mass range. Despite its name, it can only illuminate beams

with D ≈ 300m corresponding to a resolution of ≈ 1.4 arcmin and Rbeam ≈

2 kpc ≪ Rvir. The bandwidth corresponding to ∆v = 200 km sec−1 at z = 0

is ∆fobs = 1.6MHz. The instantaneous sensitivity to such Tsys/(η
√
∆fobs) ≈

20mK s1/2 (Tsys/20K) (∆fobs/1.6MHz)−1/2 which is a little larger than for our

estimate for the GBT at 30GHz despite having a lower system temperature. The

formula (4.27) should apply here as well with the values of Tsys and Σbeam ad-

justed to take into account Rbeam being a little larger. Ultimately, we come to

the same conclusion.

If a focal plane array or phased array were fitted to the telescope, it might be

possible to observe withN beams and this would reduce the amount of integration

time required by a factor of 1/N . However, there are practical limitations on the

size of array which one can deploy on telescope since the physical size of the

region over which one can focus is limited; much more than N ∼ 100 would be

difficult to imagine. Moreover, the beams cannot point at the same region of the
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sky and just serve to increase the field-of-view. This does reduce the noise level,

but over a wider area which would likely result in the decrease in the expected

signal strength.

A number of recent works [211, 212, 219, 220] have suggested that it might be

possible to use the Square Kilometre Array (SKA) to search for axions. Naively

the very large collecting area of the SKA in the formula (4.18) would substantially

reduce the necessary integration time. The proposed band 5 of the SKA, which

has a frequency range of 4.6 − 13.7GHz, could potentially be of interest for the

detection of axions in the mass range 40−110µeV. However, it is not valid to use

the entire collecting area of the SKA in this way because the beam size, since it is

an interferometer, is set by the longest baseline and this would be far too small.

If one thinks in terms of brightness temperature, there is an extra factor, known

as the filling factor, ηFF ≪ 1, which will increase the noise level ∝ η−1FF.

An interesting alternative approach would be to use each of the SKA telescopes

as single telescopes in auto-correlation mode as it is envisaged for HI intensity

mapping [221]. The SKA dishes will have a diameter ofD = 15m and a sensitivity

defined by A/Tsys ≈ 6m2K−1. Operating in band 5, this will have a resolution

of θFWHM ≈ 15 arcsec at the lower end of the band and ≈ 6 arcsec at the higher

end. In the first instance the SKA - SKA phase 1, sometimes called SKA1 -

will have ≈ 200 such dishes but may eventually - SKA2 - have ≈ 10000. As

before, the integration time for the telescopes decreases by a factor of N , the

number of telescopes, but unlike a phased array on a single telescope they can

co-point at the same region of sky which is advantageous. With 200 telescopes,

we estimate an integration time of about 1.5×106 years, while for 104 telescopes,

we obtain tint ≈ 3 × 104 years. This estimate will be smaller for lower masses

(around 2 orders of magnitude at mac
2 = 20µeV) due to the enhancement from



4.2. TELESCOPE SENSITIVITY ESTIMATES 157

the stimulated decay. However, this will be mitigated to some extent by the factor

mac
2 in the denominator of (4.27). The values used are for a strawman object,

while if we use the surface mass density of (4.28), we would estimate integration

times ≈ 104 times smaller, which might bring this in the realms of possibility.

We note that our integration time estimate for dwarf galaxies is consistent with

that of reference [212] up to a factor of a few, although it is difficult to make a

precise comparison. We believe that any minor discrepancies might be due to the

fact that observational measurements of the size of the individual dwarf galaxies

might lead to slight overestimation of the signal from them. This point is borne

out in fig. (4.6), where we obtain slightly lower integration times for higher mass

objects when we determine object size from the virial overdensity parameter, via

the relationship between the virial mass and radius.

Reference [222] published an upper limit for gaγγ based on 6 days of observations

using the Haystack radio telescope for axions in the mass range around mac
2 ≈

300µeV. In [222] they state that Tsys ≈ 100K and we estimate Aeff ≈ 750m2

(assuming η ≈ 0.6) and hence flux density and brightness temperature sensitiv-

ities of 100mJy s1/2 and 40mK s1/2, respectively, in an observing bandwidth of

∆fobs ≈ 4MHz. They assume a mass of ≈ 107M⊙ and a diameter of ≈ 10 kpc

for the dwarf galaxies which they probe at distances in the range d ≈ 200 kpc

with velocity width of ∆v ≈ 30 km s−1 equivalent to ∆fobs ≈ 3.6MHz. For

τ2γ = 5 × 1033 s, which corresponds to their upper limit of gaγγ < 10−9GeV−1,

we predict a flux density of S ≈ 4mJy which would take 3 × 103 s to obtain a

95% exclusion limit. However, the typical angular diameter of these objects is

≈ 3 deg, which is very much larger - by more than a factor of 100 - than the beam

size which would mean that Mbeam ≪ Mvir. For the reasons explained earlier, it

is clear that they must have made some error in their calculations and this limit
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should be discounted.
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Figure 4.4: In the left panel. Signal strength as given by Σ/∆v ∝ TRJ. We assume
an identical Strawman object (see the beginning of the chapter) and beam size
Σ = Mobj/(θobjDobj)

2 taking values from table 4.2. Note we normalised Σ by
the background value 1.2 × 10−9 kgm−3 s. The trend appears relatively flat for
the data in the table - the solid green line - and is compatible with the simple
argument presented in the text, albeit with a somewhat higher value (≈ 500)
relative to the background value. Possibly there is a trend with mass which we
denoted with a line ∝M−0.2 which could be due to the concentration parameter
varying as a function of mass and the fact that the angular sizes are probably the
scale radius for some fitted profile function rather than the virial radius. We note
that much of this trend is driven by the outliers at low mass, ultra-faint dwarf
spheroidal, and high mass, the galaxy clusters, Virgo and Coma. In the right
panel, we present the quantity in (4.30) for the data in table 4.2 which clearly
increases like θ2obj as denoted by the line in the plot. Note that the starred data
points, which use observational measurements of the velocity width ∆vobj, and the

circular points, which correspond to the inferred width ∆vinf ≈ (GMobj/Robj)
1/2,

show the same trend.

4.3 Optimising target objects

In the previous two sections we have explained that, if one targets a halo with

surface mass density Σbeam ≈ 0.07 kgm−2 and velocity width ∆v ≈ 200 km s−1,

the signal from stimulated emission from the CMB for gaγγ = 10−10GeV−1 is too

weak to be detected even for an array of receivers with N ≲ 106. We came to

this conclusion by estimating the integration time required to detect the signal

focusing on the expression for the signal expressed in terms of the brightness

temperature (4.12).
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4.3.1 Maximising brightness temperature

Examination of equation (4.12) makes it clear that the largest possible signal is

obtained by maximising Σbeam/∆v. If the object is such that θFWHM ≈ θvir, we

estimate the quantity to be ≈ 3.5×10−7 kgm−3 s−1 for the strawman object used

in the previous section which is around 300 times larger than the background

value. This value is based on what we think, at a level of better than a factor

two, are realistic values, but precise knowledge of it is absolutely critical to any

attempt to improve the CAST limits of gaγγ using this approach. In this section,

we will discuss, using theoretical arguments and comparing to observations, the

range of values for Σbeam/∆v that might be available for us to be observed in the

Universe.

Consider now the possibility that the effective beam size is sufficiently large to

capture the full object flux so that Sbeam = Stot. From the beam geometry,

one expects that Stot ∝ Mvir - the scenario considered by [211]. Indeed this

setup can be realised by considering the resolution of the SKA dishes at 2.4 GHz

(mac
2 = 20µeV) for which most of our candidate objects (table 4.2) are within

the beam of the telescope. Put simply, this means that we are in the regime

where the surface mass density within the beam is that of the whole object, i.e.,

Σbeam = Σvir. Similarly, Mbeam = Mvir. Throughout the subsequent discussion

we therefore identify Σbeam = Σvir and phrase our analysis purely in terms of

Σvir.

One might wonder how Σvir/∆v depends on the size of the object. If we consider

a halo with virial overdensity ∆vir ∼ 100, then Mvir =
4π
3
∆virρaR

3
vir, where ρa =

Ωaρcrit is the background density of axions and ρcrit is the critical density. An

estimate for the velocity width, up to order one factors, is ∆v = (GMvir/Rvir)
1/2
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and hence we find that

Σvir

∆v
≈ 0.7

(
∆virρa
G

)1/2

≈ 3.5× 10−7 kgm−3 s , (4.29)

which is independent of the size of the object - that is, there is no dependence

on Mvir or Rvir. If ∆vir is universal and independent of the size of the object, as

it is supposed to be almost by definition, then the expected brightness temper-

ature averaged over a virialised halo will be independent of the size and hence

the optimal detection for a specific halo size and telescope configuration would

be obtained by matching the size of the object approximately to the telescope

beam width. This is the standard practice to optimise detection efficiency in all

branches of astronomy.

This suggestion, that there is no optimal size of object, appears to be contrary

to the conclusions of [211], who claimed that the optimal detection would be for

dwarf spheroidal galaxies, that is, the very lowest mass halos. They came to this

conclusion considering the quantity

1

∆v

∫
dΩdlρa ∝

Mbeam

d2∆v
∝ Sbeam , (4.30)

where d is the distance to the object and the angular integration is over the

angular size of the object - or, as they state it, for a telescope beam which has

the same size as the object. This quantity is ∝ Sbeam defined in (4.6) which is

equivalent to (4.11) if one is careful with the choice of Σbeam. But we have already

explained that one can come to the wrong conclusion if one uses the wrong value

of Mbeam for a specific halo and that it is actually better to think in terms of the

surface mass density Σbeam.

In fig. 4.4, we have plotted the quantities in (4.30) and (4.29) using the data in
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table 4.2 which is similar to, but not exactly the same as, that used in [211]. In

particular, we have added some galaxies and galaxy clusters to the dwarf galaxies

which they focus on that enables us to probe a wider lever arm in mass. The

table contains values for the distance to and the mass of the object Dobj and

Mobj, respectively, the angular size θobj and the velocity width ∆vobj. These

are inferred in a heterogeneous way, but should at least be indicative of some

truth. We would not necessarily expect these values to be those for a virialised

halo and therefore we denoted them with the suffix “obj” to distinguish them

as being observationally determined. From the observed information, we can

infer the radius, Robj = θobj/(2Dobj) and also check consistency with our analytic

estimates above by inferring ∆vinf = (GMobj/Robj)
1/2, as well as calculating the

surface mass density appropriate to an average over the object radius, Σobj =

Mobj/(πR
2
obj).

Firstly, we find in the right panel of fig. 4.4 that (4.30) which was plotted in [211]

is indeed ∝ θ2obj as claimed. But on the basis of the theoretical argument above,

this is exactly what one would expect for the total flux density Stot ∝ Σaveθ
2/∆v,

where Σave is some average surface mass density for the objects, and hence, while

it provides some confidence that the modelling is correct, it does not yield any

obvious information about which objects would be optimal.

In the left panel of fig. 4.4 we have plotted Σobj/∆v for the data presented in ta-

ble 4.2, using both ∆vobj and ∆vinf with consistent results. We find that the data

are compatible with Σbeam/∆v being a constant over eight orders of magnitude

and for it to be ≈ 500 times the background value - slightly higher than for our

strawman object - within the kind of uncertainties that we might expect coming

from a heterogeneous sample such as the one which we have used. Visually, there

could be some evidence for a trend ∼M−0.2 which we have also included to guide
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the eye, but the evidence for this is largely due to a few outliers at the low- and

high-mass ends where perhaps the observational estimates are most uncertain.

So it could be that there is some preference for lower mass halos over high mass

halos, but the effect is not very dramatic. Note that on the y−axis, we plot

(Σ/∆v)rel ≡ Σ/∆v
1.2×10−9 kgm−3 s

, where the denominator is the value associated to the

background.

It could be that the possible trend seen in the left panel of fig. 4.4 is related

to the concentration parameter of the halo. It is likely that the observationally

determined angular size, θobj, is not the virial radius but some scale radius from

a fitting function used in conjunction with images. If this is the case, then we

might expect a weak trend with mass.

The concentration parameter has been computed in numerical simulations and is

usually assumed to be universal for halos of a given mass,M . A recently proposed

expression is [209]

ĉ(M, z) = ĉ0(z)

(
M

M0

)−γ(z) [
1 +

(
M

M1(z)

)0.4
]
, (4.31)

where M0 = 1012h−1100M⊙ and ĉ0(z), γ(z) and M1(z) are fitted parameters which

are redshift dependent. We will focus on low redshifts where ĉ0(z) ≈ 7.4, γ(0) ≈

0.12 and M1(0) = 5.5× 1017h−1100M⊙. From this we see that at z = 0, ĉ ∝M−0.12,

that is, lower mass halos typically are more concentrated than higher mass halos,

and therefore there will be more mass inside the scale radius, and for observations

focusing on the region inside this scale radius Σbeam might be larger.

This leads us on to an important caveat in this discussion: one does not have to

choose to focus on trying to detect the entire signal from a halo and indeed it will

be optimal, as well as practical, to not do this. Using (4.25), we can eliminate
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Object Dobj Mobj (M⊙) θobj ∆vobj [km s−1] Reference(s)
Leo 1 250 kpc 2.2× 107 12.6 arcmin 8.8 [223]
NGC 6822 490 kpc 1.6× 109 40 arcmin 8 [223]
Draco 82 kpc 2.2× 107 28.3 arcmin 9.5 [223]
Wilman 1 45 kpc 4× 105 9 arcmin 4 [224]
Reticulum 2 30 kpc 5.6× 105 3.6 arcmin 3.3 [225,226]
Sextans B 1345 kpc 3.9× 108 3.9 arcmin 18 [223]
Pegasus 955 kpc 5.8× 107 3.9 arcmin 8.6 [223]
Antlia 1235 kpc 1.2× 107 5.2 arcmin 6.3 [223]
NGC 205 815 kpc 7.4× 108 6.2 arcmin 16 [223]
NGC 5128 3.8 Mpc 5.1× 1011 34.7 arcmin 477 [210]
NGC 5194 15.8 Mpc 4.2× 1010 8.4 arcmin 175 [210]
Maffei2 2.8 Mpc 4.2× 1010 3.8 arcmin 306 [210]
IC2574 4.0 Mpc 4.6× 109 13.2 arcmin 107 [210]
SexA 1.3 Mpc 2.5× 108 5.9 arcmin 46 [210]
NGC 3556 9.9 Mpc 3.3× 1010 5.0 arcmin 308 [210]
IC 0342 3.3 Mpc 1.4× 1011 21.4 arcmin 181 [210]
NGC 6744 8.3 Mpc 2.2× 1011 21.4 arcmin 323 [210]
ESO 300-014 9.8 Mpc 1010 7.1 arcmin 130 [210]
NGC 3184 11.1 Mpc 6.3× 1010 7.4 arcmin 128 [210]
Virgo 18 Mpc 2.9×1015 7 degrees 1100 [227,228]
Coma 100 Mpc 3×1015 100 arcmin 1100 [229,230]

Table 4.2: Table of masses (Mobj), distances (Dobj), angular sizes (θobj) and
velocity widths (∆vobj) extracted from the literature and used in fig. 4.4. In each
case we have specified the reference of the paper from which the numbers are
extracted/calculated. From paper to paper the methods employed are different
and hence the overall sample is relatively heterogeneous. For each object we can
infer a radius Robj = θobjDobj/2 and a velocity width ∆vinf = (GMobj/Robj)

1/2.
We find that ∆vobj is strongly correlated with ∆vinf as we would expect and
indeed that Mobj is also correlated with Robj.
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Figure 4.5: The function G(ĉ, R̃) as a function of its arguments. In the left panel,
we plot G as a function of ĉ for different values constant R̃, and vice versa in the
right panel.

Mbeam andMvir in terms of Σbeam and Σvir. To do this we first recall the definition

of the beam surface-mass density (see appendix 4.2.1)

Σ(Rbeam) =

∫ ĉ

Rbeam

rρ(r)√
r2 −R2

beam

dr , (4.32)

Mbeam = 2π

∫ Rbeam

0

RΣ(R)dR , (4.33)

where r is the radial coordinate of the object in question and Rbeam is the pro-

jected distance which we identify to be given by the beam size. Explicitly for an

NFW profile ρ(r) = ρsF (r/rs) with F (y) = y−1(1 + y)−2, where rs is the scale

radius, Rvir the virial radius and the ratio of the two ĉ = Rvir/rs. Next we can

expand these integrals in small beam radius limit R̄beam = Rbeam

Rvir
≪ 1 to find the

relation

Σbeam ≃ G

(
ĉ,
Rbeam

Rvir

)
Σvir , R̄beam ≪ 1 , (4.34)

for an NFW profile G(x, y) = x2 log(2y/x)/f(x) for y/x≪ 1. We anticipate that

one could derive a similar expression for any halo profile.
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We plot the function G(ĉ, Rbeam

Rvir
) as a function of ĉ and R̃ = Rbeam/Rvir, in fig. 4.5

which indicates that enhancements of up to 1000 might easily be possible and

that these are likely to be larger in lower mass objects than those of higher mass.

Therefore, at a first glance it would appear that, for a fixed experimental set up

(Rvir/Rbeam fixed), one should search for an object with the largest concentration,

a general result which we already anticipated in section 4.1. However, one should

also note that for small R̃, which is fixed by the resolution of the telescope,

the enhancement across the different concentration parameters is comparable.

Furthermore, for a fixed resolution θ, Rbeam/Rvir is significantly smaller for larger

mass halos, since Rvir is much larger. As a result, Σbeam is larger for larger mass

halos.

In conclusion, we have argued that maximising Σbeam/∆v will give the largest

possible brightness temperature signal. Theoretical arguments suggest that if the

beam encloses the virial radius of a particular object, this will be independent of

mass and a very rudimentary search of the literature for specific values suggests

that this could be true. However, for fixed observational setup, and hence fixed

resolution, one might find a significant enhancement of the signal due to the fact

that the surface mass density will increase as one probes the more central regions

of a halo. These are likely to be larger for larger mass objects since the telescope

beam probes denser regions of larger mass halos. This is the reason we have

presented our sensitivity estimates as a function of Σbeam and results for range of

values Σbeam = 0.07− 70 kgm−2 in fig. 4.2.

4.3.2 Minimising Integration Time

From (4.18) and (4.27) we see that the integration time can be expressed either in

terms ofMbeam or Σbeam. Here we shall use the latter measure. We have just seen
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Figure 4.6: The integration time for the 1σ detection of the brightness temper-
ature signal for the objects in table 4.2, assuming a single-pixel detector in a
GBT-like telescope and the stimulated enhancement from both the CMB and the
radio background. In this case, we have used (4.34) to evaluate Σbeam assuming
the resolution of the GBT, that is, the virial mass and the virial radii are related
by the virial overdensity parameter, Mvir ∝ R3

vir∆vir. Note that we assume the
fiducial signal strength corresponding to gaγγ = 10−10GeV−1.

how brightness temperature is proportional to Σbeam/∆v and therefore largest

when this ratio is maximal. However, whilst brightness temperature is a key ob-

servable, the ultimate arbiter of feasibility of detection is of course the integration

time. From (4.18) we see the integration time has a slightly different dependence

on the halo parameters Σbeam and ∆v to that of the brightness temperature, scal-

ing instead as tint ∝ 1
∆v

(Σbeam/∆v)
−2, with the additional factor of 1/∆v arising

from the bandwidth of the signal. In light of the different parametric dependence

of the integration time and brightness temperature on the halo parameters Σbeam

and ∆v, and from table 4.2 since ∆v varies significantly between objects, formally

maximising Σbeam/∆v (brightness temperature) is slightly different to minimis-

ing ∆v/Σ2
beam (integration time). Thus, it is natural to re-run the analysis of the

previous discussion and check whether there is also no preferred object group for
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tint.

We can then estimate the beam surface mass density Σbeam using the NFW profile

as found in (4.34) and take values of ∆v from table 4.2 as before. Thus, we must

know Rvir, ĉ and ∆v. We can infer the virial radius from the mass of the object

Mvir = Mobj =
4π
3
∆virρaR

3
vir, using the values in the table. The results for the

integration time for different objects are plotted in fig. 4.6. We have assumed the

resolution of the GBT, i.e., θFWHM ≈ 10−4 at 30 GHz.

At mac
2 = 250µeV, the stimulated enhancement factor is quite small. However,

the decay time τ2γ is significantly smaller than at mac
2 = 20µeV. The values

of F eff
γ at lower mass aren’t large enough to compensate for the increase of the

decay time. Note that Σbeam is roughly a factor of 2-3 smaller for lower mass,

since the resolution is a factor ≈ 12 larger. Therefore, the integration time is

lower at larger masses. As mentioned before, we see that the larger mass halos

give a slightly lower integration time, since we are probing smaller values of R̃,

i.e., denser regions of the halo. The Virgo cluster at mac
2 = 250µeV has an

integration time of around 350 years. Ideally, one would want to find objects

where 1 +Fγ ≫ 1 at mac
2 ≥ 100µeV. Therefore, this motivates a more detailed

study of the radio emission from the centre of the Virgo cluster.

In [212] it was suggested that the Galactic Centre could be a target since it would

benefit from a large signal enhancement from the CMB, the measured radio back-

ground, but perhaps most importantly from the diffuse radio emission associated

with the high density region and supermassive black hole located there. The size

of the enhancement in this direction, FGC
γ , due to the photon occupation number

density, will depend on the resolution of the telescope used in the measurement

since F ≈ Iν/E
3. Hence, we need to estimate the intensity of radio emission from

the Galactic Centre.



4.3. OPTIMISING TARGET OBJECTS 169

A measurement of the flux density of Sagittarius A∗ at 30 GHz is presented in the

Planck Point Source Catalogue [231] and we will assume an intensity power law

spectral index α = −2.8 indicative of synchrotron emission and compatible with

the spectrum of the Galactic Centre [232]. For any observation for which this

source is effectively point-like, the intensity can be estimated as I = S/Ωbeam ×

(f/30GHz)−2.8 where S ≈ 200Jy is the flux density from the catalogue, f is the

frequency of observation and Ωbeam is the area of the beam, which scales with

frequency like f−2.

For a GBT-like instrument, this gives us an intensity estimate ≈ 5× 105 Jy sr−1

and hence the enhancement is

FGC
γ ≈ 50

(
250µeV

mac2

)0.8

. (4.35)

Clearly, this suggests that the galactic centre might be a good candidate to tar-

get for future studies. Of course, we are assuming in this calculation that the

synchrotron index is the dominant contributor to the frequency dependence of

the signal, which might be an oversimplification. However, this estimate clearly

demonstrates that one can achieve similar sensitivity to the galactic centre with

just a 100 m single-dish telescope rather than an array of many dishes used in

auto-correlation mode, as done in reference [212] (which indicates that our order-

of-magnitude estimate approximately agrees with their analysis). To make an

accurate estimate of the stimulated enhancement factor, a dedicated study of the

synchrotron, free-free as well as anomalous microwave emission(s) needs to be

carried out, ideally on a pixel-by-pixel basis, from high-resolution observations of

the galactic centre.
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4.4 Observational conclusions

In the previous sections we have argued that the brightness temperature is a more

robust quantity to measure, since one does not have to optimise to a specific solid

angle for a given resolution. As a result, we have concluded that the appropriate

quantity to optimise is Σbeam/∆v. Higher resolution measurements of objects

can benefit from an enhancement in the measured Σbeam. For a flux density

measurement, such an arrangement would result in Mbeam ≪ Mvir, which, of

course, implies a weaker signal. Therefore, for single dish observations, the clear

way forward is to target smaller regions of the Universe where one may obtain

an enhancement for the surface mass density. Clearly, for such observations, one

will require higher resolution which is easy for instruments like the GBT. 2

We have also discussed the stimulated decay enhancement of the signal and noted

that this enhancement is substantial at lower mass. A future experiment would

greatly benefit from a dedicated study of specific sources for which high intensity

radio emission has been measured. In our previous section, we motivated the

Virgo cluster and the galactic centre. Note that for our sensitivity estimates for

the galactic centre, we have assumed a constant Σbeam for all axion masses, since

the presence of the black hole results in a density spike at the galactic centre out

to a few parsecs from the position of Sagittarius A∗. For the radio background,

we use the power law derived in [213], given by

TARCADE−2 ≈ 1.2K

(
1GHz

fobs

)2.62

. (4.36)

2We thank Igor Irarstorza for sharing the CAST data.



172 CHAPTER 4. SPONTANEOUS DECAY OF AXIONS TO PHOTONS

Figure 4.7: In the right panel, we show the sensitivity to axion-photon coupling
as a function of axion mass observing a source with surface mass density Σbeam

and a velocity dispersion of 200 km s−1 which represent the typical values achiev-
able by observations of the galactic centre. In the left panel, we assume N = 104

telescopes (SKA2:Band 5), used in single-dish mode for an integration time of
4 days and a system temperature of 30K. The frequency coverage is as given
on table 4.1. We include the enhancement due to the CMB and the radio back-
ground in this case, but note that the enhancement from the radio background
is very uncertain. In the right panel, we show the sensitivity from observations
between 1 and 100 GHz, assuming a 100 m single-dish telescope with a system
temperature of 30K, such as the GBT, and an integration time of 4 days. We
included estimates of the stimulated emission enhancement from the CMB, the
radio background and the synchrotron emission from the supermassive black hole,
Sagittarius A∗ discussed in the text. We note that in reality, the system temper-
ature for most radio telescope receivers varies with frequency, which would need
to be modelled in an experiment. The sky-blue shaded region is the parameter
region excluded by the CERN Axion Solar Telescope (CAST) [118]. The green
and purple exclusions are from the ADMX [119–122] and HAYSTAC [123–125]
haloscopes, respectively. The yellow exclusions are from the CAPP haloscope
based in South Korea [128–130, 130, 131]. The dark red are from the RBF/UF
haloscopes [132, 133]. Finally, the dark blue limits from the ORGAN collab-
oration [134, 135]. We also highlight the axion mass ranges predicted by the
misalignment mechanism (red) and the string decay (cyan).
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Substituting this expression back in, one obtains

FRB
γ ≈ 1.6× 103

(
1GHz

fobs

)3.62

. (4.37)

We note that this is probably an over-estimate of FRB since the ARCADE mea-

surement would require an additional population of radio sources at the relevant

frequencies. In principle, there is also a free-free component as well as anoma-

lous microwave emission from the galactic plane, some of which will contribute

to the photon occupation number associated to the galactic centre. We remark

that while a complete study of the sensitivity to the galactic centre is outside the

purpose of this work, our order of magnitude estimate motivates a more detailed

future study.

In the near future, the SKA will go into operation. With 1 km2 of collecting

area, the SKA brings the possibility of very high radio sensitivity. However, we

note an sparse interferometer is, by construction, most suited to measuring flux

densities with high resolution. One can use Rayleigh-Jeans law to convert the

noise level on the flux density, which is set by the collecting area into a brightness

temperature sensitivity

Tσ =
Tsys

ηFF
√
∆fobstobs

. (4.38)

The factor ηFF ≡ (NAeff)/D
2
baseline ≪ 1 is known as the filling factor and this

increases the expected noise level for the brightness temperature. Here, N is

the number of telescopes in the interferometric setup and Aeff is the effective

collecting area of each telescope. However, if the telescopes are all used in single

dish mode, then the integration time for a measurement decreases by a factor N

since all the telescopes can point at the same region of the sky.

The high resolution associated with interferometers also means that their large



174 CHAPTER 4. SPONTANEOUS DECAY OF AXIONS TO PHOTONS

collecting area is offset by the small beam size, again decreasingMbeam by several

orders of magnitude. As mentioned before, the flux density sensitivity can be

increased by using the telescope in single-dish mode, which results in a factor of

N decrease in integration time.

We conclude from our analysis that the brightness temperature is the appropriate

quantity to optimise radio telescope searches for the spontaneous decay. In fig. 4.7

we show our estimates of the radio sensitivity to the spontaneous decay. In both

the panels, we have set the integration time, tint to be 4 days. The left panel

shows the SKA2:Band 5 sensitivity operating in the single dish mode for the

Virgo cluster and the Reticulum 2 dwarf galaxy using the numbers explained in

the caption. Note that in principle, the sensitivity to the Virgo cluster could

be significantly better, as we assume there is no radio emission from the centre

of Virgo at frequencies larger than 10 GHz. In the right panel, we show the

sensitivity to the galactic centre, assuming Σbeam ≈ 7 and 70 kgm−2 (values that

are representative of what could be seen in highly dense environments such as

the galactic centre) and a single pixel detector in a GBT-like telescope. It is clear

the galactic centre is a promising target for future experiments, which motivates

a more detailed study of the different sources of stimulated enhancement.
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4.5 Summary

In the case of the detection of the spontaneous decay, previous work [211,212] has

suggested that nearby dwarf spheroidal galaxies are ideal candidates to observe

under the claim they maximise the flux density. In our analysis, we argue that a

procedure to maximise the flux density signal can be non-trivial. This is because

the resolution of most single-dish radio telescopes is such that the beam size is

smaller than the apparent size of these dwarf galaxies, resolving them. As a

result, it becomes confusing to optimise an experiment where one is interested in

maximising the flux-density signal since it is difficult to observationally determine

the virial radius of dwarf galaxies [233].

Our analysis highlights the fact that one need not carry out a matching procedure

of sources to the resolution of the telescope. Indeed, the relevant quantity that

determines the specific intensity is the ratio of the surface-mass density to the

velocity dispersion, Σbeam/∆v. Our results show that, except a weak trend in the

halo concentration parameter with respect to the mass, this ratio is independent

of the halo mass. We infer that a high resolution is in fact desirable, since the

surface-mass density along the line of sight is enhanced for a more concentrated

beam. This result motivates a search for structures that are characterised by

large values of Σbeam.

An important point that was first studied in [211,212] is the enhancement due to

simulated emission, since background radio/microwave photons are of the same

frequency as the that corresponding to the De-Broglie wavelength of the axion.

This causes the probability of the axion entering the transition state associated

to the external dipole field of the photons to be greatly increased. Thus, the

presence of an ambient radiation field at the same frequency as that of the axions
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results in an effective enhancement of the decay. This is quantified by the photon

occupation number.

Our analysis of the sensitivity to virialised objects shows that it is virtually

impossible to design a conventional interferometer that can constrain the axion-

photon coupling below the CAST limit. This is due to the fact that the sensitivity

of an interferometer to any brightness temperature signal is weakened by a filling

factor that increases the integration time to unachievable values. On the other

hand, one may use an interferometer as a “light-bucket”, where all dishes are

used in single-dish auto-correlation mode. We show that even in this case, one

would require 4 days of on-source integration time with band 5 of SKA2 observing

the Virgo cluster to improve on the CAST constraints [118] on the axion-photon

coupling.

Our previous results indicate that the ideal source for detecting the spontaneous

decay is characterised by large values of Σbeam and large amounts of ambient

radiation at the same frequency - corresponding to Feff ≫ 1. Our order of

magnitude estimate of the sensitivity to the galactic centre due to synchrotron

emission (using the Planck Point Source catalogue [231]) from Sagittarius A∗

shows that this may be an ideal target to improve the CAST limit. This motivates

a further detailed study of the radiation field in the galactic centre, which in

principle could include components from Anomalous Microwave Emission (AME)

(dust), free-free emission as well as synchrotron radiation.



Chapter 5

Axion-Photon Conversion in

Pulsar Magnetospheres

In this chapter, we discuss the resonant mixing of photons and axion dark matter

in pulsar magnetospheres [145–148]. The idea is a simple one: namely that in

regions of the plasma where the photon plasma mass and axion mass become

degenerate, there is enhanced conversion of dark matter axions to photons, just

as in a regular haloscope whose geometry is tuned to a particular axion mass

range. In addition, the ultra-strong magnetic fields of neutron stars also greatly

enhance the overall magnitude of the effect. We examine the resonant mix-

ing in the pulsar magnetosphere environment in section 5.1. Our analysis falls

into roughly two parts. The first focuses on theoretical fundamentals of axion

electrodynamics in magnetised plasma, beginning with an examination of one-

dimensional (1D) propagation in planar geometries (the standard approach to

axion-photon mixing). We are able to unify two apparently disparate analytic re-

sults for the conversion amplitude. The first is the perturbative O(g2aγγ) formula

for the conversion process of e.g., [147], while the second is non-perturbative and

177
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given by the well-known Landau-Zener formula [146, 234] derived by computing

the S-matrix for conversion as dictated by the mixing equations. Our analysis

unifies these two approaches and shows the perturbative result to be a truncation

of the full Landau-Zener formula in the non-adiabatic limit. For a given plasma

background, this allows one to see precisely for what axion masses and momenta

the evolution becomes non-adiabatic and therefore where a perturbative treat-

ment is justified (see fig. 5.1). Our treatment reveals that infalling dark matter

axions typically convert non-adiabatically in magnetospheres.

At present, a number of studies have begun to take data to constrain the pul-

sar signal for axion dark matter [235–237]. However, more work is required to

properly characterise the shape and time-dependence of the radio line signal, in-

cluding its (Doppler broadened) width (see section 5.1.3). The authors of [153]

developed a ray tracing procedure for deriving more accurate observational prop-

erties of the signal. In sec. 5.2 we present the signal properties resulting from our

ray tracing analysis, to self-consistently account for an inhomogeneous and time-

dependent magnetosphere as well as including the effects of gravity. This allows

us to incorporate the bending of the rays due to varying refractive index and

compute the Doppler broadening of the signal from the time-dependence of the

magnetosphere. We then combine our novel ray-tracing procedure with new and

archival spectral observations of the Galactic Center magnetar PSR J1745−2900,

henceforth GCM, using the Karl G. Jansky Very Large Array (VLA1) to search

for signatures of axion-photon conversion in the magnetar magnetosphere in sec-

tion 5.3. The new observations are the most sensitive to date, and when combined

with archival VLA observations of Sgr A* already used in [236,237] that include

the magnetar in the field of view, provide the strongest constraints on gaγγ to

1The National Radio Astronomy Observatory is a facility of the National Science Foundation
operated under cooperative agreement by Associated Universities, Inc.
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date over the mass range 4.2− 60µeV for a frequency range ∼ 1− 15GHz.
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5.1 Axion-photon mixing

5.1.1 Axion Electrodynamics

Our starting point is the standard Lagrangian for the axion and photon, with

medium effects described by a current jµ:

L =− 1

4
FµνF

µν − Aµj
µ

+
1

2

(
∂µa∂

µa−m2
aa

2
)
+

1

4
gaγγaFµνF̃

µν ,

(5.1)

where F µν and F̃ µν are the electromagnetic field tensor and its dual, respectively.

The equations of motion for the electromagnetic (EM) fields are given by

∇ · E = ρ− gaγγB · ∇a , (5.2)

∇×B− Ė = J+ gaγγ ȧB− gaγγE×∇a , (5.3)

∇ ·B = 0 , (5.4)

Ḃ+∇× E = 0 . (5.5)

Next, we linearise the equations of motion about the background solutions satis-

fying the gaγγ = 0 equations of motion by setting E→ E0 +E and B→ B0 +B,

with a corresponding ansatz for ρ and J. We also neglect the background electric

field, setting E0 = 0, since for neutron stars the magnetic component typically

dominates in the magnetosphere, see, e.g., [238]. The electromagnetic fluctua-

tions must be self-consistently accompanied by perturbations of charge carriers

in the plasma via Lorentz forces. This can be modelled via an Ohm’s law relation

between the current and electric fluctuations E and J,

J = σ · E , (5.6)
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where the three-by-three matrix σ is the conductivity tensor. Note that together

with current conservation ρ̇ + ∇ · J = 0, this closes the system of equations.

To obtain a simple system of mixing equations, we specialise to a stationary

background throughout the remainder of this section assuming B0 and σ to be

time-independent, as would be the case for an aligned rotator neutron star model.

One then obtains the following system of mixing equations for E and a,

□ a+m2
aa = gaγγE ·B0 , (5.7)

□E+∇(∇ · E) + σ · Ė = −gaγγ äB0 , (5.8)

where (5.8) was obtained by taking the curl of (5.5) and combing with (5.3)

and (5.6). We have thus completely parametrised the axion-photon fluctuations

in terms of two physical fields, E and a. Note that the magnetic component is

determined immediately from integration of (5.5). We see from (5.8) that, in gen-

eral, different polarisations of E will mix owing to the presence of a longitudinal

mode ∇ ·E ̸= 0, which can be sourced via the axion [see eq. (5.2)] or when σ has

off-diagonal components. Note, furthermore, that in a stationary background,

the fields have simple harmonic time-dependence ∼ e−ıωt. The conductivity in a

magnetised plasma takes the form [239]

σ(ω) =
ı e2ne

me

RB(θ)


ω

ω2−ω2
B

iωB

ω2−ω2
B

0

− iωB

ω2−ω2
B

ω
ω2−ω2

B
0

0 0 1
ω

RB(θ)
−1 , (5.9)

where θ = θ(x), ωB = eB0/me is the gyrofrequency, RB(θ) is the local rotation

matrix which rotates B0 into the z-direction and B0 = |B0|. We assume further-

more that ω ≪ ωB, which is easily satisfied for neutron stars with B ≃ 109-1014G

and frequencies ω ≃ ma ∼ µeV associated to non-relativistic axions. In this case,
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one has σ(ω) · E = ı(ω2
pl/ω)E∥, where E∥ is the component of E along B0.

Here we spell out what are the precise physical assumptions needed to reduce the

plasma (5.7)-(5.8) to a simple 1D problem.

We consider a planar geometry in which all background fields depend on a single

parameter z, i.e., B0 = B0(z). Then, since B0 is transverse (∇·B0 = 0, note that

this is fundamental, so long as ∂[µF̃αβ] = 0 is true, this condition has to hold),

it follows immediately that B0 has no polarisation in the z-direction. Consider

also that the wavefronts propagate in the same direction, such that a = a(z) and

E = E(z). Crucially, these geometric assumptions ensure

B0(z) · ∇(∇ · E(z)) = 0 , (5.10)

since by construction there are no gradients in the direction of B0. Thus, by

geometric considerations and assumptions, we are able to exclude the effects of a

longitudinal component ∇ · E from the mixing equations. One can then project

(5.8) onto B0 to arrive at the following set of mixing equations,

 ∂2z −m2
a + ω2 ωgaγγB0(z)

ωgaγγB0(z) ∂2z − ω2
pl(z) + ω2


 a

E

 = 0 , (5.11)

where E = E∥/ω, E∥ = E · B0/|B0| is the component of E parallel to B0 and

ω2
pl = e2ne/me is the plasma frequency. The remaining component E⊥ normal

to B0, from Gauss’ law can be seen to satisfy ∂zE⊥ = 0 and thus by boundary

conditions must vanish. Thus, in such a geometry, the mixing simplifies to only

two degrees of freedom. To fully solve these equations, one should ensure that
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solutions have the appropriate ingoing and outgoing waves at infinity,

z → −∞ :

 a

E

 =

 aI e
ıkaz

0

+

 aR e
−ıkaz

γR e−ıkγz

 , (5.12)

z →∞ :

 a

E

 =

 aT e
ıkaz

γT eıkγz

 , (5.13)

where aI is the amplitude of the incident wave and γR and aR, γT and aT are the

amplitudes of the reflected and transmitted waves, respectively.

5.1.2 Landau-Zener

The first step in deriving analytic results is to reduce the system to a first order

equation. This involves two stages, firstly a gradient expansion with respect

to background fields and secondly imparting information about local dispersion

relations into the resulting equations. A somewhat heuristic derivation of a first

order equation is given in the classic reference [240] for relativistic particles k ≫

ωpl, ma with trivial dispersion ω ≃ k. This is the so-called “weak dispersion”

regime also examined in [146]. However, here we deal with non-relativistic dark

matter axions which have ω ≃ ma, and since we are interested also in a photon

whose dispersion varies locally according to ω2 = k2+ω2
pl, a more subtle analysis

is required. One can define a density matrix for the system by writing:

ρ(z1, z2) = (a(z1), E(z1))⊗ (a(z2), E(z2))† , (5.14)
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which satisfies ∂2z1 −m2
a + ω2 ωgaγγB(z)

ωgaγγB(z) ∂2z1 − ω2
pl(z) + ω2

ρ(z1, z2) = 0 . (5.15)

One can introduce a local phase-space by performing a 1D Wigner transformation

defined by

ρ(k, z) =

∫
dy ρ

(
z +

y

2
, z − y

2

)
e−ıky , (5.16)

with y = z1 − z2 and z = (z1 + z2)/2, and using temporal translation invariance,

one arrives at [241,242]

[
ω2 − k2 + 1

4
∂2z − ık∂z −M2(z) e

ı
2

←−
∂z∂k

]
ρ(k, z) = 0 , (5.17)

where the Hermitian mass-mixing matrix is given by

M2 =

 m2
a ωgaγγB(z)

ωgaγγB(z) ω2
pl(z)

 , (5.18)

whose mass eigenvalues are

M2
1,2 =

1

2

{
m2

a + ω2
pl±[

(m2
a −m2

p(z))
2 + 4B2g2aγγω

2
]1/2}

.

(5.19)

Since local physical states are mass-diagonal states, in order to extract useful

dispersion information, we first convert to the local mass basis:

M2
d = UM2U † , ρd = UρU † , (5.20)



186 CHAPTER 5. RESONANT AXION SIGNAL FROM PULSARS

where

U =

 cos θ −ı sin θ

−ı sin θ cos θ

 , (5.21)

with tan 2θ = ωB(x)gaγγ
m2

a−m2
γ
, diagonalises the mass matrix, which amounts to the

replacement

∂ → Dz = ∂z − ı [Ξ, ·] , Ξ = ıU∂zU
† , (5.22)

in eqs. (5.17), leading to

[
ω2 − k2 + 1

4
D2

z − ık∂z −M2
d(z) e

ı
2

←−
Dz∂k

]
ρd(k, z) = 0 , (5.23)

where M2
d = diag(M2

1 ,M
2
2 ). Taking the hermitian and antihermitian parts of

(5.17) gives

(
ω2 − k2 + 1

4
D2

z

)
ρ− 1

2

{
M2

c ,ρ
}
+
ı

2

[
M2

s,ρ
]
= 0 , (5.24)

k Dzρ+
1

2

{
M2

s,ρ
}
− ı

2

[
M2

c ,ρ
]
= 0 , (5.25)

where

M2
c =M2 cos

(
1

2

←−
D z∂k

)
, (5.26a)

M2
s =M2 sin

(
1

2

←−
D z∂k

)
. (5.26b)

These are known as the constraint and kinetic equations respectively. The first

contains information about dispersion relations and imposes appropriate mass-

shell constraints, whilst the second controls the evolution of number densities.

To leading order in gradients, the constraint equation (5.24) implies the following
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Ansatz for the mass-basis density matrix ρd

ρd,ii(z, k) = ni(z, k) δ(ω
2 − k2 −Mi) , (5.27a)

ρd,ij(z, k) = nij(z, k)δ(ω
2 − k2 − M̄2) , (5.27b)

where M = (M2
1 +M

2
2 )/2 is the average mass and any total derivatives in k drop

out upon integration. In the present setup

Ξ =

 0 −θ′

−θ′ 0

 , (5.28)

so that inserting (5.27) into eq. (5.25) and integrating over k to put all states on

shell, leads to the following equations

ı
dN(z)

dz
= [H,N(z)] , (5.29a)

H =

 M2
1/2k̄ θ′

θ′ M2
2/2k̄

 , (5.29b)

N =

 n1 n12

n21 n2

 , (5.29c)

where k̄2 = ω2 − M̄2 is the “average momentum” arising from the off-diagonal

coherence terms. Reverting to the flavour basis, one finds

i
dNf

dz
=

1

2k̄

[
M2,Nf

]
, (5.30)

where M2 is the flavour mass matrix (5.18). For “pure state” solutions, the

system can be realised via a wavefunction Nf = Ψ ⊗ Ψ†, where Ψ = (ψa, ψγ),
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corresponding to an auxilliary Schödinger-like equation

ı
d

dz

 ψa

ψγ

 =
1

2k̄(z)

 m2
a ωgaγγB(z)

ωgaγγB(z) ω2
pl(z)


 ψa

ψγ

 . (5.31)

with k̄ ≡
√
ω2 − M̄2 and where the key difference from refs. [147] or [146] is

the realisation that the distinct axion and photon mass-shell conditions express

themselves in a local average momentum associated to the average M̄2 = (M2
1 +

M2
2 )/2 = (ω2

pl +m2
a)/2 of the two eigenmasses. In particular, the average of the

two eigenmasses also varies throughout space. Note that in the relativistic limit

k̄ → ω reproduces the weak dispersion equations of [146] and at the critical point

(where ma = ωpl), one can set k̄ → k to the axion momentum ω2 = k2 + m2
a,

giving the localised version of ref. [147] about z = zc, where zc is the location of

the resonance at which ma = ωpl. Here ψa and ψγ defined above can be viewed

as axion and photon states which have been put on-shell. For compactness of

notation we also define

∆a = m2
a/2k̄ , ∆γ = ω2

pl/2k̄ , ∆B = ωgaγγB0/2k̄ . (5.32)

For a problem in which the mass-splitting varies linearly with the integration

parameter such that the mass-mixing takes the form:

M2(z) =

 ϵ1 + λ1z v∗

v ϵ2 + λ2z

 , (5.33)
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where ϵ1, λ1 ∈ R and v ∈ C are constants, the S-matrix for conversion probabili-

ties is given by the well-known Landau-Zener formula [234]

SLZ =

 p q

q p

 , (5.34)

where p = e−πγ, q =
√

1− p2 and γ = |v|2/|λ2 − λ1|. Thus, by linearising the

plasma frequency in (5.31) about z = zc with ω
2
pl ≃ m2

a + (z − zc)(ω2
pl)
′(zc)), we

can immediately read off the form of γ, leading to

γ =
g2aγγB

2(zc)ω
2/2k̄∣∣(ω2

pl)
′(zc)

∣∣ . (5.35)

The conversion probability is then given by the squared S-matrix elements:

Pa→γ = 1− e−2πγ , γ ≃ ∆M2(zc)/2k̄

4 |θ′(zc)|
, (5.36)

where we used the definitions (5.21) and (5.19) to parameterise the probability

in terms of the mass-splitting ∆M2 = M2
1 − M2

2 and mixing angle gradients,

evaluated at the resonance, where we neglected gradients in B(z) and k̄(z).

The physical interpretation of this result is that γ controls the adiabaticity of

the evolution - i.e., how rapidly the background is varying. Formally this cor-

responds to the size of background plasma gradients. We see immediately that

the perturbative result (5.38) (refs. [147, 240]) is precisely the truncation of the

Landau-Zener probability (5.1.2) ( [146,243]) in the non-adiabatic limit for small

γ. In other words, the smallness of the adiabaticity parameter determines the va-

lidity of the non-relativistic result in [147], as γ increases the probability PLZ → 1

which causes photons to convert back to axions.
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It is intriguing to note the link between these results. Of course mathematically

speaking, the stationary phase approximation used to compute (5.37) amounts

to a linearisation of the plasma mass about the critical point and our use of the

Landau-Zener result is formally valid in the limit for which the mass-splitting

m2
a− ω2

pl varies linearly with z implying the same implicit assumption. However,

given that the derivation of each of these results seems a priori to be quite different

- it is striking to see that their agreement is exact in the γ ≪ 1 limit.

Perturbative calculation

As was done in [147] following the approach of [240], these equations can be

solved perturbatively. Following the latter of these references, by going to the

interaction picture, one can derive the following conversion probability

Pa→γ =

∣∣∣∣∫ ∞
−∞

dz′∆B(z
′)eı

∫ z′
0 dz′′[∆γ(z′′)−∆a(z′′)]

∣∣∣∣2 . (5.37)

The exponent is stationary at the resonance, allowing one to perform the integral

using the stationary phase approximation to get

Pa→γ =
2π∆2

B(zc)

|∆′γ(zc)|
≡ 2πγ . (5.38)

where zc is defined by ωpl(zc) = ma and the prime represents the derivative with

respect to z. In order to make contact with the Landau-Zener formula for the

conversion probability of ref. [146], we note that by using the definition of the

mixing angle

tan 2θ =
ωB0(z)gaγγ
m2

a − ω2
pl

, (5.39)

we can write

γ = 2π
∆M2(zc)/2k̄c

4|θ′(zc)|
+O

(
k̄′(zc), B

′
0(zc)

)
, (5.40)
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where ∆M2 =M2
1−M2

2 is the mass-splitting in the mass-diagonal basis. Thus, up

to gradients in the dispersion relation and the magnetic field, the result is precisely

that of [146]. Note that by looking at the exponent in the stationary phase

approximation, the width of the corresponding Gaussian gives the characteristic

width ∆zc of the resonant region

(∆zc)
2 =

π

|∆′γ(zc)|
. (5.41)

We mimic the ∼ 1/r3 behaviour of the near-field dipole of the neutron star by

taking

B0(z) =
B∗R

3

z3
, (5.42)

and use the Goldreich-Julian density [244] for the plasma frequency, with ne =

ΩB0(z) and Ω the rotation frequency of the neutron star, from which it follows

that

∆zc ≃
√

2πzck̄

3m2
a

, zc = R

[
B∗Ωe

2

mem2
a

]1/3
. (5.43)

This allows one to write the conversion probability explicitly as

Pa→γ =
1

2

ω2

k̄2(zc)
g2aγγ B(zc)

2∆z2c . (5.44)

There is a pleasing interpretation of this result in terms of a resonant forced

oscillator solution - as can be seen from the form of (5.8). The photon field

E = E∥/ω can be viewed as a harmonic oscillator with local “frequency” kγ =√
ω2 − ω2

pl which becomes equal to that of the axion forcing ka =
√
ω2 −m2

a when

ωpl = ma. Since the particular solution to the forced resonant oscillator grows

linearly with z behaving as ∼ zeıkγz and since the overall magnitude of the forcing

is set by ωgaγγB0, the total resonant growth in the photon amplitude is then given
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Figure 5.1: The adiabaticity parameter γ of (5.1.2) for the QCD axion with gaγγ
given by (1.65) with E/N = 8/3. We considered a magnetic field (5.42) with
B∗ = 1014G, a rotation period P = 0.1s with R = 10 km. We also show the
velocity at the critical point vc = kc/ma for the value 10−1 which can be reached
via gravitational acceleration.

by multiplying the size of the region (linear z behaviour) by the magnitude of the

forcing - which gives precisely the amplitude-squared of (5.44).

The size of γ – and therefore the regime in which a perturbative treatment is

appropriate – is given in fig. 5.1 for the QCD axion with canonical neutron star

parameters. Note that our systematic treatment of mass-shell constraints al-

lows us to study γ across the full range of relativistic and non-relativistic axion

parameter space.

Fig. 5.2 summarises our results for conversion in 1D and compares the full numer-

ical results of the second order equation (5.11) against analytic approximations.

The numerical conversion probability was computed by assuming an incident

axion from z → −∞ with the magnetic field background (5.42) and solving

the equations for the photon up to a finite depth inside the region of plasma
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Figure 5.2: The analytic Landau-Zener probability, adiabaticity parameter γ and
the numerical solution of the full second order equations of motion as a function
of the axion mass. Here, we assume gaγγ = 10−12 GeV−1, B0 = 1014 G and
ka = 0.1ma. For these parameters, we find from energy conservation that the
average velocity of the axion at the resonant conversion region vc ≈ 2GM

zc
is

roughly 10% of the speed of light.

overdensity defined by ωpl > ω in which the photon amplitude becomes exponen-

tially suppressed. This was implemented numerically as a Dirichlet and Neumann

boundary condition by setting the electric field and its first derivative to zero at

some finite depth inside the ωpl > ω region.

Figs. 5.1 and 5.2 show that the conversion of dark matter axions in neutron star

magnetospheres typically involves non-adiabtic evolution for which a perturbative

treatment in gaγγ is valid. The fact that one does not stray into the adiabatic

regime arises from two considerations: firstly, for asymptotic values of the axion

velocity va ≡ ka/ma given by 10−3, gravitational acceleration 2GMNS

zc
can bring

these up to around 10−1 shown by the purple line in fig. 5.1. Secondly there is

an upper limit on the axion mass beyond which the resonance region would be

pushed inside the neutron star, as can be seen in (5.43). These two facts together

restrict one to the non-adiabatic region of dark matter axions.

Of course there are some caveats to the above assumptions. Firstly axions with

very high or very low momenta can in principle be pushed into the adiabatic
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regime. However, the gravitational acceleration of the neutron star puts a lower

bound vc ≥ GM/zc, which is saturated by axions which are asymptotically at

rest. Meanwhile for large v, the distribution is exponentially suppressed by the

velocity dispersion v0.

5.1.3 Doppler broadening

Since the pulsar magnetosphere in general is not a stationary configuration, the

energy of test particles moving in this background is not conserved. While a

somewhat rich structure is indicated by simulations [245, 246], we consider here

the minimal model of an oblique rotating magnetic dipole field that also deter-

mines the electron density according to Goldreich and Julian [244] and hence the

critical surface. In order to arrive at an analytically transparent picture, we make

some additional simplifying assumptions.

For an oblique rotator, the intersection of a plane perpendicular to the rotation

axis with the critical surface takes the shape of an ellipse. When the lengths

of the semi-major and semi-minor axes are a and b, respectively, the numerical

eccentricity is ε =
√

1− b2/a2. This ellipse rotates at an angular velocity Ω

about its middle point.

Consider a corotating point on the critical surface, where an axion may be con-

verted into a photon. We can further distinguish the cases of reflection and

transmission. For reflection, an infalling axion reaches the critical surface from

the outside and the photon is subsequently reflected when further climbing the

potential barrier made up by the plasma. For transmission, the axion is coming

from the inside region and the photon then continues to travel outbound. The

instantaneous velocity of the tangential plane of the critical surface in general is

not parallel to the plane itself (unless the point considered is aligned with one
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of the axes of the ellipse or in the degenerate case of a circle). Physically, a

particle that interacts with the critical surface transfers momentum to the mag-

netosphere, corresponding to the Doppler effect from the reflection by a moving

mirror2.

We therefore calculate the reflection or transmission of a ray of a particle of

mass ma in the xy-plane that approaches the origin at an angle α (all angles

refer here to the x-axis), where it falls on a plane whose normal vector points in

the direction φ. Upon reflection or transmission, the particle is converted into

a massless state. The plane moves at a constant velocity v in the direction of

the angle ϑ, see fig. 5.3. The calculation can be carried out by first boosting the

four-momentum of the massive initial state from the rest frame of the observer

to the rest frame of the critical surface. In that frame, the zero-component of the

four-momentum is conserved as well as the spatial components of the momentum

parallel to the surface. The component perpendicular to the surface is then

found by imposing the energy-momentum relation of a massless particle. The

final answer is obtained when boosting back to the frame of the observer.

To clarify this approach, we first quote the result for the situation where the

surface moves toward the incoming massive particle, α = ϑ = φ = 0, such that

we obtain

k0′ =
c
√
m2

a + k2 + kv

c∓ v , (5.45)

where k and k′ are the moduli of the wave vectors of incoming and reflected wave,

respectively. Throughout this section, an upper sign refers to the case of reflection

and a lower one to transmission. Clearly, when setting ma = 0, we obtain the

2We thank Georg Raffelt for bringing this issue to our attention.
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classic result for Doppler shift for reflection as well as zero change in the frequency

for transmission. We may therefore anticipate that for non-relativistic axions, the

Doppler shift for axions leaving the magnetosphere is not suppressed compared

to infalling axions.

To arrive at a conservative estimate of the Doppler broadening in the magne-

tosphere, we now assume that the shape is only mildly elliptical such that the

misalignment angle φ−ϑ+π/2≪ 1 between the tangential plane and its velocity

corresponds to a small parameter that we can expand in. The Doppler shift then

takes the simple form

k′0

k0
=1∓ v

c

√
k2 +m2

a − k2 cos2(α− ϑ)± k sin(α− ϑ)√
k2 +m2

a

√
1− v2

c2

×

[
2(φ− ϑ+ π/2) +O

[
(φ− ϑ+ π/2)2

]]
, (5.46)

In the limit of a relativistic incident particle, ma/k → 0, this reduces to

k′0

k0
=1− v

c

sin(α− ϑ)√
1− v2

c2

2(φ− ϑ+ π/2)+ (5.47)

O
[
(φ− ϑ+ π/2)2

]
,

for reflections and k′0/k0 ≈ 1 for transmissions. In the opposite limit, ma ≫ k,

we find

k′0

k0
=1∓ v

c

1√
1− v2

c2

2(φ− ϑ+ π/2)+ (5.48)

O
[
(φ− ϑ+ π/2)2

]
,

which is the expression useful for the present context.
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Figure 5.3: Parametrization of the Doppler shift on a moving, misaligned mirror.

In order to estimate the average effect for the conversion in the magnetosphere,

we note that, for a given eccentricity, the angle φ − ϑ + π/2 can assume values

between ±ε2/4 within one rotation . Furthermore, depending on the impact pa-

rameter, the angle α−θ approximately takes values between−π/2 (for trajectories

that come very close to the core of the pulsar) and π (for trajectories that just

about touch the critical surface on the far side of the pulsar). A full quantitative

analysis involving the axion and photon trajectories should be straightforward,

but it is probably not of obvious benefit since the oblique rotator model of the

magnetosphere is likely to be oversimplified, and hence we just make an estimate

of the size of the effect. Assuming further v/c≪ 1, we estimate that

〈∣∣∣∣k′0k0 − 1

∣∣∣∣〉 ∼ Ωrcε
2

c
≈ 6× 10−4

(
Ω

1Hz

)( rc
200 km

)
ε2 . (5.49)

This is to be compared with the width from the velocity dispersion of the axion

dark matter

1

2
v20/c

2 ≈ 8× 10−7
( v0
100 kms−1

)2
. (5.50)

We see that the impact of Doppler broadening depends very strongly on the axion

velocity in the resonant conversion region. When the axion is non-relativistic,

the Doppler broadening dominates in the width of the spectral line over the
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velocity dispersion. For axions that are relativistic at the point of conversion,

there is the interesting possibility that the Doppler broadening for transmissions

is strongly suppressed, which may be of importance for line searches. For our

subsequent estimates, we use the the non-relativistic expression (5.49) for the

Doppler broadening.

As stated above, the oblique rotator model with the electron density proposed

by Goldreich and Julian is chosen here because it is analytically tractable. Even-

tually, it should be replaced with a more realistic model of the magnetosphere.

Even for the Goldreich–Julian model, we have made simplifying assumptions that

we now comment on.

First, the conversion from the axion to the photon takes place during some finite

time during which the location zc of the critical surface, where the conversion

takes place, changes its position due to acceleration. The width (5.43) of the

surface in which the conversion occurs can be estimated as ∆zc ∼ (zcma)
1/2vc/c.

Assuming that the converting axion passes through this region at a speed vc/c ∼

0.1 (created in the gravitational potential of the neutron star), it is clear that

this takes a time much smaller than the rotation time, 2π/Ω, for axions in the

GHz mass range.

Second, more important are corrections that should arise from the fact that the

outgoing photon can only be considered relativistic when the Lorentz factor γ ≈

ma/ωpl is large, which occurs for large (z/zc)
3/2. Integration of time along the

photon trajectory implies that the point z is reached after the time z/c+O(zc/c).

If during that time the background plasma changes significantly because of the

rotation of the pulsar, one should anticipate order-one corrections to the Doppler

effect.
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Finally, due to the curvature of the contours of equal plasma mass and the finite

distance to be traversed before it becomes relativistic, there should be corrections

due to the continuous refraction of the escaping photon. For axions traversing

the critical surface at a small angle, these can also be of order one.

In case there is additional structure in the magnetosphere beyond the Goldreich-

Julian model, then the estimate (5.49) should be considered as conservative when

applied within its range of validity, which is ε ≪ 1. This is because for struc-

tures in the magnetosphere that are indicated by simulations, the critical surfaces

appear to move at large velocities ∼ Ωrc. It would, therefore, be desirable to nu-

merically compute the broadening for realistic magnetosphere models on a full

statistical average of axion trajectories and, if possible, to devise of methods of

correcting for the Doppler effect. We stress that since the estimate in (5.49) is

significantly larger than the background velocity dispersion, the amplitude of the

radio signal will be weaker, as we will show in the subsequent sections of the

paper.
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5.2 Ray-tracing Simulations

Ray tracing is a powerful technique for understanding the emission properties of

astrophysical bodies and enables one to track the position, frequency and mo-

mentum of photons. The rays then contain all the information required to recon-

struct the image of the object, as well as giving the angular power dependence,

lensing effects and frequency distortions. Such techniques have been applied to

both stars [247] and black holes [248–250], where in the latter case, the rays are

geodesics of the spacetime metric rather than the plasma, but the principle is the

same.

Ray tracing techniques were first applied to axion dark matter conversion in [153].

Here, the authors back-traced straight-line rays from the observer to the critical

surface on which photons are produced, matching each ray onto its corresponding

conversion amplitude. In this work, we examine how plasma affects ray tracing

and the corresponding properties of the radio lines.

We shall see that the plasma has two very important effects which greatly modify

signal properties in two important ways. The first is a new time-dependence

resulting from the refraction of rays, which causes stronger pulsing of the signal.

The plasma acts as a time-dependent lens, causing a variation in the number of

rays reaching the observer, which fluctuates over the pulse period. The second

effect involves the variation of frequency along rays, which allows us to determine

the Doppler broadening of each photon, and by summing over all rays, derive the

exact line shape of the signal in frequency space.

Our starting point for understanding the propagation is similar to the discussion

found in [250], which is a generalisation of the flat space case discussed in [251]

(and applied in refs. [252,253]) which describes the propagation of photons in an
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inhomogeneous and time-dependent plasma using Hamiltonian optics. We begin

with a dispersion relation in a cold, isotropic plasma

gµνk
µkν + ω2

p = 0 , (5.51)

where gµν is the space time metric. Taking covariant derivatives of this equation,

we arrive at

kν∇νk
µ = −1

2
∂µω2

p, (5.52)

where we used ∇µkν = ∇νkµ since kµ = ∂µΘ is the derivative on the eikonal

phase Θ in the relevant WKB approximation. We then define worldlines xµ(λ)

associated to these rays satisfying

dxµ

dλ
= kµ, (5.53)

where λ is an arbitrary worldline parameter. Putting this together we arrive

at

d2xµ

dλ2
+ Γµ

νρ

dxν

dλ

dxρ

dλ
= −1

2
∂µω2

p , (5.54)

where Γµ
νρ are the Cristoffel symbols associated to the connection. We inter-

pret the spatial components of the plasma derivatives on the right hand side

of eq. (5.54) as an effective force, leading to the refraction of rays. Meanwhile,

the temporal derivatives lead to frequency evolution along the worldline, as is

apparent from eq. (5.52).
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We choose a simple Schwarzschild metric to model the star’s gravitational field

ds2 = −f(r)dt2 + dr2

f(r)
+ dΩ2 , (5.55)

where f(r) = 1 − rs/r and rs = 2GM is the Schwarzschild radius for a neutron

star of mass M . The refractive index n of the medium is defined by

n2 = 1− ω2
p

ω̃2
, (5.56)

where ω̃ is the frequency in a coordinate system at rest with respect to the

neutron star and includes the gravitational red-shift. Note that the dielectric

constant only goes negative for ω < ωpl and therefore we neglect any attenuation

due to the plasma, i.e., we only consider the real part of the refractive index.

ω̃(r) =
(
1− rs

r

)−1/2
ω . (5.57)

Here ω = −k0 is the co-moving frequency related to the temporal component

of kµ. In the absence of time-dependence in the plasma, ω is conserved along

rays.

5.2.1 Frequency Broadening

When the plasma is time-dependent, ω evolves along rays according to eq. (5.52),

which can be re-written in terms of coordinate time as

dω

dt
= − f

2ω
∂tω

2
p . (5.58)

The key point for this work, is to note that when the plasma background is

time-dependent, as happens for the plasma around a neutron star, the photon
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frequency evolves according to eq. (5.58). We can obtain an estimate for the

Doppler broadening which gives a frequency shift δω satisfying

δω ≃ 1

2ω

∫
dt ∂tω

2
p(t,x0(t)) , (5.59)

where ω is frequency before broadening, and x0 gives the ray worldline. Formally

we solve eq. (5.59) numerically for each ray, allowing us to build up the exact line

shape for a given magnetosphere model.

5.2.2 Effect of Gravity

When taken in combination with refractive plasma effects, gravity plays an im-

portant role in influencing the characteristic size of the lensed image of the star.

To understand how this happens, it is instructive to consider a simple spheri-

cally symmetric and stationary plasma with ωp = ωp(r). In this case, one has

two conserved quantities: the frequency ωobs and angular momentum L which is

related to the impact parameter b by L = ωb. One can derive a simple energy

conservation equation for the radial coordinates [250] corresponding to motion in

an effective potential

(
dr

dλ

)2

= ω2
obs −

(
1− rs

r

)(
ω2
obsb

2

r2
+ ω2

p(r)

)
. (5.60)

Back-traced photons which are capable of reaching the critical surface, must have

a distance of closest approach rmin satisfying rmin ≤ rc, where rc is the radius

of the critical surface. Since rmin is by definition a stationary point along the

geodesic at r = rmin we must have dr/dλ = 0. The maximum impact parameter

bmax, corresponds to those rays which just skim the critical surface. For these

rays rmin = rc. We therefore have the maximum impact parameter for rays which
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can reach the critical surface

bmax = rc

[
1

1− rs/rc
− m2

a

ω2
obs

]1/2
, (5.61)

where we used the definition that at the critical surface, ω2
p(rc) = m2

a. The key

point to note is that bmax sets the characteristic size of the image in the image

plane, which in the toy example we describe here, is a circle radius bmax.

We also know that since ωobs is the asymptotic frequency of photons, it satisfies

ω2
obs ≃ m2

a(1 + v20) where v0 is the asymptotic velocity of the axion, set by the

velocity dispersion of dark matter. Putting this together, we see that to leading

order in v0 and rs, we have that the characteristic size of the image (see fig. 5.4)

is given by rimage ≃ bmax

rimage ≃ rc

[
rs
rc

+ v20

]1/2
. (5.62)

Let us now consider the scales at play. We can use a canonical model for the

plasma density [244] (see eq.(5.43)) to estimate the size of rc by equating ωp(rc) =

ma. For the pulsar J0806.4-4123 used in this work and [153], we have B0 =

2.5 × 1013G and P = 11.37 sec so that for a mass ma = 0.5µeV we obtain a

characteristic radius rc ≃ 5R. For a neutron star of mass M = M⊙ and radius

R = 10km we have rs/R ≃ 0.3. Note this value is quite high, owing to neutron

stars being very compact, and quite close to being black holes.

Coming back to eq. (5.62), we see that for the NS values chosen above, rs/rc ≃

0.06≫ v20 ∼ 10−6 so that gravity plays a vital role from a ray tracing perspective,

in that it makes the area of the image Aimage ∼ r2image four orders of magnitude

larger in comparison to a plasma analysis in flat space! Numerically, speaking,

this greatly simplifies the task of locating and resolving the image of the critical
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surface in the image plane. Locating a larger region, is of course much easier than

hunting for a highly lensed “pin prick”. There is of course no such issue for the

straight-line rays considered in [153] where the characteristic size of the image was

just given by the geometric cross-section Avac
image ∼ r2c . It is interesting to note that

the authors of [153] claimed that gravity in the absence of plasma only produces

a small percent-level correction to the total power. However, as explained above,

when taken in combination with plasma, gravity in fact becomes an important

component in making the problem numerically tractable by counter-balancing

strong refraction from the magnetosphere. The relative image sizes with and

without plasma can be seen by comparing the two panels in fig. 5.4.

5.2.3 Numerical Procedure

• Similar to the treatment in [153], we identify a region of interest of some an-

gular size ∆Ω containing the full set of trajectories that map the observer to

the various possible lines of sight that cover this region. The regions where

axion-photon conversion occur then form an image of the magnetosphere

associated with the resonant conversion. We divide this region into pixels of

size ∆b, the centres are associated to trajectories of photons with observing

angles (θobs, ψobs). We back propagate each ray to the surface of the star

and record a ‘hit’ or ‘miss’, depending on whether the trajectory contains

a resonant conversion point.

• We then perform a coarse-grained scan across this region to identify the

size of the image. Once this is done, we then re-scan across this image with

a smaller pixel size, to maximise numerical efficiency. To ensure numerical

convergence, we pick an angular resolution such that our final results do

not change when the pixel size is halved.
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• Each pixel is then assigned a radiant intensity calculated assuming the

standard 1-dimensional axion-photon mixing described in [147]. The total

intensity is then obtained by summing over all the rays and multiplying by

the square of the pixel size ∆b2 (see appendix .3 [254] for more details).

• The Doppler broadening is computed by evolving the frequency evolution

along each ray. This enables us to see how a line signal with frequency

ω ∼ ma is broadened due to each ray i receiving a correction ω → ω + δω.

The final frequencies at the point of detection can then be binned, so as to

derive the exact shape of the signal in the frequency domain.

The end product of these simulations is a ‘pulse-profile’, i.e., the radiated power

dP
dΩ

associated to a pulsar as a function of time/phase. To make contact with

observations, one needs to then convert this power into a flux density according

to the equation

Sobs =
1

D2∆fobs

dP

dΩ
, (5.63)

where S is the observed flux density, D is the distance to the pulsar and ∆fobs is

the width of the frequency channels of the instrument.
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Figure 5.4: Radiated power in image plane: vacuum vs. plasma. The view
of radio photons at frequency ω ≃ ma produced by axion dark matter conversion,
as seen in the image plane perpendicular to an observing angle θ = 36◦. We chose
model parameters compatible with observations of NS J0806.4-4123, with B0 =
2.5×1013G, period P = 11.37sec and magnetic misalignment angle α = 18◦. The
axion mass chosen wasma = 0.5µeV with a coupling gaγγ = 10−12GeV−1. The left
image results from straight-line rays propagating through vacuum, reproducing
the results of [153]. The right panel shows the presence of novel plasma effects
considered in this work, computed via eq. (5.54). The time evolution of the image
in the plasma case can be viewed here and can be contrasted against the vacuum
case derived in [153].

https://www.dropbox.com/s/3fizit62zy3mfz8/Image_Plasma.mp4?dl=0
https://youtu.be/VyA1-qbIqB4
https://youtu.be/VyA1-qbIqB4
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5.3 Ray-tracing analysis applied to data

In this section, we combine our novel ray-tracing procedure [254] with new and

archival spectral observations of the Galactic Center magnetar PSR J1745−2900,

henceforth GCM, using the Karl G. Jansky Very Large Array (VLA3) to search

for signatures of axion-photon conversion in the magnetar magnetosphere. The

new observations are the most sensitive to date, and when combined with archival

VLA observations of Sgr A* already used in [236,237] that include the magnetar

in the field of view, provide the strongest constraints on gaγγ to date over the

mass range 4.2− 60µeV for a frequency range ∼ 1− 15GHz.

Within the GJ model there is a maximum axion mass for conversion which is set

by the critical surface having some part outside the star. After solving for rc and

maximising over θ and φ, which involves setting θ = α/2 and φ = 0, this is given

by

mmax
a ≈ 85µeV

(
B0

1014G

)1/2(
P

1 s

)−1/2(
1 +

1

3
cosα

)1/2

, (5.64)

where α is the inclination of the magnetic axis relative to the rotation axis.

We have obtained upper limits on the time-averaged spectral line flux density

in the direction of the GCM as a function of frequency from three sources. The

first two are VLA archival data described in [236, 237]. The third is new VLA

observations in its most extended configuration with maximum baseline 36.6 km

that provides the angular resolution needed to separate the GCM emission from

Sgr A*, which are ≈ 2.4′′ apart. Observations were obtained during seven single-

transit sessions between MJD 59184 and 59253 (program 20B-154) in two circular

polarizations with 8-bit sampling and 2 sec recording times. The new observa-

tions are in C-, X-, and Ku-bands (6–8 GHz, 10–12 GHz, and 12–13 GHz) and

3The National Radio Astronomy Observatory is a facility of the National Science Foundation
operated under cooperative agreement by Associated Universities, Inc.
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have integration times in the range 1.4−1.6×104 sec achieving r.m.s. noise levels

in 4 MHz channels of 0.13 mJy in C-band and ∼50–60 µJy in the higher fre-

quency bands. The data were reduced and calibrated using standard techniques

within the CASA package [255] following previous work [236,237]. The continuum

emission from Sgr A* is used for interferometric self-calibration (the magnetar

continuum is detected but is 2–3 dex fainter than Sgr A*).

Continuum emission was removed by a linear uv subtraction to make null-centered

spectral image cubes. We extracted the GCM spectrum from the cubes using an

aperture slightly larger than the synthesized beam and the point source flux

density was corrected channel-by-channel. To assess the significance of features

in the spectra we form a sky noise spectrum using the r.m.s. noise in regions away

from the GCM and Sgr A*, and these typically agree with the spectral noise in

the GCM spectrum.

The new and archival GCM and sky spectra were Gaussian smoothed to 4 MHz

channels, except for L-band (1–2 GHz), which was smoothed to 2 MHz channels.

Noise values range from 0.57 mJy to 52 µJy (1.5 and 12.5 GHz). Unlike the lower-

resolution observations presented in [236], no molecular or radio recombination

lines were detected in 20B-154. Spatial filtering of the maximum-resolution array

removed contaminating signals from the galactic center environment.

5.3.1 Limits on the axion-photon coupling

No significant (> 4σ) single-channel emission lines were detected at the position

of the GCM4 and hence there are no candidate axion signals. These upper limits

were then compared with model predictions as a function of ma, θ and α in order

4One 5.1σ channel at 10.9 GHz was identified with a sidelobe of Sgr A* that was not captured
in the sky noise spectrum.
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to extract 95% confidence limits on gaγγ. The limits are presented in Fig. 5.5 for

the two axion densities for halo models A and B described above. In both cases

we have calculated limits for all values of the unconstrained angles θ and α and

presented the range. We see that for halo model A the limits are similar to those

from the CAST solar axion experiment [118], while they are a couple of orders of

magnitude stronger (the limit on gaγγ is ∝ √ρa) for model B.

It is interesting to contrast this state-of-the-art treatment with the original toy-

setup considered in ref. [147] that only considered radially outgoing photons where

the angular dependence factorises and

dP radial

dΩ
(θ, α, φ) ∝ 3 (m̂ · r̂)2 + 1

|3 cos θ m̂ · r̂− cosα|4/3
, (5.65)

where m is the magnetic dipole and hats denote unit vectors. We have also

presented limits for these radial trajectories in Fig. 5.5. These are somewhat

stronger than one gets from ray tracing, and also cut-off at a lower axion mass,

ma ≳ 14µeV, due to the fact that beyond that there are points in the θ−α plane

where there is no predicted signal.

5.3.2 Conclusions

Our principle conclusion is that robust constraints on axion dark matter cannot

be obtained using simplistic radial trajectories [147,235] and therefore ray-tracing

[153, 254, 256] becomes unavoidable. The principle reason for this is that radial

trajectories connect each viewing angle in the sky with a single point on the

emission surface resulting in a very undemocratic spread of power across the

sky. This leads to very sharp angular variation in the signal with a few narrow

bright-spots that are associated to trajectories with high emission rates and for
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higher masses, so much angular variation that for many viewing angles the pulse

averaged power vanishes entirely. As a result, in the radial approximation, one

cannot be sure a signal is even present.

In future work it may be possible by modelling the pulsar beam and fitting to

radio observations of the pulse width, one could infer something about α, and

perhaps the viewing angle relative to the beam axis θ − α, this may allow us

to attach some probability distribution to θ and α, reducing the parametric un-

certainty. Nonetheless, at present the most conservative approach is to assume

the viewing and magnetic angles are unknown parameters, and take those values

(α, θ) for which the pulse-averaged power is minimal. With this in mind, the

radial-trajectory approximations of [147] clearly make it impossible to place reli-

able bounds since the signal entirely vanishes for many viewing angles at higher

masses.

Rather pleasingly, our analysis also reveals that the angular variation in power

is actually under good control, typically around an order of magnitude for the

values chosen in this paper. This translates to less than an order of magni-

tude uncertainty in the sensitivity to gaγγ which scales as the square root of the

power.

As stated in [257], sophisticated modelling of the axion-photon mixing incorpo-

rating 3D effects in mode excitation leads to corrections to the probability of

conversion that may be several orders of magnitude. However, the important

caveat to this statement is that this is true on the level of individual trajectories.

When one integrates over all axion phase space, the corrections to the photon flux

are ∼ O(1), leading to a slightly stronger constraint on gaγγ. While it is impor-

tant to carry out the full ray-tracing analysis with the 3D conversion probability

in order to truly quantify these effects, we may conclude from recent results that
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the 1D treatment is a reasonably conservative one.

To summarise, one can identify three principle uncertainties in axion-constraints.

(i) The dark matter profile and therefore the dark matter density near the neutron

star. (ii) The sensitivity of axion limits to the structure of the magnetosphere

in terms of the magnetic field and plasma density profiles. (iii) The angular,

frequency and time-dependence of the signal which depends on the propagation

of photons through the magnetosphere. Point (i) is of course a challenge for any

attempt to detect dark matter, even here on earth where the velocity and density

is not necessarily known. It can also be that this uncertainty can be reduced

by choosing pulsar further from the galactic centre where there is less disagree-

ment between different halo models. Future observations may also allow better

determination of the dark matter density around the magnetar. However, at the

moment this is the primary uncertainty. It may be possible to ameliorate point

(ii) in future work by applying state-of-the-art magnetosphere modelling and ex-

amining the variation in signal properties across different models. The subject of

this section is point (iii), which has recently been resolved by sophisticated ray-

tracing techniques as we have shown. In addition it may be necessary to include

the full range of effects considered in refs. [256] and [152].
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Figure 5.5: New exclusion limits on axion-dark matter combining archival and
recent VLA data and novel plasma ray-tracing techniques [254]. The maximum
value of ma for which there is a signal corresponds to eq. (5.64), beyond which
the critical surface disappears entirely inside the star. The thickness of the bands
corresponds to the maximum and minimum limits of the signal with respect to
the viewing angle θ and magnetic angle α. The dark coloured bands extremize
over θ for a fixed value of the magnetic angle α = 18◦, whilst the lighter bands
extremize over both θ and α. We also display three possibilities for the axion dark
matter density corresponding to models A, B and C described in the main text.
Experimental limits from CAST [118],green and purple exclusions are from the
ADMX [119–122] and HAYSTAC [123–125] haloscopes, respectively. The yellow
exclusions are from the CAPP haloscope based in South Korea [128–130,130,131].
The dark red are from the RBF/UF haloscopes [132,133]. Finally, the dark blue
limits from the ORGAN collaboration [134, 135]. For comparison with our ray
tracing analysis, we also display equivalent limits based on a single radial ray
connecting the observer to the conversion surface also for α = 18◦. For the radial
formula, above a certain mass cutoff, the signal is zero for some values of θ and
so there is no limit in those cases. For α = 18◦, this cutoff occurs at when
ma > 14.5µeV.

.
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6.1 Introduction

In the previous chapter, we presented an analysis of the one-dimensional axion-

photon mixing in neutron star magnetospheres valid for relativistic and non-

relativistic dispersion relations and a ray-tracing analysis of the photon trajec-

tories resulting from the resonant conversion. Our formalism took into account

the refraction of the photons due to a)the charge density within the plasma and

b)the gravitational field of the pulsar. We computed the radiated power as a

function of the pulsar phase for a given set of observational parameters that we

fixed for a given pulsar. We showed that the size of the ‘image’, i.e., the region

over which the resonant conversion takes place projected onto the plane of the

magnetosphere as seen by an observer on the Earth is regulated by the refractive

index of the medium, which is a function of the plasma density (which acts as a

repulsive medium) and gravity (which is attractive). We obtained a non-trivial

time-dependence for the radiated power. This is due to the fact that the major-

ity of the high-intensity emission appears to originate from specific regions in the

pulsar magnetosphere, the so-called ‘throats’ of the charge distribution which are

local maxima in the charge distribution. We also solve the full geodesic equations

of motion to derive the frequency dependence of the signal, from which we showed

the frequency width of the signal agreed with the order-of-magnitude estimate

we made in [258]. We applied this numerical pipeline to real data taken by the

Very Large Array (VLA) of the magnetar in the galactic centre in [259], to derive

limits on the axion-photon coupling that supercede the CAST limit [118] over the

axion mass range 1µeV ≤ ma ≤ 64µeV. We note our results differ from those

in [256], most importantly in the prediction of the size of the amplitude of the

time-dependence of the signal. In their analysis, they obtain a greater anisotropy

across the magnetosphere, resulting in greater time-dependence, although they
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neglect to take into account gravity. This formalism was recently applied to neu-

tron star populations in the galactic centre to derive a limit on the axion photon

coupling using the SETI Breakthrough Listen data [260].

With all the progress in the theoretical modelling of the axion-photon equations of

motion as well as the ray-tracing of the photons through the magnetospheres, the

challenge of sifting through real data to search for the signal and in the event of

non-detection, setting a limit on the axion-photon coupling gaγγ naturally arises.

With large amounts of archival time-series data available on various pulsars, one

might be tempted to make use of the information we obtain from the ray-tracing

simulations on the time-dependence of the signal. This is especially important

due to the difficulty associated with obtaining observational bandwidths required

to resolve the features of the signal in frequency-space. In other words, one

could envision using the results of the ray-tracing code, i.e., the predicted flux

density as a function of the pulsar phase as a template that can be used as a filter

to mine archival data for specific signal shapes (as a function of time). While

there is currently debate on the amplitude of the time-dependence [256] and the

amplitude of the probability of conversion [257], we remark that it would be

counter-productive to not at the very least attempt to optimise searches for the

signal in pulsar data with the ray-tracing results as a prior.

In this work, we introduce a matched filter approach towards searching for the

signal in real data that is optimised to find signal profiles that match the ray-

tracing simulation output. We stress that the advantage of indirect detection

methods is their broadband nature, and therefore their usefulness lies in the

ability to identify a signal if it does exist across wide ranges of frequency.

We begin by characterising the time-dependence of the signal and the effect of

model parameters on the same in section 6.2, where we generate a database of
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signals for different input parameters using which we create a tool that is able to

interpolate between input parameters and predict the signal for arbitrary values.

We then describe the mathematical formalism behind the matched-filter in section

6.3.1 and test the response of the filter in the presence of pure Gaussian noise in

section 6.3.2. We then identify the pulsar B0834+06 with B0 = 2.98×1012G, P =

0.785 s , D = 0.785 kpc as a test-case on which we test our formalism. We use

this pulsar for two main reasons. The first being its proximity to the Earth

that allows us to set the value of ρDM = 0.45GeVcm−3, the local value. This

is advantageous since the ρDM is highly uncertain for pulsars further away closer

to the galactic centre, which makes the constraints from nearby pulsars much

more reliable. Secondly, this pulsar was associated to among the largest values

of on-source integration time in the JBCA pulsar catalogue in section 6.4.1. We

discuss how one can model this data in section 6.4.2 and possible theoretical

priors we may apply on observational parameters in order to set a limit on the

axion-photon coupling in sections 6.4.3. We then apply the matched filter on the

data in section 6.4.4. Finally, we describe our procedure for establishing an upper

limit on the axion-photon coupling in 6.5. We conclude by discussing the validity

of our results and commenting on future directions this line of research may take.

We would like to particularly stress that this is a proof-of-principle study and

therefore, the importance of the results in the landscape of the literature needs

to judged according to the potential strength of the technique rather than the

constraints derived in this particular instance.
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6.2 Characterising signal variability

6.2.1 Ray-tracing simulations

We model the axion-photon signal using the ray-tracing simulations described

in the previous chapter [254]. In these simulations, we numerically calculate the

angular, frequency and time-dependence of the signal resulting from the propaga-

tion of photons through the magnetosphere. This includes lensing, refraction and

frequency distortions, leading, amongst other things, to the Doppler broadening

of the line profile [258]. The end product of these simulations is a ‘pulse-profile’,

i.e., the radiated power dP
dΩ

associated to a pulsar as a function of time/phase. To

make contact with observations, one needs to then convert this power into a flux

density according to the equation

Sobs =
1

D2∆fobs

dP

dΩ
, (6.1)

where S is the observed flux density, D is the distance to the pulsar and ∆fobs is

the width of the frequency channels of the instrument.

It is important to note the differences between the pulse profile associated to the

pulsar itself and the dark matter signal due to the axion-photon resonance. The

pulsar emission is typically periodic and persists only for a small duration of time,

but has a wide bandwidth. The axion signal on the other hand has the opposite

features, i.e., the signal will persist throughout the rotation phase of the neutron

star but will typically be associated to a smaller frequency width.

In order to decouple the two signals, the simplest procedure is to simply excise

those time channels that contain the pulsar signal. However, this would mean

that one would unavoidably be subtracting some of the axion signal as well.
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Figure 6.1: We present the integrated flux as a function of α for different values
of the observing angle θ, where the original sampling is represented by the circle
data points. An interpolation routine was used to calculate the signal at inter-
mediate values, which was then compared to the cross data points evaluated by
the ray-tracing code. In the bottom panels, we present examples of the agree-
ment between the profiles as predicted using the interpolation routine and the
profiles calculated from the ray-tracing code using the observational parameters
for B0834+06.
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Naively, one would expect that this would not be an issue, as this should represent

only a small fraction of the total axion flux. However, depending on the phase

relationship between the main pulsar beam and the axion signal, the effect of

this subtraction can vary. Therefore, it is important to model the phase offset

between the axion signal and pulsar emission ϕ0.

Based on our understanding of the ray-tracing simulations, we note that the axion

signal is symmetric, and is π periodic. This is due to the fact that as the pulsar

rotates, the resonant point rc varies in position. When the resonant point occurs

at the charge gaps, i.e., the so-called ‘throat’ regions of the Goldreich-Julian

charge distribution there is a peak in the emission. Since the pulsar beam is

supposed to emanate from the charge gaps, we set the phase offset ϕ0 = π/4.

6.2.2 Interpolation of simulation database

For a given pulsar, the input parameters required for our ray-tracing package are

the magnetic field strength at the surface of the pulsar B0, the pulse-period P ,

the distance to the pulsar D, the dark matter density ρDM at the position of the

pulsar, the observing angle θ between the line of sight and the rotation axis of the

pulsar and the magnetic misalignment angle α which represents the angle between

the magnetic axis and rotation axis of the pulsar. The period P is one of the

best-measured quantities in astronomy, while the magnetic field strength of the

pulsar is inferred from measurements of P and Ṗ the spin-down rate of the pulsar

combined with model-dependent parameters including the moment of inertia of

the pulsar and its radius [261]. This calculation assumes that the energy released

by the pulsar in the form of radio emission comes from the loss of rotational

energy calculated from the spin-down rate. The large values of Ṗ
P

observed for
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Figure 6.2: We present the time profiles as a function of the α for different
observing angles. Clearly, for α→ 0, the time dependence in the profiles becomes
negligible. As mentioned before, the larger the time-dependence in the profile,
the better the constraint on gaγγ. Therefore, one would expect that the profiles
with the largest difference between the maximum and minimum flux as a function
of time should give the best constraints, to leading order.
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magnetars form the basis for their large inferred values of B0
1. The distance to

the pulsar is inferred from the dispersion of the pulse as a function of time, since

the photons emitted in the main beam of the pulsar traverse through the galactic

electron density along the line-of-sight. Given a model for the galactic electron

density, one can estimate the distance to a pulsar. Galactic dark matter profiles

allow one to predict the dark matter density at the position of the pulsar, but

these models become highly uncertain as one gets closer to the galactic centre,

where some models predict a spike in the density, while others predict a more

cored profile.

This leaves the angles (α, θ) as parameters that are essentially unknown a-priori.

Due to the computational cost of the ray-tracing simulations, that require ∼ 24

hours to produce a pulse-profile when parallelised over 32 CPU cores, we require a

faster alternative to predict the time-dependence of the signal for arbitrary input

angles. Therefore, we generate a simulated database of flux profiles as a discrete

function of (θ, α), represented by the circular data points in the top panels of

figure 6.1. Based on these datasets we generate an interpolation routine (where

we use the SciPy package scipy.interpolate) that can then predict the signal

for arbitrary values of α and θ, the performance of which can be seen in the

bottom panels of figure 6.1, where we compare the prediction of our interpolation

routine with crossed data points, that were not used to generate the interpolation.

We show the time-variability as a function of the angles θ and α in fig. 6.2. We

now have the tools necessary to test our matched filter formalism. Before we

describe our matched filter formalism in detail, we would like some to develop

some insight on the various kinds of profiles that our database contains and how

one might expect the filter function to behave a-priori.

1We note that the magnetars are known to emit large X-ray fluxes, the luminosity associated
cannot be explained by spin-down alone.
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Figure 6.3: We present the power spectra for a representative set of profiles
that display the variation in the shapes of the profiles seen in fig. 6.2. We see
that amplitude in frequency space quickly drops as one moves to higher modes
in frequency. This suggests that the filter function will respond to the largest
features in our profiles, i.e., there is a cut-off value for the amplitude of time
dependence below which the noise from the data should dominate the results.
This is reflected in our plots of the axion-photon coupling in section 6.5. We
also show the profiles obtained from inverting the FFT with only the first mode
contributing (top right panel), the first 3 modes contributing (bottom left), and
the full profiles are shown in the bottom-right panel.
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6.2.3 Fourier analysis of profiles

We now turn to the profiles themselves. We are interested in developing some

intuition on the response of a filter function on the time profiles generated by

our interpolation. Naively, one would expect a signal with a larger amplitude

in its time variation to return a larger signal-to-noise value as compared to a

signal that is relatively flat as a function of time. Specifically, in our case, we are

interested in understanding how one would expect the time variation in our signal

as a function of (θ, α) is reflected in the limits that we obtain on the axion-photon

coupling.

To develop this intuition, we compute the real discrete Fourier transform of our

profiles. This will enable us to understand which modes will contribute to the

filter function and therefore understand the most significant individual features

in the shapes of the profiles. As we will see in section 6.3, the signal to noise

returned by the matched filter is simply the magnitude of the overlap integral of

the data with the normalised profiles, and therefore if one decomposes the profiles

into Fourier modes, is simply a sum over the contributing terms in the discrete

FFT of the profiles times the appropriate noise term. We can see the results of

the Fourier analysis in fig. 6.3. Clearly, we see that the amplitude of the FFT for

the various profiles considered falls fairly quickly as one goes to higher frequency

modes. Clearly, this suggests that the most important features in the profiles are

those with the largest amplitude on time variation over most of the pulsar period.

As a result, one would expect that the difference between the maximum and the

minimum flux should be a reasonable representation of the filter response, even in

the presence of noise. As we will see later, this simple prediction is largely borne

out in our analysis of the axion-photon coupling limit obtained from application

of the matched filter to the the complete pulsar data set in section 6.5.
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6.3 Matched Filter

6.3.1 Mathematical formalism

Matched filters have been implemented for precision cosmology in the past few

decades, in the context of detecting galaxy clusters in the Universe from obser-

vations of distortions of the black body spectrum associated to the CMB using

the thermal Sunyaev-Zeldovic (tSZ) effect [262]. The usefulness of the technique

lies in the fact that it provides a natural quantity, the detection confidence or

signal-to-noise q that associates the data-set under consideration to each input

signal. Therefore, one is able to perform studies of the parametric dependence of

the SNR on the model parameters, which allows one to marginalise over nuisance

parameters or set theoretical priors on them.

Let the amplitude of the flux density signal be S0. We assume that the shape of

the signal F(p) is determined by the some set of parameters p. The vector that

completely characterised the data as seen by the telescope may then be written

as

d = S0F(p) + n̂ , (6.2)

where n̂ is a Gaussian random noise vector. Note that we assume Gaussian noise

since the average-subtracted pulsar data is very close to being Gaussian. One

can then solve for the signal amplitude S0 to obtain

S0 =
FTC−1d

FTC−1F
, (6.3)

where T represents the transpose and C−1 is the inverse of the covariance matrix
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associated with n̂. The variance σ is written as

σ =
(
FTC−1F

)−1
(6.4)

The signal-to-noise ratio q may then be written as

q =
S0

σ
=

FTC−1d(
FTC−1F

)1/2 . (6.5)

If the shape of the signal in time and in frequency is known to be F = F̄, one

can then optimise the filter to return a non-zero (modulo fluctuations about the

mean due to the noise) signal-to-noise value q only when the data vector contains

such a signal.

We now implement this procedure to look for the signal in mock data generated

by our interpolation routine that we generated from our simulation data (see

section 6.2). We are essentially interested in testing the response of the filter

as we vary the input parameters (ma, θ, α), which we first test in the presence

of simulated noise. Note that gaγγ only sets the amplitude of the profiles and

therefore can be integrated out of the analysis. The value of the coupling is only

required to infer a limit from data, as will be explained in section 6.5.

6.3.2 Simulated Data

We first implement our matched filter on simulated data, where we add the

expected signal (at ma = 6.3µeV) to a Gaussian random noise vector whose

amplitude and variance are chosen to be about the same as the typical values

(∼ 0.01 Jy) in archival data within the JBCA catalogue. We generate the flux

profiles as a function of pulsar rotational phase with pulsar parameters for the

pulsar B0834+06. These values are associated to the pulsar B0843+06 in the
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Figure 6.4: Here we plot SNR as a function of (θ, α) for constant (ma, θ) with
the time-averaged signal at each frequency channel is subtracted (which is what
pulsar observers do typically). In the left panels, we present the filter response
to a profile with negligible time-dependence (profile A). In the right panels, we
present the filter response toa profile with significant time-variation (profile B).
Now we see that the SNR is consistent with no signal for profile A, since the
time variation is practically negligible, leading to an almost complete subtraction
of the signal from the data. Therefore, due to the specific data available from
pulsar observations, greater time-variability is more desirable, and avoids the
absence of constraints for certain mass values where the profile is flat for specific
values of (α, θ). We obtain identical results, with the filter performing better for
profile B and the signal disappearing for profile A when the time-averaged signal
is subtracted at each frequency bin.
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JBCA pulsar catalogue, a test case that was chosen mainly due to its proximity

to the Earth, but also due to the fact that this pulsar was associated to among the

largest values of on-source integration time. Given the proximity of this pulsar,

we set the value of ρDM = 0.45GeVcm−3, the local value. We choose two fiducial

profiles that contain almost no time variation (θ = 4.5◦, α = 10◦) (profile A) and

relatively large time variation (θ = 45◦, α = 80◦) (profile B), respectively.

We show in fig. 6.4 the SNR values returned by the filter when we insert the

signal profiles A and B into the frequency channel corresponding to an axion

mass ma = 6.3µeV, where we vary the input values of ma, θ and α in the top,

middle and bottom panels, respectively. As can be seen in fig. 6.4, the amplitude

and time-variation associated to profile B leads to the the SNR curve peaking

at the input value of the relevant parameter, which means the filter correctly

associates the input profile with the maximum SNR. Note that while the q −ma

curve sharply peaks at the input value of ma, the trend with respect to θ and

α is more complex. In contrast, the filter associates profile A (top and middle

panels) with zero SNR despite explict insertion of the profile into the data vector.

This is due to the subtraction of the time-averaged signal from each frequency

channel (bottom panel). The flat nature of profile A leads to a complete removal

of the signal from the data. These results show that it is not possible to rule out

all values of θ, α for a given value of ma if the profiles for certain values of the

angles are flat. However, for profiles with significant time variation (like profile

B), one notices that while there is additional structure in the signal-to-noise as a

function of θ, one is still able to detect the signal.
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Figure 6.5: We plot the SNR as a function of (ma, θ) and (ma, α), respectively.
The top and middle panels contain the full signals for both profile A and B.
The bottom panels contain the average subtracted signal from profile B (since
it disappears for profile A). These results summarise our understanding of the
performance of the filter for different profiles and data-vectors. When the data-
vector contains purely the total amplitude of flux detected by the receiver, the
only relevant parameter that affects the matched filter is axion mass. The SNR
contains minimal structure from θ, α, in this case. However, when one subtracts
the time-averaged profile from each frequency channel in the data-vector, we see
additional structure, indicating the variability of profile shape as a function of
the observing and magnetic misalignment angles.
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These results may be summarised in fig. 6.5, where we plot the the SNR as a

function of (ma, θ) and (ma, α), respectively. We see that when one applies the

matched filter on the data-vector without the time-average in each frequency

channel subtracted, one has almost no uncertainty from the observing and mag-

netic misalignment angles on the SNR and therefore, on the resulting constraints

on gaγγ. However, when the data vector has the time-averaged signal subtracted

from each frequency bin, one has a non-trivial dependence on θ, α in the SNR.

Essentially, we can conclude that in the presence of noise, the filter returns a

greater signal-to-noise when the amplitude of the average difference between the

maximum and minimum signal as a function of time is large. In other words,

pulse-profiles where the difference between the instantaneous power and the power

averaged over the period is large over a significant portion of the period give rise

to a larger signal-to-noise ratio. As a simple test, one would expect that the

signal-to-noise to scale with (θ, α) in an opposite manner to ∆dP
dΩ
, the difference

in the maximum and minimum of the pulse-profile (see fig. 6.3 and the attached

discussion for some more intuition on the filter response). We will return to this

point later in section 6.5.
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6.4 B0834+06: The data from the catalogue

6.4.1 Archival Pulsar Data from JBCA catalogue

We now work with data from the Jodrell Bank Centre for Astrophysics (JBCA)

catalogue on the pulsar B0834+06 for the values of B0, P and D associated with

this pulsar). This data was processed by the pulsar group at JBCA, consisting of

Michael Keith, Patrick Weltevrede and Ben Stappers. The data contains pulse-

subtracted flux-densities across 768 channels in frequency and 1024 channels in

phase. The pulsar data are observed with the 76-m Lovell Telescope at Jodrell

Bank Observatory at a central frequency of 1520 MHz and a nominally useable

bandwidth of 400 MHz, though some portions of this band will later be excised to

remove radio frequency interference (RFI). The data are captured with the DFB,

a digital filterbank clone of the PDFB3 instrument described in [263]. The data

are recorded in the PSRFITS format and processed using psrchive [264]. The data

are aligned in pulse phase using a Fourier-basis Gaussian process model of the

pulse phase fit using run enterprise [265], which makes use of enterprise [266]

and tempo2 [267].

For this experiment we are looking for faint off-pulse signals, and so it is important

to remove as much RFI from the data as possible. RFI is initially excised by

manual identification of outliers in individual frequency channels and 30-s ‘sub-

integrations’. This is typically sufficient for general pulsar timing science. Further

RFI removal on individual observations is performed using ‘clfd’ which removes

outlier channels and sub-integrations using an inter-quartile range filter on the

variance, range and spectral power of each pulse profile [268]. Further inspection

of the dataset as a whole is performed by fully averaging each observation in

frequency and appending every sub-integration into a single dataset. We then
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remote outlier sub-integrations from the entire dataset based on inspection of the

skew, kurtosis and cross-correlation of the off-pulse region of the profile. The

RFI removal process, which is far in excess of that usually performed for pulsar

timing, removed nearly half of the recorded sub-integrations.

Once the RFI affected data had been zero-weighted, the data are then averaged in

time and de-dispersed. A flux calibration is applied by using the known spectral

index and time-averaged flux density of the pulsar (for B0834+06, this comes

from [269].

6.4.2 Modelling the Data

In our tests with the simulated data, we modelled the noise as a Gaussian with a

constant amplitude and variance across frequency. In order to test this assump-

tion, we calculate the mean and the standard deviation of the data per frequency

channel. The results may be seen in fig. 6.6. The variability of the data over

frequency is mostly likely due to the imperfections in the RFI subtraction algo-

rithm used to clean the data. One could attempt to model this variation, but as

an initial more conservative approach, we employ a cut to the data that removes

the frequency channels associated with σ > 0.013 Jy. The results after the cut

can be seen in figs. 6.7, 6.10, . Clearly, the top panel that contains the Gaussian

noise model in fig. 6.7 is almost indistinguishable from the bottom panel which

contains the data.

Although we obtain agreement between the noise model and the data, it is worth

noting that the data is still not a perfect Gaussian. This may be seen comparing

a Gaussian distribution with the same variance as the data to the data itself.

This is shown in fig. 6.6, from which it is clear the data contains a non-zero

kurtosis.
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Figure 6.6: We plot the standard deviation and the mean in the frequency chan-
nels (left panel) and the time channels (right panel). This shows that the data
is not perfectly equivalent to a Gaussian noise matrix with a constant σ. The
trend in frequency is most likely due to an imperfect subtraction of RFI. In the
bottom right, we show the histogram of the data vector from the pulsar catalogue
and the Gaussian with the same variance and mean, which shows that the data
vector is not a perfect Gaussian but a distribution with a non-zero kurtosis.
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Figure 6.7: Dynamical spectra with the RFI dominated channels excised. The
top panel contains our simulated noise model, while the bootom panel is the real
data from the catalogue. In this case, we have employed a cut in frequency space
that excised channels with σ > 0.013.
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Our main goal in this analysis is to design a pipeline that can not only search

the data for the signal, but also derive limits on the axion-photon coupling as a

function of mass. For the former, we simply apply the filter to the data across

all frequency channels that survive our standard deviation cut, with the profile

templates generated by the interpolation routine described in section 6.2. Es-

sentially, we associate each profile to a signal-to-noise q. Assuming the signal is

absent, one would expect a Gaussian distribution for the q values obtained from

scanning the data that is statistically compatible the distribution obtained from

applying the filter to Gaussian noise with an identical variance. Any outliers to

this distribution would imply that the filter favours the presence of a particular

template within the data. We set a signal-to-noise threshold of q = 4 to identify

outliers. Given that the various profile templates are obtained by the variation

of three parameters (ma, θ, α), it is possible for the filter to fit random noise to

a particular profile, leading to relatively large q values for a few profiles that are

anomalous. In order to minimise the likelihood of this, we vary the σ of our noise

model across frequency to match the trend shown by the data.

6.4.3 Prior on θ − α plane

The constraint on the beam geometry comes from the following equation that

relates the half-opening angle of the radiation beam ρ (assumed to be circular),

the inclination angle of the magnetic axis α (relative to the rotation axis), the

angle θ between the line of sight and the rotation axis and the pulse width W

[272,273]

cos ρ = cosα cos θ + sinα sin θ cos(W/2) . (6.6)
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Figure 6.8: LEFT PANEL: Representation of the pulsar beam geometry. The
emission height hem corresponds to the distance between the centre of the pulsar
and region beyond the last open field lines. Analytically, this can be approximated
to be the surface cut by the last open field line at the polar cap hem = rc sin θPC
where θPC is the angular radius of the last open field line and rc = 2π

cP
is the

radius of the light cylinder corresponding to the emitted beam [270]. Of course,
this is only an approximate estimate, as the real emission mechanism is unknown.
RIGHT PANEL: The intensity measurement for B0834+06 as a function of phase
or the so-called pulse-profile. The measured FWHM of this profile corresponds
to the value of W in eq. (6.6) [271].

There are two possible sources of uncertainty in the above expression, i.e., the

pulse-width W and the pulsar beam opening angle ρ.

Here, W is the expected pulse width corresponding to a fully illuminated beam

within ρ, assuming spherical geometry. See fig. 6.8 for a visual representation

of the geometry. The opening angle of the beam ρ will depend on the pulsar

considered. One can estimate the ρ for a given pulsar by calculating the height

hem at which the emission occurs, assuming that the emission region co-rotates

with the pulsar with respect to the observer. In this case, the beam is bounded

by the tangents to the last open magnetic field lines assuming a dipole field



6.4. B0834+06: THE DATA FROM THE CATALOGUE 241

configuration. Then, the following relation will hold [274]

ρ = θPC + arctan

(
1

2
tan θPC

)
, (6.7)

ρ ≃ 3

2

√
hem
Rc

=

√
9πhem
2cP

. (6.8)

where we used the small angle approximation for θPC. Here the light cylinder

radius Rc is used, which depends on the pulse period P . The measured FWHM

of the profile gives W = 7.19 ± 0.06 deg (more info about fit procedure can

be found in [275]). one possible issue is that profiles are often asymmetric. So

assuming that the full open field line region is active is not necessarily true and

hence the W in the equation above should be taken as the pulse width that

would be observed if the full beam is active. In rare cases, the middle of the open

field line region is centred at one of the profile peaks, and part of the otherwise

maybe triple profile is missing. However, pulse profiles for B0834+06 obtained at

different frequencies show that there is no evidence for a missing component. As

a result, we fix the value of W to be equal to the measured value.

We now turn to the uncertainty in the estimation of ρ, which mainly stems from

lack of knowledge on the value of hem. Estimations of the emission height depend

on simulations of the pulse-beam in which the period of the pulsar and the filling

fraction of the beam among other model parameters, and has been constrained

to be in the range of 200 to 400 km irrespective of pulse period [276] at 1.4

GHz. However, not only does this range contradict historical data [277] that

indicates that pulsars with lower periods are associated with emission heights

of several thousand metres, but is also associated to uncertainties involving the

methodology used to measure the pulse width. In fig. 6.9, we show the constraint

on the θ − α plane for a range 100 km ≤ hem ≤ 3500 km, which translates to
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4◦ ≤ ρ ≤ 31◦. The allowed range in W and ρ therefore defines a range of values

in α − θ space. We also show the scaling of the signal-to-noise returned by the

matched filter for different values of (α, θ) representative of the variation in the

phase-profile of the signal. In the following sections, we impose the constraint

α > 20◦, which corresponds to hem = 3200 km. While this might appear to be

on the edge of the range we considered in fig. 6.9, we stress that our approach

is best suited to search for a signal that might otherwise be buried in the data

and would require years of slowly scanning across frequencies in laboratory-based

experiments. In any case, such a value is has been associated to pulsars with

P < 1 s [277].

Figure 6.9: LEFT : The constraint on the α − θ plane for W = 7.2◦ and 3.5◦ ≤
ρ ≤ 11◦. RIGHT: Signal-to-noise ratio as a function gaγγ for different input
parameters. The SNR value returned by the filter when applied to real data with
various signals injected. Clearly, one can see that that in cases where the average
subtraction has a significant effect on the filter response, in cases where the scaling
is essentially flat, oscillating about zero. In cases where the time variability is
significant, the SNR scales as g2aγγ until some cut-off value, below which the the
curve flattens off and eventually oscillates about zero, indicating that the noise
dominates at this amplitude. This turnover also shows that the limit one sets is
insensitive to the value qref , so long as one is close to the turnover region.
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6.4.4 Searching for the signal

We now discuss the results from applying the matched filter to the real data

with the RFI dominated frequency channels excised as mentioned before. We

apply the matched filter to the data vector from the pulsar catalogue against the

profiles generated by the interpolation routine (see section 6.2). We then repeat

the same procedure with the Gaussian noise model where we match the variance

in each frequency channel to the corresponding value in the pulsar data. We plot

a histogram of the resulting distribution of q (SNR) values in fig. 6.10. In the

absence of the signal, we would expect the two distributions to be statistically

equivalent to each other, while in the presence of an axion signal, one would

expect to see an outlier in the histogram associated to the pulsar data, which

would not be present in the one associated to the noise model. In fig. 6.10, we

show that the histogram of the SNR obtained by applying the matched filter to

pure Gaussian noise is statistically consistent with the the distribution obtained

from applying it to the data. We see a slight excess in the number of profiles

associated to the SNR range 5 ≤ q ≤ 6 in the blue histogram (associated to the

real data). We associate this slight excess to two main factors, the first being that

one is varying two nuisance parameters (θ, α) to obtain the profiles. Secondly,

our noise model, while accurate enough to produce statistically compatible results

with the real data, is not a perfect reproduction of the data. The input gaγγ value

for the profiles was set to be 10−10GeV−1, which sets the overall amplitude of the

profiles and therefore the expected q one would measure for the profiles if they

are present in the data.
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Figure 6.10: SNR histogram with the cut employed on both the Gaussian noise
model as well as the pulsar catalogue data. For our noise model, we vary the
standard deviation in each frequency channel to be the same as in the data
vector The resulting distributions of the SNR are statistically equivalent to each
other. The matched filter calculates bin 5 ≤ q ≤ 6 for more profiles in the data
compared to the noise model. We associate this slight mismatch the fact that
our noise model is not a perfect reproduction of the noise (see fig. 6.6).
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6.5 Establishing an upper limit

We employ a 2-σ SNR cut in order to calculate an upper limit on the axion

coupling. We know that the signal scales with gaγγ as S ∝ g2aγγ. One can see the

various regimes of scaling of the filter response with gaγγ in fig. 6.9. From this

fact, we obtain

glimit
aγγ = gfiducialaγγ

(
qref
q

)1/2

, (6.9)

where we set gfiducialaγγ = 10−9GeV−1 and qref = 4. By injecting the signal into the

data and measuring the signal-to-noise returned by the matched filter, one can use

(6.9) to obtain an upper limit on the axion-photon coupling. In fig. 6.11, we show

the upper limit on gaγγ obtained from non-detection of the profiles in the data at

a frequency corresponding to ma = 6.3µeV in the top right panel as a function

of (θ, α). In the top left panel, we show the difference between the maximum and

minimum radiated power for each profile as a function of input (θ, α). Note that

the profiles associated to a large value of ∆dP
dΩ

lead to a smaller limit on gaγγ.

In other words, the simplest metric that measures the amplitude of the time

variation for each profile informs the limit that one obtains from the data. This

is further shown in fig. 6.12, where we identify profiles corresponding to different

regions in the colourmap of glimaγγ, where the limit is strong (blue), the limit is

moderate (green) and finally, where the limit is either extremely weak or doesn’t

exist (yellow) due to the flatness of the profiles. Clearly, one can see that the blue

profiles, that lead to the best limits display maximal time variation, followed by

the green profiles, and finally, the yellow profiles are essentially flat.

In the bottom panel of fig. 6.11, we show glimit
aγγ along the diagonal in the plot

above, where α = θ. Note that there are two regions in which the limit scales

differently as a function of α. As indicated in section 6.2, the flatness of the
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Figure 6.11: LEFT: We show the difference between the maximum and the mini-
mum of the average subtracted profiles, which should correlate with the q values
returned by the filter which in turn correlates with the limit on gaγγ. Note that
the bright spots correspond to geometric configurations that lead to the ‘throat’
regions of the charge distribution (where the emission is large) to be beamed
towards the observer over significant portions of the pulse period. RIGHT: The
corresponding upper limit on gaγγ from the non-detection of any profiles at the
level 2-σ in the data. Note that this corresponds to q = 4. due to the fact that
we are varying (θ, α) to obtain our profile shapes. This is for ma = 6.3µeV.
BOTTOM: We show the limit on the axion coupling along the line α = θ. Note
that the variation in the limit is from varying values of θ, i.e., sampling differ-
ent trajetories in the magnetosphere leading to variation in time-dependence and
hence the inferred limit.
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Figure 6.12: Sample of the profiles from the interpolation routine at various values
of (θ, α) chosen such that one has a subset that is representative of the variation
in shape as a function of these parameters.

profiles at low values of α means that the constraint on the coupling rapidly

increases as α → 0. Using the arguments presented in section 6.4.3, we exclude

values of α < 20◦. Therefore, the limit is then obtained from the supremum of

the set of all coupling values associated with the remaining values of α.
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Figure 6.13: The upper limit on gaγγ at the 95% confidence level on the frequency
channels that survive the cut-off.
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6.6 Summary and conclusion

The resonant conversion of axions to photons in neutron star magnetospheres is

an active area of research, particularly due to the fact that it is complimentary

to direct detection experiments such as the ADMX experiment. This is because

one is able to scan across a large mass range relatively quickly in comparison to

laboratory experiments. Therefore, while the road to a positive detection contains

many challenges, not least of which is that it is very difficult to obtain enough

sensitivity to rule out the benchmark QCD model axions (KSVZ and DFSZ), such

a detection if made could easily be verified by laboratory experiments, potentially

accelerating the experiment.

In this work, we have presented a matched filter technique to analyse radio pulsar

data to search for the resonant axion-photon signal. Recent theoretical develop-

ments in the field have led to a clearer understanding of the shape of the signal

as a function of time/pulsar phase. The crucial point is that one can take advan-

tage of the knowledge of the signal profile when searching for it, optimising the

filter to look for specific profile shapes. We began by summarising our numeri-

cal ray-tracing procedure and results (see [254]). We designed an interpolating

routine that can generate signal profiles for different values of the input param-

eters (ma, θ, α). Our results indicated that the time-dependence in the profiles

generated by our ray-tracing procedure had varying amplitudes of time variation

as a function of the angles (θ, α). This is especially important since most obser-

vational pulsar radio data has the average baseline flux subtracted. Therefore, a

profile that contains little to no time-dependence would be subtracted away by

this procedure.

In order to understand how this would impact our results, we computed the power
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spectra of a subset of our profiles that were representative of the various levels

of time variation in all the profiles. We noted that the amplitude of the power

spectra associated to profiles with significant time variation fell relatively sharply

as a function wavenumber, which implies that the first few modes contain most

of the useful information on the profile shapes. In contrast, the power spectra

of the flat profile was several orders of magnitude lower than the other spectra.

This was confirmed by computing the inverse FFT of the profiles with the modes

associated to large wavenumbers suppressed. We showed that including modes

up n = 3 is sufficient to recover the shape of the profiles modulo small scale

structure, so long as they contain appreciable time variation. More importantly,

this gives one some intuition regarding the expected performance of the matched

filter where one would expect profiles associated to a large difference between the

maximum and minimum flux should be more likely to be detected by the filter,

while a flat profile is practically impossible to detect.

We present our matched filter formalism in section 6.3, which we test out on

simulated data. We generated flux profiles for pulsar parameters for a fiducial

candidate pulsar, B0843+06 in the JBCA pulsar catalogue. This candidate was

identified as a test case mainly due to its proximity to the Earth, but also due

to the fact that the this pulsar was associated to among the largest values of

on-source integration time. We showed that when inserting the signal into a

Gaussian noise vector with a variance identical to the actual radio data from

the JBCA pulsar catalogue, the matched filter is able to successfully infer the

values of the input parameters of the inserted signal, so long as the profile is not

flat.

We then turned towards implementing our matched filter formalism on archival

radio pulsar data from the JBCA catalogue. The data contains pulse-subtracted
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flux-densities across 768 channels in frequency and 1024 channels in phase. The

pulsar data were observed with the 76-m Lovell Telescope at Jodrell Bank Obser-

vatory at a central frequency of 1520 MHz and a nominally useable bandwidth

of 400 MHz, though some portions were excised to remove radio frequency in-

terference (RFI). We excised the frequency channels from the data in which the

standard deviation exceeded the threshold σ = 0.013 Jy. The resulting data

vector was almost identical to a Gaussian distribution, but still had some non-

Gaussian features such as a non-zero kurtosis.

As mentioned before, the time-dependence of the signal is strongly dependent

on the value of (α, θ), more specifically becoming negligibly small in the limit

α → 0. In sec. 6.4.3, we describe the procedure we adopted to obtain a prior

on the α − θ plane, which allowed us to constrain the region α < 20◦ using the

measured value of the pulse-width as well as the dipole geometry of the pulsar

magnetic field.

To search for the signal within the data, we applied the filter formalism to the

data and calculated the distribution of SNR values associated to each profile cor-

responding to all possible values of ma, α, θ. We then repeated this procedure

with a Gaussian noise vector, with the same number of frequency and time chan-

nels. We varied the variance in each frequency channel in the noise vector to

match that measured in the corresponding frequency channel of the data vector.

We obtained statistically equivalent distributions in SNR values when applying

the filter to the data and when applying it to our noise model, indicating that

the signal is absent.

To infer a limit on gaγγ from the absence of a positive detection, we inserted

the signal corresponding to each value of the input parameters into the data

and calculated the SNR value that filter would measure if the signal were to be
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present in the data. From the value of q, we reverse-engineer the limit on the

axion-photon coupling using eq. (6.9).



Chapter 7

Conclusion

In this thesis, we discussed two different ways of tackling the open problem of

the nature of dark matter and dark energy. We began by discussing modifying

the law of gravity (GR) as a way of explaining the observational data without

the need for a cosmological constant. Modified gravity has been parameterised on

linear cosmological scales (where the density contrast is small) using cosmological

perturbation theory. Cosmological surveys in the next decade will produce a mul-

titude of data on non-linear scales. We presented a way of constraining modified

gravity in a model-independent manner using data on non-linear scales.

In chapters 2 and 3, we presented the world’s first model-independent N -body

simulations based on a theoretical framework for examining modified gravity in

a consistent way across all cosmological scales. In these simulations, the modifi-

cations to gravity are encoded in a single parameter often dubbed the effective

gravitational parameter, µ (in GR, µ = 1) as specified in the post-Friedmann for-

malism [83]. Essentially, this parameter represents the strength of gravitational

interactions. µ > 1 signifies that the gravitational force is stronger than that

253
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predicted by GR and vice-versa for µ < 1. While µ can in principle be any gen-

eral function of space and time, as a logical first step, we concentrate on purely

time-dependent modifications to µ (see sec. 2.2 for a detailed discussion on the

usefulness of making this choice as a first step). Essentially, we parametrise mod-

ified gravity by the value of µ in different time bins (see table 2.1 and fig. 2.2).

This is a realisation of the model-independent approach initially put forward

in [83]. We computed the matter power spectrum P (k) from our simulations (see

fig. 3.2), thereby quantifying the effect of modifying µ at different epochs and dif-

ferent duration in redshift. We found that time-dependent modifications to the

strength of gravity induce scale-dependent modifications to P (k). More precisely,

we found that modifying µ at early times, i.e., when the smallest haloes are in

the process of forming induces an excess on non-linear scales on the non-linear

P (k) relative to ΛCDM (when µ > 1, without loss of generality. The opposite

occurs when µ < 1). In contrast, when µ is modified at late times, when largest

haloes form via mergers of smaller haloes, we see an excess on quasi-linear scales

followed by a dip in non-linear scales. We explained that this behaviour is likely

due to a transfer of power due to mergers between smaller haloes that only occur

at late times. We also discussed how one can compute weak-lensing observables

from the measured P (k) in our simulations to probe the full 2-parameter family

of modified gravity (see sec. 2.5). In fig. 2.10 we show the usefulness of modelling

non-linear scales in the weak-lensing convergence power spectrum with respect

to the quantity of data that will be generated in those scales as well as in or-

der to break degeneracies that exist on linear scales between modified gravity

parameters.

We also presented a comparison of the various tools that exist in the literature

today that attempt to predict the effects modifying gravity on the clustering
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of matter on various scales, i.e., the matter power spectrum. These tools are

typically dubbed ‘fitting functions’ in the literature. Designing precise, accurate

and fast fitting functions is very important for the community given the huge

computational expense associated to simulations. A key result was that the halo

model reaction formalism (ReACT) [86] performed significantly better than the

others. We also saw that we can achieve greater accuracy over a larger range os

scales with ReACT relative to our simulations by modifying the concentration-mass

relation (see fig. 2.7 and sec. 3.3). Looking to the future, in order to run a full

Fisher forecast using our pipeline, one requires a fitting function that can predict

P (k) quickly and reliably over most of the relevant parameter space.

In chapter 3, we ran a suite of simulations (see table 3.2) in order to validate

ReACT. We also varied the amplitude concentration-mass relation in order to in-

crease the range of scales over which we achieve 1% accuracy relative to our

simulations, i.e., in order to maximise kfail. In ΛCDM, c(M) has a weak in-

verse dependence on halo mass [209]. This is because at late times, the accretion

of mass only occurs around the outer edges of haloes, outside the scale radius.

Conversely, at early times, the mass accretion is relatively uniform. Since more

massive haloes form at late times, larger haloes are associated with smaller val-

ues of concentration and vice-versa for small haloes. In fig. 3.4, we show that

the amplitude of the concentration-mass relation decreases when µ is modified at

late times, indicating an excess of higher-mass haloes relative to ΛCDM and vice-

versa at high redshift. We develop a procedure to fit the variation of the c(M)

in our simulations by dividing our redshift range into two regimes. We showed

that A is linear in redshift within the high redshift regime. On the other hand,

the redshift dependence in the low redshift regime depends on the value of µ and

the choice of the growth factor associated to the bins, which varies depending on
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the size and location of the bin. In order to predict the general variation of c(M)

for arbitrary µ(z), we plan to run additional simulations with varying D(z) for

constant values of µ.

As mentioned earlier, an important immediate future direction to take is to use

the machinery that we have developed in chapters 2 and 3 to run Fisher forecasts

for a Euclid/LSST-like survey. While such a forecast may not be accurate to

the 1% level, it will provide valuable information on the constraining power of

the experiment as a function of the number of input parameters (such as the

number of redshift bins for µ). Furthermore, such an analysis would provide

valuable insight into the nature of the pixelised µ approach, which will inform

the full time and scale dependent analysis. With improved performance of fitting

functions that are built into the forecast, one can also understand the impact of

incorporating additional effects such as intrinsic alignment of galaxies, baryonic

feedback on the non-linear regime for the first time in the model-independent

context. Such model-independent forecasts will prove to be very useful in the

next decade of data-driven cosmology.

The axion is one of the well-motivated candidates for dark matter [114]. In chap-

ters 4, 5 and 6 we explore the possibility of detecting the axion assuming that it

accounts for the observed ΩCDM of the Universe via its coupling to electromag-

netism gaγγ. Due to the mass range predicted for the CDM axion, the photons

produced lie in the frequency range probed by radio telescopes. There are two

mechanisms by which axions can convert to photons. In chapter 4, we concen-

trate on the spontaneous decay of axions to photons. The characteristic decay

time-scale is of the order of the age of the Universe, which makes any detection at

the level gaγγ < 10−10GeV−1 very difficult. Nevertheless, we show that one can

optimise detection strategies to take advantage of the fact that the spontaneous
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decay is enhanced via stimulated emission by the ambient radio emission at the

galactic centre. In fig. 4.7, we show that one could go beyond the constraints from

the CAST telescope using a 100 m dish such as the Green Bank Telescope.

A lot of recent work has studied the resonant conversion of axions to photons

in neutron star (NS) magnetospheres [145, 147, 153, 256–259]. When the axion

mass ma is equal to the plasma mass of the photon ωpl, the interaction term in

the equations of motion dominate, representing a resonance. In chapter 5, we

showed that one-dimensional probability of conversion of axions to photons is

described by the canonical Landau-Zener relation irrespective of the dispersion

relation of the axion. Crucially, we also showed that the signal is not merely a

spectral line, but is actually Doppler broadened due to the rotation of the neutron

star [258]. It has been shown that the photons thus produced are then lensed as

they traverse through the magnetosphere due to both the plasma and the curved

spacetime associated to the neutron star [153,254,256]. In fig. 6.11, we compute

the constraint on the axion-photon coupling using the VLA data of the galactic

centre magnetar using our ray-tracing formalism. We showed that the previous

constraints which assumed straight-line trajectories most likely over-estimates the

strength of the signal and predicts the incorrect profile as a function of time.

As theoretical modelling of the resonant signal improves, the challenge of search-

ing for the signal through archival or new time-series data becomes apparent. In

particular, the difficulty in resolving the features of the signal in frequency-space

due to bandwidth limitations makes the time-domain analysis more attractive.

Essentially, our approach involves an optimised search for the signal using a filter

that is matched to the results of the ray-tracing code, i.e., the predicted flux

density as a function of the pulsar phase as a template. While there is currently

debate on the amplitude of the time-dependence [256] and the amplitude of the
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probability of conversion [257], we remark that it would be counter-productive to

not at the very least attempt perform a time-domain analysis with our knowledge

of the shapes as a prior.

In chapter 6, we introduce our matched filter analysis to find resonant axion-

photon signals in the time-domain using the ray-tracing simulation output. We

stress that the advantage of indirect detection methods is their broadband nature,

and therefore their usefulness lies in the ability to identify a signal if it does

exist across a wide range in frequency. In section 6.2 we constructed a database

of signals as a function of input parameters (the axion mass ma, the viewing

angle θ and the angle between the magnetic axis and the axis of rotation α) by

interpolating the ray-tracing results. Thus, we have a tool that is able to predict

the signal for arbitrary input parameters. We quantified the time-dependence in

our profiles as a function of (α, θ) and showed the largest modes in frequency

space (see fig. 6.3) are sufficient to reproduce the main features of the profiles

relevant for the matched filter. This gives us valuable intuition on how one can

expect the response of the matched filter to vary in the (α, θ) plane. We used

B0834+06 as a candidate pulsar to test our formalism for which real data was

obtained from the JBCA pulsar catalogue in section 6.4.1. Assuming a dipole

magnetic structure and measurements of the pulse-profile, we imposed theoretical

priors on the parameter space of (θ, α) (see fig. 6.9). We established a constraint

α > 20◦, using which we reverse-engineered an upper limit on gaγγ based on

the non-detection of any signals with q > 3. We particularly stress that this

is a proof-of-principle study and therefore, the importance of the results in the

landscape of the literature needs to judged according to the potential strength of

the technique rather than the constraints derived in this particular instance.

We have shown that it is possible to mine radio pulsar data for the resonant
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axion-photon signal and have described a pipeline that one could implement to

carry out this task. As mentioned earlier, it has been pointed out [256] that the

time-dependence in the signal could be much larger than our current estimates.

This would have a strong bearing on the eventual limit that we are able to set on

gaγγ, since our methodology is more powerful for strongly time-dependent signal

profiles. This represents exciting future prospects in the what could be achieved

from data taken using telescopes like the MeerKat array that are capable of

achieving relatively low noise temperatures.
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[252] Jamie I. Mcdonald and Lúıs B. Ventura. Bending of light in axion back-

grounds. 8 2020.
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.1. CONVERGENCE TESTS FOR SIMULATIONS 303

.1 Convergence Tests for Simulations

We now show that we have achieved the same level of convergence in our modified

gravity simulations. In the left panel of fig. 1, we compute the ratio of the matter

spectrum from ΛCDM simulations with respect to our highest resolution reference

simulation, increasing the particle in steps. The green line denotes the k value at

which the second-highest resolution simulation (5123 particles) disagrees with our

highest resolution (10243 particles) simulation, which is an indicator of the scale

up to which our results are reliable. In the right panel, we show the convergence

of our modified gravity simulations by plotting a ratio of ratios. We evaluate

the ratio of matter power spectra from the simulation with 5123 particles with

the simulation with 10243 particles in both our ΛCDM simulations as well as

our modified gravity simulations. We then plot S512/S1024, and show that they

agree up to the same wavenumber as the left-hand-side panel, again shown by

the green line. The fact that the vertical green line is at an identical wavenumber

on both our panels demonstrates that we have achieved convergence for both our

ΛCDM simulations as well as our modified gravity simulations. Therefore, we

show that our simulations in are insensitive to realisation-dependent effects in

the model parameters up to a wavenumber k ∼ 5hMpc−1 that was validated by

convergence tests as shown in fig. 1.
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Figure 1: Left panel : The ratio of the power spectra as a function of scale, with
each line labelled by the particle number of the simulation they represent. All
simulations have a box size of 250 Mpch−1 comoving. The green vertical line
represents the wavelength at which the ratio of the power spectra deviates at
the level of 1% from the simulations with the best resolution. This panel shows
the level of convergence we obtain in our ΛCDM simulations. Right panel : A
similar procedure was carried out for the modified gravity simulations, but with
a key difference. For each simulation, we calculate the ratio S(k) of the power
spectrum from the simulation to the power spectrum from the ΛCDM simulation.
We then plot the ratio of S(k) computed from simulations with 5123 particles to
simulations with 10243 particles. The green vertical line is plotted at the identical
point as before. Therefore, we show that our modified gravity simulations have
similar convergence both with respect to each other as well as with respect to
our ΛCDM simulations. Note that on linear scales, all the ratios are within 0.5%
of 1, which justifies our choice of µ in each bin. For our production simulations,
we use a particle number of 10243 (with an equally fine mesh) and a box size of
250Mpch−1.
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.2 Linear growth and smoothing

.2.1 The Linear Growth Factor

In the case where we have 2 redshift bins for µ, we have thatDΛCDM(z1)/D
ΛCDM(z2) =

DΛCDM(z2)/D
ΛCDM(z3). Setting z1 = 0 and z3 = 50, we obtain

D(z2)
2 = D(z1)D(z3) , (1)

from which we can compute z2 ≈ 7.01. We follow a similar procedure in the

case where we have 4 bins in redshift. We consider the bin 0 ≤ z ≤ 7.01 as our

reference in the context of choosing the value of µ. We set µ = 1.1 and 0.9, in

this bin, respectively, and compute D(0). For all the other bins, we choose µ

such that the growth factor at z = 0 is identical to the value we computed for

our reference bin. In this way, we obtain the µ values in table 2.1. In order to

confirm that these values of µ indeed correspond to identical growth factors at

z = 0, we implemented our time-dependent formalism into the Boltzmann solver

CLASS as described in [278]. In fig. 2 we show that the relative differences in the

linear power spectra for all the cases in table 2.1 are within 0.5%, in accordance

with the right panel in fig. 1, which shows that our modified CLASS code performs

as expected. Therefore, we run two sets of seven simulations in which µ ̸= 1 in

one, two or four redshift bins, with the matter power spectrum measured from

all the simulations being equal on linear scales at z = 0.

This allows an additional consistency check for our simulations, since the matter

power spectrum at z = 0 for all our simulations should differ from the standard

ΛCDM result by a factor [D(z)]2.
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Figure 2: The relative difference in the linear power spectra at redshift zero to
the reference case (chosen to be the case where µ is constant) from runs of our
modified CLASS code.

.2.2 Smoothing bin-transitions

As mentioned in 2, we implement smoothing between µ values in our redshift

bins, in order to test if the width of the transition between different values of µ

affects our results. We assume that the input to the code includes an array of

values for µ as well as an array of redshifts that denote the bins. We then use a

combination of two error functions given by

E1 = C1erf((zarray[i]− z)/X) + C2 , (2)

E2 = C1erf(−(zarray[i+ 1]− z)/X) + C2 , (3)

where C1, C2 and X are parameters that determine the amplitude, midpoint and

width of the error function, respectively, to determine µ at each redshift. The

iterative variable i is incremented once the current redshift (associated to the

timestep in the code) is lower than the midpoint of the current bin, i.e., when

z < (zarray[i+ 1] + zarray[i]) /2. The constants C1 and C2 are given by

C1 = µarray[i+ 1]− µarray[i]/2 , (4)

C2 = µarray[i+ 1] + µarray[i]/2 , (5)



.2. LINEAR GROWTH AND SMOOTHING 307

The value of µ is given by

µ = E1 if z > zarray[i+ 1]− z[i]/2 , (6)

µ = E2 if z < zarray[i+ 1]− z[i]/2 . (7)

We have chosen the width function X = (1/A) ln(∆zbin) with A being a tolerance

parameter that determines the width of the transition and ∆zbin is the bin-width.

This choice ensures that the width of the transition naturally becomes shorter at

lower redshifts where the growth factor is more sensitive to redshift (where the

timestep in the code is small).
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Figure 3: The plot of the growth factor as a function of redshift in the case where
µ > 1 (left) and µ < 1 (right) at 2.15 ≤ z ≤ 7.01.
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.3 Covariant radiative transport in plasmas

The specific intensity at the point of emission can then be related to that at

detection by using the property

I

n2ω3
= constant , (8)

along rays where n is the refractive index. Hence we have the following rela-

tion

Iobs
n2
obsω

3
obs

=
Iem

n2
emω

3
em

, (9)

where nem and nobs and ωem and ωobs etc. are measured in a coordinate sys-

tem at rest with respect to the star. Combining this relation together with the

definition

Iem(xem,v
a
em) =

1

4π
mav

a
emρDM(xem)Pa→γ(xem,v

a
em) , (10)

for the intensity at emission and using the fact that far from the star nobs ≃ 1 we

arrive at

F =
1

D2

∑
i

(∆b)2

(ni
em)

2
f̃(rem, rs)

ρDM(x
i
em)v

a
emPa→γ

4π
, (11)

We now derive the relation (9). By definition, the phase space distribution for

photons satisfies

F(xi, ki) = dN

dV =
dN

d3xd3k
. (12)

where dN is the number of photons in the phase space volume d3xd3k. Formally,

one must define phase space using a local coordinate system, since the background
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is inhomogeneous [279]. The infinitesimal energy carried by photons frequency

ω = ω(k) is then given by dEω = ωdN . Using the expression (12) for dN , we

arrive at

dEω = ωF(xi, pi)d3k d3x , (13)

We now re-write the momentum phase space element in terms of the refractive

index

n = k/ω, k = |k| . (14)

Firstly we change to spherical coordinates

d3k = k2 dk dΩ(k̂) , (15)

where dΩ(k̂) = sin θkdθkdφk is the solid angle element in momentum space,

defined with respect to some axis. Next we write dk in terms of the refractive

index by using

dk = d(nω) = dω

[
n+ ω

dn

dω

]
. (16)

The final term can be re-written in terms of the group velocity

vg =

[
n+ ω

dn

dω

]−1
. (17)

Putting this together and combining eqs. (13)-(17) we can re-write the momentum

volume element as

d3k =
n2ω2

vg
dω dΩ(k̂) . (18)
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This leads immediately to

dEω =
ω3n2

vg
F(xi, ki) dω dΩ(k̂)d3x . (19)

Finally, we invoke Liouville’s theorem, which states that by definition, the phase

space density F is conserved along geodesics of Hamilton’s equations. Hence we

have

d

dλ
F (x(λ), k(λ)) = 0 , (20)

where λ is the wordline parameter and x(λ), k(λ) satisfy eqs. (5.53) and (5.54).

To understand the power flow through a surface perpendicular to the wordlines,

we introduce coordinates

x =
(
x1⊥, x

2
⊥, x||

)
, (21)

where x1⊥, x
2
⊥ lie in the plane perpendicular to the direction of propagation, cor-

responding to x∥. The surface area element dA = dx1⊥dx
2
⊥. If the group velocity

along the worldline is vg, then we have dx|| = vgdt. In this coordinate system,

the spatial volume element then becomes

d3x→ vgdAdt. (22)

Hence in these coordinates, eq. (19) reads

dEω =
ω3n2

vg
F(xi, ki) dω dΩ(k̂)dAdt . (23)

This allows one to connect the distribution function F to the Poynting flux which
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is the energy per unit time per unit area:

|S| = dE

dAdt
, (24)

The specific intensity is then defined as

I =

∣∣∣∣ dS

dΩdω

∣∣∣∣ , (25)

where dΩ gives the solid angle in the direction of propagation. On comparing

eq. (13) with (25), one obtains that

F =
I

n2ω3
, (26)

and hence form eq. (20) conservation of F along worldlines implies that

I

n2ω3
= constant , (27)

along light rays. Hence we have the following relation between quantities at the

point of emission on the critical surface, and points in the image plane:

Iobs
n2
obsω

3
obs

=
Iem

n2
emω

3
em

, (28)

where ωobs and ωem etc. are measured in fixed (i.e. accelerated rather than freely

falling) frames.
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