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Abstract

With an increasing demand for rich content driving up the need for increased
system capacity, novel transmission techniques are required for future mo-
bile networks. This thesis is motivated by the fact that non-orthogonal mul-
tiple access (NOMA), device-to-device (D2D) communications, and wireless
caching are promising technologies that aid in attaining high data rates with
low latencies. The complementary nature of the three technologies is used to
develop system models which enhance performance metrics such as sum rate
and delivery times. Four novel system models employing the combination
of NOMA, D2D communications and wireless caching have been developed
and evaluated. In the first model, two users utilise the uplink channel to
exchange previously cached content with each other. Results indicate that
this system model significantly outperforms conventional cellular communi-
cations and this gain is further emphasised by the proposed power allocation
solution. The second model has two strong users transmit cached content to
a third weak user and the time slot and power allocation problems are solved
to maximise the sum rates based on minimum rate constraints. Again, nu-
merical simulation results obtained help to illustrate the performance gains
afforded through using the proposed power and time slot allocation as com-
pared with a conventional delivery approach. The third model focuses on
the transmission of cached content during the downlink phase where D2D
transmissions underlay the BS NOMA downlink transmission. Full-duplex
transmissions introduced self-interference (SI) into the system, and the sum
rate maximisation problem was solved subject to minimum rate constraints.
Lower complexity sub-optimal solutions which assume a negligible residual
SI have also been developed to simplify the power allocation process. Simula-
tion results outline the significant performance gains present when the strong
user acts as the D2D transmitter. The final model extends from the underlay
D2D case to solve the delivery time minimisation problem. The total delivery
time is a useful metric to assess the quality of experience and the derivations
to obtain a solution to the optimization problem indicate that the total deliv-
ery time is minimized when the delivery for all files is complete at the same
time.
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Chapter 1

Introduction

It is expected that future wireless communications will demand significantly
increased capacity and data rates as mobile subscriptions continue to increase,
and more users consume increasing amounts of rich content such as video on
demand and multimedia streaming. Total mobile network traffic has been
reported to have reached 100 EB/month in June 2022, and has had a year on
year growth of 39 percent compared with 2021 [1]. In addition to the high
speed traffic, with the explosive growth of the Internet of Things (IoT) and
smart devices which do not necessarily require high data rates; connectivity
and latency will also pose as key challenges for developing wireless commu-
nications due to the limited availability of radio resources [2]. Henceforth, a
wide variety of new technologies are being proposed to tackle the many chal-
lenges that are expected to populate the next generation of communication
networks.

Each new mobile network generation is accompanied by a change in the
way that multiple users access the network. Multiple access technology
defines the protocol in which users are allocated network resources to con-
nect to the base station (BS) as well as each other. Multiple access can be split
into two categories depending on whether the resources are allocated ortho-
gonally, i.e., Orthogonal Multiple Access (OMA), or non-orthogonally with
Non-Orthogonal Multiple Access (NOMA).

The first generation (1G) of mobile communications utilised frequency di-
vision multiple access (FDMA) to enable voice to be transmitted across an
analogue network. The transition into digital communications brought about
by the second generation (2G) mobile networks enabled for the deployment of

19



CHAPTER 1. INTRODUCTION 20

time division multiple access (TDMA) for voice and text services. Code divi-
sion multiple access (CDMA) was introduced in the third generation (3G)
mobile networks to enable access using the same time and frequency re-
sources but, with different codes. 3G initiated the usage of mobile devices
for multimedia content, as it allowed for much higher data rates compared to
those offered by 2G. Orthogonal frequency division multiple access (OFDMA)
paved the way for the fourth generation (4G) systems by mapping different
users to different subcarriers, each spaced out orthogonally in the frequency
spectrum [3].

While the release of the fifth generation (5G) of mobile communications
continued to predominantly use OFDMA, the increasing number of applic-
ations and use cases motivate research into different technologies and archi-
tectures to be used in the forthcoming sixth generation (6G) research. With
limited resources, breaking orthogonality will provide an avenue to cope with
the demands of expected future mobile traffic. With each generation being de-
ployed around the turn of each decade, i.e., 1G deployed in 1980s, 2G around
the start of 1990s, 3G the start of 2000s, 4G deploying 2009, and 5G around
2020; 6G will be expected for release by around 2030 [4]. As a result, technolo-
gies currently at a premature stage will have time to develop and be included
as part of a driving force for 6G.

1.1 Motivation

As 5G systems become more widely adopted, the key focus of research is to
push beyond the existing performance limits as more content centric services
and applications begin to emerge for 6G. On top of conventional multimedia
streaming and downloading such as live and on demand video, or interactive
social media applications, extended reality (XR) applications such as virtual
reality (VR) and augmented reality (AR), and holographic type communic-
ations are expected to become much more widely adopted in the next dec-
ade [5]. These applications will drive up the data rate requirements and 6G
is expected to deliver a user experienced rate of 1Gb/s which is 10 times that
delivered by 5G (100 Mb/s) [6]. In addition to the significant data rate in-
crease, the issue of connectivity must also be addressed due to the multitude
of applications such as the industrial internet, and fully autonomous vehicles.
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The challenges of significantly improved data rates, massive connectivity and
reduced latency can be addressed via technologies such as NOMA, wireless
caching, and device-to-device (D2D) communications.

Non-orthogonal multiple access in the power domain (NOMA) has been
identified as a promising technique which will enhance the system spectral
efficiency by allowing all users to simultaneously utilise available resources.
NOMA employs superposition coding (SC) to transmit a superposed message
to all users using the same time, frequency and code. As a result of this,
NOMA is interference limited and thus, the use of successive interference
cancellation (SIC) at the receivers to minimize and eliminate the effects of
interference is required [7, 8]. The main aim of NOMA is to allow a user
with stronger channel conditions to be served using the same resources as a
user with poorer channel conditions. The signal for the strong user would be
allocated a lower amount of the transmission power which would limit the
interference and also performance degradation for the weak user. Since the
strong user’s signal also degrades when transmitted through the weak user’s
channel, NOMA is much more effective when there is a greater discrepancy
between the users’ channel conditions. When power is allocated properly,
performance degradation for the weak users is not too significant, and thus
NOMA achieves additional throughput by serving more users.

On the other hand, due to the increasing consumption of rich multimedia
content, wireless edge caching provides a solution to address the demands of
high data rates and reduced transmission latency. Wireless caching has risen
as a popular area of research which aims to move requested content closer
to end users in order to lower the latency and reduce network congestion.
Through predicting and storing popular content closer to the end users during
an off-peak period, caching enables users to access requested contents readily
during peak data traffic periods [9]. If requested content can be found in the
cache at the requesting UE, the content can be retrieved immediately, without
having to refer to the BS and the backhaul, thereby eliminating significant
delivery delays. The key benefit of wireless edge caching lies in the fact that
content is closer to the end users so the backhaul links are not bottlenecked
during peak content consumption phases. These advantages of wireless edge
caching help to consolidate it as a key technology to tackle the content centric
future of mobile communications.
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The use of D2D communications presents an additional avenue for content
to be delivered to a requesting user without straining the resources available
at the BS and the backhaul. D2D communications allow for nearby users to
engage in proximity-based services directly without having to go through a
BS [10,11]. By relinquishing the use of the BS, D2D communications allow for
additional users and devices to be served by the BS, thereby increasing the
spectral efficiency of the system. In addition to this, the strong channel gain
between users in proximity can also help to deliver significantly improved
throughput rates as compared with BS transmissions. As the number of mo-
bile subscriptions continue to increase, the denser network topologies present
a major opportunity for D2D communications to create a paradigm shift from
conventional cellular communications.

As summarised above, the three technologies of NOMA, wireless caching,
and D2D communications offer a multitude of benefits which will help tackle
some of the key challenges and requirements set out for the next generation of
mobile communications. This thesis will investigate the combination of these
three technologies and how they complement each other to excel in perform-
ance against existing research. Resource allocation, such as power allocation
and time slot allocation, will be studied to further enhance the system per-
formances of a cache aided D2D NOMA system. Quality-of-Service (QoS),
and Quality-of-Experience (QoE) will be assessed via data rates and content
delivery times throughout this thesis.

1.2 Aims and Objectives

The main aim of this research has been to explore how NOMA, wireless cach-
ing and D2D communications can be utilised to enhance the system perform-
ance over existing works. Predominantly focusing on D2D communications
in a cache aided NOMA network, sum rate maximisation, resource allocation,
and delivery time minimisation problems have been evaluated to assess the
performances of several proposed schemes. As part of this aim, the research
objectives can be expressed as the following:

1. To conduct a deep literature review on existing works on NOMA, cach-
ing and D2D communications to identify any gaps in research, and
therefore enable novel system models to be established.



CHAPTER 1. INTRODUCTION 23

2. To propose and evaluate system models which combine the benefits of
NOMA, caching and D2D communications to operate in the uplink and
the downlink so they can be benchmarked against existing schemes.

3. To investigate the resource allocation problem in order to optimize per-
formance metrics such as sum rate maximisation and delivery time min-
imisation.

4. To derive closed form power allocation solutions and power control al-
gorithms to simplify solving the optimisation problems so that they can
be used more practically.

1.3 Contributions

In this thesis, the combination of NOMA, D2D communications and wireless
caching have been studied to elevate the performance gains as compared with
conventional communications. The key contributions of this thesis can be
summarised alongside the chapters they appear in as follows:

C1 Contributions from Chapter 3.

• Proposed a system model whereby users can exchange cached content
via time division duplexing over an uplink channel to combat the per-
formance degradation when two NOMA users are close together.

• The conditions required to switch between the proposed model and a
conventional downlink NOMA system has been derived to ensure that
a hybrid system is able to fully utilise both D2D and cellular communic-
ations.

• A simple power allocation strategy to further maximize the sum rate of
the proposed system model was also developed. A closed form high
signal to noise ratio approximation to the power allocation solution was
also derived which allowed for the power allocation ratio to be obtained
easily.

C2 Contributions from Chapter 4.
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• A system model which allowed two strong users to transmit directly to
one cell edge user during the uplink was proposed. This was motivated
by the fact that users may not have exclusive caches, but instead have
different sub-files which may be useful to a cell edge user.

• The power allocation and time slot allocation for this extended uplink
case has also been derived to maximize the sum rate performance sub-
ject to minimum rate requirements.

C3 Contributions from Chapter 5.

• A system model which operates in the downlink has been proposed
where full duplex communications is used for the D2D transmissions to
underlay the downlink NOMA transmissions.

• The sum rate maximisation problem is explored and a suboptimal solu-
tion is provided to simplify the search area for the solution compared to
a full search.

• Power allocation solutions for when both user equipments act as the
D2D transmitter have been derived, and a simpler negligible self inter-
ference solution is also presented.

C4 Contributions from Chapter 6.

• As the sum rate does not truly reflect on the service the users and the
system ultimately perceives, the delivery time for the downlink system
model is also studied.

• This problem tackled the objective of minimising the total delivery time,
depending on the amount of cache available at each user equipment.
Power allocation solutions have been derived to determine how best to
minimize the total delivery time.

• Numerical simulation results have helped to demonstrate the superior-
ity of the proposed system by matching the content delivery times as
much as possible to minimize the overall delivery time.
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1.4 Organisation of Thesis

The remainder of this thesis is organised as follows:
Chapter 2 describes the background theories related to the work done

within this PhD and will cover providing an overview on radio propagation
and wireless radio channel modelling. The fundamentals of NOMA, D2D
communications and wireless caching alongside relevant and recent literature
are also reviewed and addressed in this chapter.

Chapter 3 proposes a system model whereby the complementary bene-
fits of cache-aided NOMA and D2D communications are exploited to enable
nearby users to exchange previously cached content utilising the uplink chan-
nels. An analysis is first presented on this system model to identify condi-
tions in which the proposed D2D case outperforms a conventional cache-
aided NOMA system. A power allocation solution is derived, and a hybrid
switching scheme is developed to further enhance the sum rate performance.

Chapter 4 proposes a system model where two stronger users transmit
their uplink data superposed with cached content to the BS and a third weak
user. The sum rate performance for this model is maximized through optim-
ising time slot and power allocation subject to QoS constraints.

Chapter 5 proposes a power allocation solution to maximize the sum rate
for a cache-aided D2D underlaid NOMA system. In this system, two users ex-
change cached content with each other via underlay D2D communications in
alternating time slots. A simplified power allocation strategy is also presented
in this chapter based on a negligible self-interference assumption.

Chapter 6 provides an extension to the system model in Chapter 5 by
studying the delivery time minimization problem which is a more notice-
able performance metric for the system and the end users. A power control
algorithm is derived to minimize the total delivery time based on the propor-
tion of file cached at the transmitting UE.

Finally, concluding remarks on this thesis are summarised in Chapter
7, and a section for any future considerations derived from this research is
presented.
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Chapter 2

Background

2.1 Introduction

This chapter provides an overview on the background concepts used within
this thesis. Wireless channel models are first discussed to provide a rep-
resentation of how a wireless system might be simulated to reflect real life
behaviour. Following this, the concept and fundamentals of power domain
NOMA transmissions are presented, and literature on NOMA research areas
are discussed. An overview on D2D communications and its classification
and advantages are highlighted. Additionally, the basic concept of caching
is also explored in this chapter with further emphasis on the discussions re-
garding the problems of content placement and content delivery. Finally, the
interplay between these technologies and how they have been combined in
literature is introduced, which forms a key motivation for the work within
this thesis.

2.2 Wireless Channel Models

Wireless communications is a major driving force in technological develop-
ments due to its diverse uses and accessibility. Communicating wirelessly
refers to the lack of a physical connection, most notably a wire or electrical
conductor, between multiple communicating end points. Although wireless
communications offer flexible real world usage due to not needing physical
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connections, many considerations must be taken into account in order en-
sure the robustness and reliability of wireless networks. The study of radio
wave propagation and the effects of the channel between a transmitter and
a receiver can help to predict and determine the performance of a partic-
ular communication scheme. Therefore, it is important to identify ways in
which the channel could be modelled to represent the behaviour that would
be expected in reality. These models describe the degradations due to channel
impairments, noise and interference, and they allow for different communica-
tion systems to be evaluated and analysed whilst reflecting real world effects.

Signals travel from a transmitter to a receiver through the propagation of
radio waves from one antenna to the other. The propagation of the radio
waves can take one of three mechanisms: reflection, diffraction and scattering
[12, 13]. Reflection occurs when the radio waves are obstructed by a large
surface, typically with area greater than the wavelength of the radio waves.
Upon hitting a surface, energy of the wave may be absorbed depending on
the properties of the surface, whilst the remainder reflects and changes its
direction of travel.

Diffraction is the phenomenon in which a wave is able to propagate
around the edge of an obstruction. The diffraction effect allows the radio
waves to spread around objects which are impeding the direction of propaga-
tion. Scattering describes the effect where the wave spreads in multiple direc-
tions after colliding with a relatively small object compared to the wavelength.
Unlike reflection where the direction of propagation of the reflected wave is
mainly concentrated in one direction, a scattered wave may propagate in mul-
tiple different directions.

The three propagation mechanisms imply that not only is energy absorbed
every time the wave comes into contact with obstructions, but the direction
of the waves also change, and this leads to multiple arrival paths. In addi-
tion to this, as radio waves radiate outwards from the transmit antenna, the
power flux density of the wave decreases over large distances. This means
that through taking the propagation effects into account, models are required
to represent the multiple arrival paths that each wave takes as well as the loss
in energy of the wave. These effects can be classified into two main categor-
ies: large-scale propagation effects and small-scale propagation effects, each
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dependent on whether the signal amplitude variations occur over large dis-
tances or very short distances respectively. The subsequent subsections will
further describe the large-scale and small-scale propagation effects and the
equations that will help to model them.

2.2.1 Large-Scale Propagation Effects

Large-scale propagation effects are so called because they typically have a
greater impact on the signal power attenuation at large distances from the
transmitter. These effects can be depicted as path-loss and shadowing [12,13].
Path loss describes the decrease in energy of an electromagnetic wave as it
is radiated from a transmit antenna and propagates through a medium. The
greater the distance between the transmitter and the receiver, the greater the
power attenuation of the signal, thereby implying greater path loss. When a
radio wave is emitted from a transmit antenna and propagates along a direct
line-of-sight (LOS) path towards a receive antenna without being obstructed
in space, the channel model can be described using the free space model. The
received power of a signal using the free space model can be represented with
the Friis equation as follows

Pr(d) = PtGtGr

[
λ

4πd

]2

=
PtGtGr

PLfs
, (2.1)

where Pr(d) is the received power of a transmitted signal with transmit power
Pt, transmit and receive antenna gains of Gt and Gr, and a separation distance
of d m between the transmitter and receiver. The free space path-loss repres-
ented by PLfs, which is equivalent to

[
4πd
λ

]2, provides a description into the
attenuation of the received signal power relative to the receiver’s distance
from the transmitter. Friis equation highlights that the received power is pro-
portional to the square of the wavelength of the signal, and inversely propor-
tional to the square of the separation distance. This indicates that the received
power diminishes significantly as the separation between the transmitter and
the receiver increases. Likewise, using higher carrier frequencies (and there-
fore smaller wavelengths), will also significantly reduce the received power
of the signal. Equivalently, the free space path-loss at a distance can also be
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expressed in the dB scale as

PLfs(d) = −20 log10

(
λ

4πd

)
. (2.2)

Free space path-loss implies that there are no obstacles between the trans-
mitter and the receiver. However, this is insufficient to model the channel for
mobile communications in a practical sense due to the obstacles in the sur-
rounding environment and between the transmitter and receiver. The exist-
ence of obstructions in reality indicates that the path-loss should also factor in
the environment of the wireless channel. As a result, empirical measurements
over varying distances, frequency ranges, and local environments have lead
to numerous path-loss models being developed to more accurately predict
the path-loss in certain conditions. An example of this is the Okumura-Hata
model which is suitable for modelling an urban, suburban or rural macrocell,
and is valid for frequencies between 150 MHz and 1500 MHz. The COST231

model extends the Hata model to include frequencies between 1.5 GHz and
2GHz to increase the model’s validity. However, as future wireless commu-
nications continue to deploy smaller cell sizes and higher frequency ranges,
these models will become less applicable. In addition, formulating a model
which can accurately replicate the path-loss of different environments is dif-
ficult, and the models produced are often analytically complex.

Since the models are approximations of the channel, it is much more com-
mon for a simplified path-loss model to be used when analysing and compar-
ing different communication systems. Consequently, (2.2) could be updated
by introducing an additional factor derived from empirical measurements to
describe further attenuations to the signal power depending on the surround-
ings. The updated path-loss model provides an average path-loss value at a
distance and is defined as

PL(d) = −20 log10

(
λ

4πd0

)
+ 10υ log10

(
d

d0

)
, (2.3)

where d0 is a reference distance, typically close to the transmitter such that
free space path-loss could be assumed, and υ is the path-loss exponent used
to describe the propagation environment and dictates how much the signal
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Environment Values of u

Free space 2

In building LOS 1.6 - 1.8

Obstructed in factories 2 - 3

Urban area cellular radio 2.7 - 3.5

Shadowed urban cellular radio 3 - 5

Obstructed in building 4 - 6

Table 2.1: Commonly used path-loss exponents in different environments [13]

power is attenuated relative to the distance. A higher path-loss exponent sig-
nifies greater path-loss and thereby greater received signal power attenuation.
A list of commonly used path-loss exponents can be found in Table 2.1.

Although path-loss provides an indication into the signal power at the
receiver, (2.3) suggests that receivers at the same distance away from a trans-
mitter are impacted by the same path-loss regardless of any obstructions to
the LOS, or the immediate surroundings of the receiver. The area surrounding
a receiver may reflect, scatter, diffract or absorb the radio wave differently and
this could generate variances in the actual path-loss experienced. This effect
is known as shadowing and is often modelled using a log-normal distribution
and appended onto (2.3) to better represent the large-scale propagation effects
of the radio channel. Through the inclusion of shadowing, (2.3) becomes

PL(d) = −20 log10

(
λ

4πd0

)
+ 10υ log10

(
d

d0

)
+Xσ, (2.4)

where Xσ is a random Gaussian distributed variable in dB with zero mean
and standard deviation σ. The model highlighted in (2.4) is used to calculate
the large-scale propagation effects for the simulations performed within this
thesis.

2.2.2 Small-Scale Propagation Effects

Whilst large-scale fading effects describe the signal power variations at large
transmitter to receiver distances, small-scale fading effects symbolise the rapid
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fluctuations in signal power over shorter distances. Small-scale fading can
arise due to many conditions, but can be summarised into two categories
namely time variant channels and multipath fading channels.

In time variant channels, fading occurs due to a non-stationary environ-
ment where the transmitter and/or the receiver may be moving, which results
in the signal being subjected to Doppler spreads. Doppler shifts cause the fre-
quency components of the signal to shift and spread depending on the speed
and direction of movement. A receiver moving towards a transmitter will
experience a positive shift in frequency, whilst a receiver moving away from
a transmitter will observe a decrease in frequency. The amount by which the
frequency components shift is relative to the speed of movement with high
speeds causing a greater Doppler shift. Fading due to the Doppler spread
can be separated into two types, fast fading and slow fading, depending on
whether the channel variations are faster or slower than the baseband signal
variations. Fast fading occurs when the channel fading characteristics change
within a symbol period, therefore different parts of the signal experience dif-
ferent fading effects. A large Doppler spread causes fast fading due to the
frequency components of the signal experiencing large deviations and dis-
persions. Slow fading signifies that a channel response deviates significantly
slower than the symbol period due to a low Doppler spread. Fast fading typ-
ically occurs when users have high mobility, whilst slow fading is more likely
for users with low mobility.

On the other hand, in multipath fading channels, a transmitted signal
takes multiple different arrival paths to reach the receiver, resulting in amp-
litude, phase and time delay variations. As the different paths recombine at
the receiver, the amplitude and phase differences cause the waves to add con-
structively or destructively, thus generating variations in the received signal
power. A power delay profile is used to describe the effects of a multipath
fading channel based on the relative arrival delays of the received signal.
Similar to the time variant channel, fading due to multipath propagation can
be classified into two main types: flat fading and frequency selective fad-
ing. When the signal bandwidth is less than that of the channel coherence
bandwidth - the bandwidth of the part of the channel which has relatively
constant gain and linear phase response - the signal will experience flat fad-
ing. On the contrary, when the signal bandwidth is greater than the channel
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Figure 2.1: Multipath fading classification [13]

coherence bandwidth, the signal will suffer from frequency selective fading
due to different parts being subjected to varying gains and phases. In terms
of the power delay profile, if the symbol period of the signal is less than the
root mean square (RMS) of the delay spread, the signal would experience fre-
quency selective fading; in the contrary case, flat fading would occur. The
different classifications of small-scale fading can be represented as in Fig. 2.1.

Two commonly used small-scale fading channel models are the Rayleigh
fading channel and the Rician fading channel [13]. A Rayleigh fading channel
is typically used to model a communication link with no direct LOS path.
This is based on the assumption that there are an infinite number of inde-
pendent arrival paths from all angles reaching the receiver at the same time,
which results in the in-phase and quadrature phase components of the chan-
nel each following a Gaussian distribution due to the central limit theorem.
The channel gain is therefore represented by the Rayleigh distribution and
can be modelled by taking the envelope of the sum of two independent Gaus-
sian variables with zero mean and the same variance. If however, there is a
dominant LOS path for the signal to travel through, a Rician fading channel
is more applicable instead. The Rician distribution is similar to the Rayleigh
distribution but with an additional absolute component to represent the LOS
path. With small-scale fading effects, a more relevant radio channel can be
modelled to take into account large-scale and small-scale channel gains and
losses. In this thesis, Rayleigh fading is considered when there is no LOS, and
Rician fading is considered when looking at self-interference which is likely
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to have a LOS component between the transmitter and the receiver.

2.2.3 Channel Capacity

The capacity of a channel describes the maximum data rate that can be
achieved with a certain amount of radio resources. The channel capacity is
defined using Shannon’s Capacity Theorem

C = B log2(1 +
Pr
N

), (2.5)

where C is the channel capacity with units bits per second (bps), B is the
bandwidth of the channel, Pr is the received signal power, and N is the noise
present at the receiver. The ratio Pr

N
is referred to as the received signal-to-

noise ratio (SNR).
If interference is present when detecting the received signal, (2.5) can be

updated to

C = B log2(1 +
Pr

I +N
), (2.6)

where I is representative of the interfering power observed at the receiver.
As such, the ratio Pr

I+N
is termed the signal-to-interference and noise ratio

(SINR). Observing (2.6), it is intuitive that having large amounts of interfer-
ence degrades the capacity of the system and thus many systems which are
interference limited, must identify ways to manage the interference.

The capacity is an effective way to compare the performance of a commu-
nication scheme by observing the maximum data rates achievable. Using this,
it is then possible to extrapolate information on the spectral efficiency, energy
efficiency, as well as outage and coverage performances.

2.3 Multiple Access Schemes

Multiple access schemes are employed in communications to divide up avail-
able resources such that multiple users are able access the communication
channels required for communicating with each other. The resources can be
split up in either an orthogonal fashion to prevent or limit interference, or
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through a non-orthogonal process to make the most out of the limited re-
sources. In conventional multiple access schemes, the communication chan-
nels are formed through the division of resources in time, frequency or
code [12].

In the first generation of mobile networks where voice was mainly be-
ing transmitted over an analogue system, frequency division multiple access
(FDMA) was utilised to divide the available bandwidth into distinct frequency
sub-bands; users would then be allocated an exclusive frequency channel
to communicate through. The distinct frequency channels enabled multiple
users to communicate at the same time at the expense of using different fre-
quencies. Guard bands are required to prevent adjacent channel interference
caused by the spectrum spreading from imperfect filters and the Doppler ef-
fect. However, due to the scarcity of frequency spectrum resources, FDMA
has poor system capacity performance.

The Global System for Mobile Communications (GSM) predominantly
used in second generation mobile networks is based on the combination of
FDMA with time division multiple access (TDMA). Contrary to FDMA in
which users communicate at the same time but different frequencies, TDMA
enables users to communicate at different time slots, but using the same fre-
quency. This was made possible due to the move away from analogue com-
munications and towards digital communications. TDMA allowed users to
utilise the entirety of the bandwidth available, thus enhancing system capa-
city compared. Similar to FDMA, a guard period is required in TDMA to
mitigate errors in time synchronisation and prevent interference from users
in adjacent time slots.

Code division multiple access (CDMA) was used in the two prevalent third
generation standards Universal Mobile Telecommunications Service (UMTS)
and CDMA2000. In CDMA, spreading codes are used in spread spectrum
modulation to enable users to communicate using the same time and fre-
quency. The spreading codes can either be orthogonal or non-orthogonal.
Orthogonal spreading codes prevent interference caused by the use of the
same time and frequency, however, these codes are finite and thus can only
support a limited number of users. Non-orthogonal spreading codes can cater
for more users, but the increase in users using the same time and frequency
resources will cause increased interference between all users.
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The fourth generation Long Term Evolution (LTE) makes use of orthogonal
frequency division multiple access (OFDMA) and single carrier frequency di-
vision multiple access (SC-FDMA) to support multi-user downlink and uplink
respectively. In OFDMA, the bandwidth is divided into orthogonal frequency
channels with different users being allocated different sub-carriers. The or-
thogonal sub-carriers allow for interference free transmission. The high peak-
to-average power ratio (PAPR) in OFDMA makes it unsuitable for the uplink
so instead, SC-FDMA maps different parts of the signals frequency spectrum
onto an assigned sub-carrier and achieves a lower PAPR than OFDMA allow-
ing it to be used in the uplink.

The preceding multiple access schemes mentioned are examples of ortho-
gonal multiple access (OMA) whereby user signals can be decoded free from
any interference from other users. Although the efficient usage of the spectral
resources in OFDMA compared with previous multiple access schemes has
meant that it still remains viable for 5G networks, however, due to the finite
orthogonal resources, it is difficult to further maximize the system capacity
when using an OMA scheme. With an accelerating increase in the number of
mobile users and the resulting expected traffic growth, non-orthogonal mul-
tiple access (NOMA) has emerged as a highly attractive area of research for
future mobile networks [7, 8, 14, 15]. NOMA schemes can accommodate a lar-
ger number of users as compared with OMA schemes due to the resources
being allocated non-orthogonally. In NOMA, a controlled level of interference
is introduced due to different users accessing the same system resources such
as time, frequency and code, which improves the spectral efficiency, through-
put, fairness and support for enhanced connectivity. These improvements
come at the expense of additional receiver complexity which is required to
identify and decode the intended signal amidst the interference from other
user signals.

An example in the difference between the spectra of OMA and NOMA can
be illustrated as shown in Fig. 2.2 whereby frequency resources are split up
in OMA but used simultaneously in NOMA. The two prevailing categories of
NOMA research are power domain NOMA and code domain NOMA [3, 16].
Power domain NOMA utilises different transmission powers to superpose
users together meaning that users have access to the same time, frequency
and code resources. Code domain NOMA on the other hand, operates in a
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Figure 2.2: Spectra of OMA and NOMA

similar fashion to CDMA in that the same time-frequency resources can be
used for different transmissions whilst using separate codes. Research into
code domain NOMA mainly comprises of work on low density CDMA (LDS-
CDMA), sparse code multiple access (SCMA), pattern division multiple access
(PDMA) [17]. Code domain NOMA however, will not be within the scope of
this thesis and therefore will not be elaborated upon further.

2.3.1 Concept of Non-Orthogonal Multiple Access

For brevity, NOMA will only refer to power domain category for the re-
mainder of this thesis as it is one of the key focuses in this research. In
a system whereby a user has extremely poor channel conditions, an OMA
scheme would have to allocate most of the resources to this user in order to
attain a certain level quality of service (QoS). However, in NOMA an addi-
tional strong user can be admitted onto the same channel without inhibiting
the weaker user’s performance by a significant amount. As a result, NOMA
users are allowed to make use of the same time and frequency resources by
being allocated certain proportions of the total transmission power relative
to their channel conditions. In NOMA, users with weaker channel gains are
often allocated more power than users with a stronger channel gain in order
to maintain fairness.

With knowledge of the channel state information (CSI), the transmitter
allocates power to each signal accordingly and employs superposition coding
(SC) to multiplex the user signals together. The idea of SC was first proposed
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in [18] as a technique to allow information to be communicated by a single
source to multiple receivers simultaneously. At the transmitter, information
for each receiver is superimposed together, and the superposed message is
then transmitted to all of the receivers using the same time, frequency and
code resources.

At the receiver, the difference in the received signal power levels allows for
successive interference cancellation (SIC) to remove the interference brought
about through the sharing of system resources. Users decode the signal inten-
ded for the weakest user first, whilst treating all other signals as interference.
SIC then allows for the decoded signal to be subtracted from the superposed
message. Subsequent signals are also decoded and subtracted in the same
way under an iterative process until the intended signal is obtained. The pro-
cess of SIC is done in the order of decreasing channel gains, which means
that a user can cancel out the interference from all users with lower channel
gains, but will have to decode their own message by treating the interference
from other users with stronger channel gains as noise. After SIC, the signal
for the user with the highest channel gain - typically the signal allocated with
lowest power - can be decoded free from interference since all other signals
have been cancelled. The order of decreasing channel gains is useful as it
means that the SINR for a UE to cancel out a message with SIC will always be
greater than the SINR of the same message at the weaker user. This indicates
that if the weaker user can decode its signal, then the stronger user will also
be able to apply SIC.

SIC is not exclusive to the downlink (DL), it can also be applied in uplink
(UL) NOMA. A superposed message containing the users’ uplink messages
is received by the BS, however contrary to the DL, the message from the user
with the stronger channel is now decoded first, (assuming that all users trans-
mit with the same power). The stronger channel gain results in the signal
having a higher received power level than the others, and thus it has to be
decoded by treating the weaker users’ UL signals as interference. After sub-
tracting the stronger users’ messages, the UL message of the weakest user can
be decoded interference free.

To illustrate a simplified view of SC and SIC, a superposed message of
two QPSK modulated symbols can be considered. Fig. 2.3 is reflective of a
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Figure 2.3: Example of SC with QPSK symbols

BS using SC to superimpose two individual user signals together in a down-
link NOMA scenario. The magnitude of the vectors are representative of the
different powers allocated to each signal for transmission. Fig. 2.4 correlates
with the process of SIC, typically conducted at the stronger user’s receiver.
Firstly, the weak user’s signal - typically allocated more power - is decoded
whilst treating the other interfering signal as noise. After subtracting the de-
coded signal from the superposed message, the strong user’s signal can then
be decoded free from any interference.

2.3.2 Downlink NOMA

In downlink NOMA, the BS employs SC to transmit a superposed message
containing all user signals, and the individual users aim to decode their in-
tended messages using SIC. Each user is allocated a fraction of the total trans-
mission power available based on the relative channel gains of each user. This
power allocation also dictates the SIC decoding order as the message with
the greatest received SNR must be detected by treating all other message sig-
nals as noise. On the other hand, all other users can use SIC to cancel out



CHAPTER 2. BACKGROUND 40

Figure 2.4: Example of SIC with QPSK symbols

parts of the superposed message to reduce the interference they may experi-
ence. Consider a single cell downlink NOMA system with a central BS and U

single-antenna users indexed by i where i ∈ {1, 2, 3, ..., U}. The BS has a total
transmit power of PBS and has a total bandwidth of B. The user equipments
(UE) are distributed around the BS within the cell and the channel gain of
|hi|2 corresponds to the channel between the BS and UEi, and is sorted in de-
creasing order such that |h1|2 > ... > |hi|2 > |hi+1|2 > ... > |hU |2. By allocating
different powers to each signal and superposing them in the power domain,
the superposed message signal for transmission can be written as:

X =
U∑
i=1

√
PBSαixi, (2.7)

where αi is the power allocation ratio for message xi such that αi ∈ [0, 1]. In
downlink NOMA, more power is conventionally allocated to the signals for
UEs with poorer channel gains in order to combat the greater path loss. Since

|hi|2 > |hi+1|2, power will be allocated such that αi < αi+1, with
U∑
i=1

αi = 1

ensuring that the total transmit power does exceed the power available. It is
worthy to note however, that this order for power allocation is not definitive
and it is possible to allocate more power to the stronger users as long as QoS
constraints can be met [19].

At the receiver, the superposed message passes through the correspond-
ing channel to reach each UE, so the received message at each UE can be
expressed as

Yi = Xhi + ni (2.8)
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Figure 2.5: Downlink NOMA scenario with two users

where hi is the channel coefficient between UEi and the BS, and ni is indicat-
ive of the additive white Gaussian noise (AWGN) with power spectral density
N0 at the receiver of UEi. The usage of SIC allows UEs to decode and cancel
the interference caused by other UEs with weaker channel gains in the super-
posed message. As a result, the message at UEi after SIC can be expressed
as

Ỹi = Yi − hi

(
U∑
j=i

√
PBSαjxj

)
= hi

(
i∑

j=1

√
PBSαjxj

)
+ ni. (2.9)

Based on (2.9), the achievable rate for UEi is then given as

RNOMA
i = B log2

1 +
αiPT |hi|2

i−1∑
j=1

αjPT |hi|2 +BN0

 , (2.10)

where
0∑
j=1

αjPBS |hi|2 = 0.

It is important to highlight that superposing large numbers of users to-
gether increases the amount of interference significantly which increases the
time and complexity for SIC, and as such, research in NOMA primarily fo-
cuses on the case where two users share a sub-channel. Additional pairs
would then be admitted to other sub-channels to form a hybrid OMA and
NOMA scheme.

To highlight the performance gain of NOMA versus conventional OMA,
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the achievable rates for the two user case and the overall capacity of the down-
link NOMA system can be evaluated against the corresponding OMA case.
Fig. 2.5 illustrates a two user downlink NOMA system, and the achievable
rates can be expressed as follows

RNOMA
1 = B log2

(
1 +
|h1|2 PBSα
BN0

)
, (2.11)

RNOMA
2 = B log2

(
1 +

|h2|2 PBS (1− α)

|h2|2 PBSα +BN0

)
, (2.12)

RNOMA
DL = RNOMA

1 +RNOMA
2 =

B log2

(
1 +
|h1|2 PBSα
BN0

)
+B log2

(
1 +

|h2|2 PBS (1− α)

|h2|2 PBSα +BN0

)
, (2.13)

where α is the power allocated to the stronger user. TDMA is illustrative of
the performance of OMA and the corresponding rates for the downlink OMA
case are

ROMA
1 = β ×B log2

(
1 +
|h1|2 PT
BN0

)
, (2.14)

ROMA
2 = (1− β)×B log2

(
1 +
|h2|2 PT
BN0

)
, (2.15)

ROMA
DL = ROMA

1 +ROMA
2 =

β ×B log2

(
1 +
|h1|2 PT
BN0

)
+ (1− β)×B log2

(
1 +
|h2|2 PT
BN0

)
, (2.16)

where β is the proportion of resources allocated to the strong user. By varying
the allocation of resources in both NOMA and OMA, the achievable rate re-
gions of both schemes can be found and compared. Following same paramet-
ers as [7], where B=1 Hz, |h1|

2PT
BN0

=20 dB and |h2|2PT
BN0

=0 dB, α and β are varied
between 0 and 1 to demonstrate the effects of allocating different amounts of
resources to each user. Fig. 2.6 illustrates the achievable rate regions of both
NOMA and OMA by varying the resources available in each scheme; power
allocation in NOMA, and transmission time slot allocation in TDMA-OMA.
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Figure 2.6: Rate region of NOMA and OMA in the downlink

The plot highlights that NOMA is able to achieve a rate region beyond that
of OMA, which implies that the overall sum rate for NOMA is much greater
than OMA under the channel conditions stated. For example in this scen-
ario, a weak user transmission with a rate of 0.7 bps can be accompanied by
a strong user who can achieve more than double the OMA rate when using
NOMA instead. Due to the orthogonality of resources in OMA, allocating a
significant amount of the resources to improve a weak user’s rate will severely
limit the strong user’s rate. In NOMA however, although a large proportion
of power is allocated to the weak user, the simultaneous usage of all available
system resources in conjunction with SIC mitigating some of the interference,
results in greatly improved throughput rates. It must be noted though that
the NOMA improvements over OMA are much more pronounced when the
difference between the channel gains are different, and this is a well known
effect in NOMA studies.

2.3.3 Uplink NOMA

In uplink NOMA, users transmit their UL signals to the BS, which uses SIC to
decode the individual signals. Users are able to make use of the total trans-
mission power available at the UEs without having to divide up the power for
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Figure 2.7: Uplink NOMA scenario with two users

power allocation, assuming they are not transmitting additional information
to other receivers. In contrast to downlink NOMA where the message for the
weakest user cannot make use of SIC, the decoding order for SIC is reversed
in the uplink due to weaker users having a lower channel gain and therefore
a lower received SINR at the BS. The received signal at the BS can be written
as

YBS =
U∑
i=1

√
PUExihi + nBS. (2.17)

Since UE1 is the closest to the BS and has the highest channel gain, the BS
must decode x1 with the presence of interference from all of the other UL
signals. After applying SIC and cancelling out x1, x2 can then be decoded
and cancelled. This process is repeated until the BS fully decodes all U uplink
signals. The achievable rates for each uplink signal can be expressed as

RNOMA
i = B log2

1 +
|hi|2 PUE

U∑
j=i+1

|hj|2 PUE +BN0

 . (2.18)

Again, to highlight the performance of NOMA against OMA, a two user
uplink NOMA system can be considered. Similar to the downlink NOMA
case, the rate equations can provide an insight into the achievable rate regions
of NOMA in the uplink as illustrated in Fig. 2.7. The two rates at the BS can
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be expressed as

RNOMA
1 = B log2

(
1 +

|h1|2 PUE
|h2|2 PUE +BN0

)
, (2.19)

RNOMA
2 = B log2

(
1 +
|h2|2 PUE
BN0

)
. (2.20)

The sum rate for uplink NOMA is

RNOMA
UL = B log2

(
1 +

(
|h1|2 + |h2|2

)
PUE

BN0

)
, (2.21)

and it is possible to see that the sum rate is not dependent on the uplink SIC
decoding order.

In the OMA case, the equivalent rates for each user are

ROMA
1 = β ×B log2

(
1 +
|h1|2 PUE
β ×BN0

)
, (2.22)

ROMA
2 = (1− β)×B log2

(
1 +

|h2|2 PT
(1− β)BN0

)
. (2.23)

Under the same parameters as the NOMA downlink case, Fig. 2.8 illus-
trates the achievable rate regions of NOMA and OMA. Once again, NOMA
is shown to obtain better performance for both users within the conditions
stated, regardless of the resources allocated to each user. Based on Fig. 2.6
and Fig. 2.8, NOMA is able to provide better throughputs for both users, as
well as a better fairness as compared with OMA in both the DL and the UL.
Note that these channel conditions are for illustrative purposes only, and that
in some cases, i.e. when both users have extremely low channel gains, it may
be better to transmit using OMA.

2.4 Challenges in NOMA Systems

NOMA is a highly popular area of research due to its promising attributes as
compared to existing multiple access schemes. Literature on NOMA has pre-
dominantly focused on power allocation and user grouping, and also pairing



CHAPTER 2. BACKGROUND 46

0 1 2 3 4 5 6 7

Rate of strong user (bps)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

R
at

e 
of

 w
ea

k 
us

er
 (

bp
s)

NOMA
OMA

6.56 6.58 6.6 6.62 6.64 6.66
0

0.02

0.04

0.06

0.08

Figure 2.8: Rate region of NOMA and OMA in the uplink

NOMA with other promising technologies [8, 14, 16]. The subsequent sub-
sections will review some of the existing literature on NOMA to help high-
light its advantages and research directions.

2.4.1 Power Allocation

NOMA is an interference limited scheme where the weaker users have to de-
code their signals with the presence of interference from stronger users. Since
NOMA operates in the power domain where user signals are differentiated
based on the amount of power allocated to them, power allocation is one way
to manage this interference. From (2.10), it is evident that the power alloc-
ated to one signal has a direct effect on all other user signals. To increase
the rate of a user in NOMA, more power should be allocated to that user’s
signal. However, it is also possible to increase the rate of a user by lowering
the power of the interfering signals, although this will reduce the rates for
those corresponding users. Power allocation is therefore heavily involved in
NOMA studies and optimisation problems.

The simplest method to allocate power is known as fixed power allocation
(FPA), where the strong user is always allocated a specific proportion of the
power, and the weak user is allocated the remainder of the power [20]. The
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weak user is usually allocated more of the transmit power to combat the ad-
ditional path loss, and this also helps to ensure that the interference from the
strong user does not cause a significant performance degradation. The merit
of FPA is that it is of low complexity, and power will be allocated regardless
of whether there is perfect CSI available. The motivation behind power alloca-
tion is to improve the system performance whilst accounting for most channel
conditions. However, due to the static nature of FPA, its average performance
is poorer as it is unable to adapt the power allocation to different channel
gains. Nonetheless, FPA is still a good representation of power allocation in
NOMA in that it provides distinct power levels to different signals.

Fractional transmit power allocation (FTPA) is a simple approach in vary-
ing the amount of transmission power based on the relative channel gains of
the users [20]. Using a decay factor, αFTPA, the power allocated to user i can
be calculated as follows

Pi = PT ×
(
|hi|2

)−αFTPA
N∑
j=1

(
|hj|2

)−αFTPA . (2.24)

The decay constant is predetermined and lies in the range 0 ≤ αFTPA ≤ 1

which ensures that more power will always be allocated to the user with a
weaker channel gain. When αFTPA is zero, both users are allocated equal
power, and increasing αFTPA indicates that more power is allocated to the
weaker channel. Since FPTA is a dynamic approach to power allocation, re-
liable CSI is required so that the users are aware of the powers allocated to
their respective signals.

Higher complexity power allocation approaches offer better performance,
and as such are frequently covered in literature. For instance, the authors
in [21] develop a dynamic power allocation scheme, D-NOMA, which is able
to flexibly guarantee the QoS of different users in the downlink and uplink.
The proposed scheme is able to vary a factor which allows it to either prioritise
fairness, or system throughput. Analytical and simulation results also present
the performance gain of the scheme over FPA and OMA.

The authors in [22] have developed two sub-optimal power allocation
schemes which have close to optimum sum rate performance, but at reduced
complexity. The proposed equal resource block power allocation and average
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channel based power allocation schemes utilise a proportional rate constraint
to allocate power dynamically to each user within resource blocks. The sum
rate performance is compared with OMA and other lower complexity power
allocation schemes such as FTPA to highlight the improvements afforded by
slightly increased complexity. A hybrid multiple access scheme was also
presented which allocated a mixture of orthogonal and non-orthogonal re-
source blocks to maximize the performance in varying channel conditions.

In [23], the authors propose a power allocation approach to maintain a
level of fairness in a multi-user NOMA system. Power is allocated such that
users would always achieve a rate which is lower bounded by the rate achiev-
able using OMA. The derived outage probabilities also help illustrate the per-
formance gain of the fair NOMA approach as compared with OMA.

In uplink NOMA, research has also involved a large amount of power
control and allocation in order to obtain distinct power levels to aid detection.
The authors in [24] evaluated uplink NOMA and showed that it is able to
improve the spectral efficiency and fairness of the system. The outage per-
formance of uplink NOMA was considered in [25] to analyse a power control
scheme which enables to the BS to detect the different signal power levels.
In uplink NOMA, Power allocation to guarantee a level of QoS is studied
in [21], whilst the authors in [26] aim to maximize the overall throughput
using power allocation.

2.4.2 User Grouping

The performance gain in NOMA is derived from the multiplexing gain from
having multiple users share the same resources. However, the way in which
users are grouped together to perform NOMA dictate the performance gains
of the system. For example, a NOMA system where two users have similar
channel gains would perform very differently to a NOMA system where the
users have very different channel gains.

The effects of user pairing are studied in [27], where the probability of
NOMA performing poorer in terms of capacity than OMA is analysed with
different user pairing configurations. When using fixed power allocation
NOMA, it is more beneficial to pair users with distinct channel gains together
as opposed to pairing users with similar channel gains. This performance
gain arises due to the interference from the strong user also being degraded
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through the poorer channel gain of the weak user. A cognitive radio based
NOMA (CR-NOMA) is also introduced and it is found that when consider-
ing QoS constraints, it is more beneficial to pair two users with high channel
gains together. This phenomenon derives itself from the fact that a user with
stronger channel gain requires less power to meet its QoS requirement, so
more of the remaining power could be allocated to the other user.

In [28], the authors jointly optimized the user pairing and power allocation
of a two user downlink NOMA system in order to maximize the sum rate
subject to minimum rate constraints. The derivations and results indicated
that for an even number group of users, the sum rate will be maximized
when the strongest user is paired with the weakest user, and then the second
strongest user is paired with the second weakest user, etc. until all users have
been paired. This is significant as it highlights the performance gain for a
group of users is dictated by the way in which users are paired together.

Matching theory is often used in NOMA sub-channel assignment to group
or pair up users to perform NOMA [29–31]. Using matching theory, the users
and sub-channels can be modelled as matching structures to determine effect-
ive pairings between users and sub-channels. A one-to-one matching problem
is formulated in [29] to optimize the system sum rate performance through
the pairing of users in CR-NOMA. Strong users are paired with weak users
such that both users can obtain the targeted rates, whilst also maximising
the throughput. The authors in [30] provide an insight into a many-to-many
matching scheme whereby users are assigned sub-channels to use and share.
A low complexity algorithm was developed with results highlighting the su-
perior performance of the scheme as compared with OMA.

2.4.3 Other NOMA Research Areas

Cooperative NOMA is another prominent area of research in NOMA due to
the presence of redundant information at the strong user. This is due to the
additional knowledge of the other users’ information as a result of SIC at the
strong user’s receiver. This information can be exploited by cooperative com-
munications so the weak user is able to gain a more reliable representation of
its signal, and is a major reason why D2D cooperative NOMA is popular in
literature.

The use of dedicated relays is also more efficient in NOMA than OMA.
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Consider the case where two users at the cell edge require a piece of informa-
tion. In OMA, four timeslots are required, one for each signal from the BS to
the relay, and one for each signal from relay to the users. In NOMA however,
only two timeslots are required since each transmission superposes the two
messages together, so one slot for the DL transmission from BS to relay, and
one for transmission from relay to the two users.

The application of NOMA to multiple-input and multiple-output (MIMO)
schemes has also attracted a lot of interest in research [32–34]. The authors
in [32] developed a scheme to decompose a MIMO-NOMA system into mul-
tiple single-input and single-output (SISO) NOMA channels to evaluate its
performance. The maximisation of the ergodic sum rate in MIMO-NOMA
with power and rate constraints in evaluated in [33]. Additionally, the effects
of power allocation and user pairing to further improve the performance gain
of MIMO-NOMA is explored in [34].

As a result of NOMA often requiring good CSI to allocate power and de-
code user signals, the subject of imperfect CSI is often discussed. The authors
in [35] assess the effects of partial and imperfect CSI on the outage probab-
ility and found that at low SNR, NOMA with partial CSI is able to achieve
performance close to perfect CSI. The investigation of imperfect CSI on the
energy efficiency is conducted in [36] to obtain a resource allocation and user
scheduling scheme. To reduce the effect of imperfect CSI, the authors of [37]
analysed the outage performance of cooperative NOMA using amplify and
forward, instead of decode and forward, to prevent propagation errors due to
imperfect CSI.

2.5 Device-to-Device Communications

As highlighted previously, the expected increase in mobile traffic is brought
about through the abundant and increasing consumption of rich-content and
services requiring high data rates, as well as increased connectivity. Due
to the centralised topology of conventional communications, connectivity is
limited by the number of concurrent connections to a BS, and thus commu-
nication through a BS will be severely impacted when congestion is high [38].
This is further emphasised when there are locations and events in which a
large number of users are expected to be connected to the network at the
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Figure 2.9: Coexistence of D2D and Cellular users in a cell

same time such as in concerts, shopping centres, and major sports events. In
addition, it is also becoming much more common for people to own or have
access to the internet on multiple devices, and as a result, the conventional
cellular system may find it more difficult to serve all these users and devices
simultaneously. A promising solution that has been studied to tackle these
challenges is Device-to-device (D2D) communications [39].

D2D is a technology which allows users in close proximity to communic-
ate directly with each other, bypassing the need for information to traverse
through a BS [10, 40, 41]. In doing so, D2D helps to alleviate the traffic which
allows the BS to serve other users. The coexistence of D2D users within a cel-
lular system can be illustrated as shown in Fig. 2.9 where the arrows repres-
ent the communication link for the transmission or exchange of information
between users. With the adoption of D2D, users will be able to operate in
strictly D2D mode, cellular mode, or a mixture of the two depending either
on what is required or what is more beneficial.

As highlighted in [42], D2D communications provide four main types of
gains when supported by a cellular infrastructure :

1. Proximity gain - the short distances between devices means that the
channel gains for D2D links are typically greater than the channel gains
between the users and the BS. This enables D2D communications to
operate with lower transmission power whilst increasing throughput
and reducing transmission delays.
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2. Hop gain - D2D communications operate directly between users so it
only uses a single link as compared to using uplink and then downlink
resources when communicating through a BS.

3. Reuse gain - cellular resources can be reused for D2D communications,
and the shorter D2D links also allow for resources to be reused more
often.

4. Mode selection gain - an additional degree of freedom is introduced by
D2D communications which allows users to operate in either cellular
mode or D2D mode to reap the benefits of the more suitable mode.

Besides providing these four gains, D2D communications also enable many
services and applications which may be useful for future wireless communic-
ations. The use cases for D2D have developed significantly from early works
which originally proposed for devices to work as relays to improve through-
put via multi hop D2D communications [43]. As mobile devices continue to
become more staple to the daily lives of users, the possible use cases of D2D
will also continue to grow.

Adopting D2D communications can provide opportunities for the follow-
ing: traffic offloading, useful to relinquish the BS to serve other users and
tasks when users are in close proximity; provision of emergency services
when there is no network coverage due to damaged infrastructure; exten-
sion of coverage, by allowing a strong user to relay information to a cell
edge user using cooperative communications; reliable health monitoring us-
ing short range devices which connect to a mobile device to access the in-
ternet; mobile tracking and positioning, accurately locating devices based on
proximity to other devices; data dissemination, where targetted social aware
content can be delivered to specific groups of users [44]. On top of these cases,
D2D communications will also be able to help expedite further peer-to-peer
applications involving users in proximity [45].

While D2D communications offer a plethora of benefits, it must also be
noted that these are not without constraints. For practical deployments, it is
important for UEs to have accurate channel state information, and this will
most likely be obtained from the BS. The governance on pairing and selecting
D2D transmitters will also require additional overheads. Further involvement
from the network may also be required to ensure that interference is managed
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properly to ensure all users can achieve a certain level of QoS. As this thesis
does not consider some of these additional overheads, it must be noted that
practical performance gains due to the use of D2D may not be as significant
as those illustrated in simulation results.

2.5.1 D2D Classifications

Based on how the spectral resources are allocated for the D2D operations,
D2D can be divided into two categories; outband D2D and inband D2D.
Bluetooth and WiFi are both examples of D2D technology that have been
used for devices to communicate directly with each other, they utilise sep-
arate resources in the unlicensed spectrum; this is known as outband D2D.
Outband D2D can be further designated one of two subcategories depending
on whether the BS helps to coordinate the communication or not: controlled
outband D2D and autonomous outband D2D. Due to separate spectrum re-
sources, cellular and D2D users do not cause interference to each other, how-
ever, the uncontrolled nature of the unlicensed spectrum may result in diffi-
culties with managing levels of QoS [46].

On the other hand, when the licensed spectrum is opened up for use by
both cellular and D2D users, this is called inband D2D. The greater control
over the licensed spectrum means that inband D2D is much more suitable
for controlling the QoS than outband D2D, and as a result, this thesis will
primarily focus on inband D2D.

Inband D2D was first introduced in mobile communications as a study
item for 4G in 3GPP Release 12, under Proximity-Based Services (ProSe),
which consisted of D2D discovery and D2D communications for public safety
applications [38]. In 5G systems and specifications, ProSe enhancements and
use cases has continued to be highlighted as part of the latest 3GPP Re-
lease [47]. Similar to outband D2D, inband D2D can also be further divided
into two subcategories: underlay and overlay D2D. In underlay D2D, cellular
and D2D users operate using the same spectrum resources. The sharing of
the spectrum resources can introduce co-channel interference to both the D2D
and cellular users, however, this helps to provide improved spectral efficiency.
On the other hand, overlay D2D splits the cellular spectrum up so that D2D
and cellular users have access to different resources and hence interference is
mitigated at the expense of lower spectral efficiency. Relevant research into
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underlay and overlay D2D will be subsequently explored further.

2.5.1.1 Underlay D2D

In underlay D2D, due to the short distance of D2D links, network resources
are able to be reused more often, thereby increasing the spectral efficiency.
The sharing of spectrum resources in underlay D2D indicates that it is im-
perative for D2D transmissions to maintain a low level of interference so as
to not cause significant degradations to quality of service (QoS) of cellular
users. Research into underlay D2D is thus primarily focused on interference
minimisation and mitigation.

Different methods to deal with or prevent co-channel interference between
cellular and D2D users have been frequently studied [48–50]. A minimum
interference threshold derived from channel estimations of downlink control
signals from the BS is suggested in [48] to prevent D2D transmissions from
causing too much interference to cellular users. Since the authors propose
D2D to be scheduled for the uplink, this is a preventative measure to restrict
D2D transmissions that would cause interference at the BS.

In [49], it was suggested that D2D users monitor the resource block alloc-
ation information to avoid using the same resource block as a nearby cellular
user if the co-channel interference exceed an acceptable amount. The scheme
ensures that D2D users are aware of which resources are available for use and
prevent causing high co-channel interference.

The authors in [50] aimed at addressing the near-far problem of cellular
users transmitting at high powers to the BS, which could cause significant
interference to D2D users. They proposed an additional control channel for
D2D communications in which cellular users would monitor the SINR of the
D2D users. The cellular users would update the BS on whether the SINRs
are within a certain threshold, and the BS would then be able to determine
whether to use different resources, or to allow cellular communications to use
the same resources as the D2D users.

The sharing of spectral resources between cellular users and underlay D2D
users is investigated in [51]. The authors proposed that D2D users may only
be admitted if a minimum D2D SINR can be reached without interference to
the cellular users exceeding a certain threshold. Power control and resource
allocation are then applied to maximize the throughput of the underlaid D2D
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network.
In summary underlay D2D is extremely useful in enhancing the spectrum

efficiency of a system as it allows D2D users to also make use of cellular
resources. Research in underlay D2D primarily focuses on developing inter-
ference mitigation techniques to prevent or manage co-channel interference
via power control limited admission onto the network.

2.5.1.2 Overlay D2D

In overlay D2D, cellular users and D2D users have access to different parts of
the licensed spectrum. As such, there is no interference between D2D and cel-
lular users so co-channel interference mitigation techniques have less impact.
Instead, research in overlay D2D focuses on how to divide the resources up
between D2D and cellular users to obtain certain QoS levels.

Overlay D2D is shown to provide improvements to not only D2D users,
but also has positive impacts on the rates of cellular users [52]. The authors re-
marked that this effect is due to the offloading of traffic from the BS, therefore
allowing the BS to serve cellular users more effectively. On the other hand,
the D2D users benefit due to having dedicated resources, thus removing the
problem of co-channel interference.

The use of overlaid D2D users as relays was proposed in [53]. The authors
developed a protocol to allocate a greater portion of the cellular spectrum to
D2D users if the BS to cellular user link is weak. The D2D users would be
able to communicate with each other directly, but would also be able to relay
information between the BS and the cellular user if needed.

Relaying using overlaid D2D users is also studied in [54], where the au-
thors analysed the trade-off of transmit power and spectrum resources for
D2D users relaying information. The energy efficiency is evaluated to ob-
serve the optimal allocation of spectrum resources for D2D users based on
the transmit power they have available to relay information.

To summarise, although overlay D2D has a lower spectral efficiency as
compared with underlay D2D due to dedicated resources being required, it
is still able to provide many improvements to conventional cellular commu-
nications through the effective use of resource allocation. This is particularly
useful for offloading the cellular traffic in certain channels to allow for system
wide performance improvements.
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2.6 Caching

As communication networks become increasingly more content centric, con-
tent such as viral information and video streaming, is often reused and re-
quested by multiple users. The introduction of caching technology helps to
exploit the recurring requests for the same content [55]. Caching refers to the
storage of information at a local accessible memory location which could then
be readily called upon when requested. If users request for content which has
been cached locally, they can be served directly with the cache, thus prevent-
ing the need for content to be fetched from the backhaul of the network [56].
Delivering the same content from the backhaul to a large number of users
could generate a bottleneck and therefore increase the delay of transmissions.
Caching, in essence, predicts the content that would be requested, and brings
it closer to the users and aids fulfilling requests more efficiently. In addition
to reducing delays, caching is also able to provide improvements on spectral
efficiency and energy efficiency. These effects arise due to it no longer being
necessary for reusable content to traverse from backhaul to fronthaul every
time it is requested if it can be found in a local cache. Caching studies consist
of two major phases; content placement and content delivery [57]. These two
topics address where cache should be stored and how to deliver them to the
end users.

2.6.1 Content placement

Content is loaded into local cache storages during the content placement
phase, which is typically done during off peak times. During off peak peri-
ods, there is an abundance of available system resources which can be used
to push the content into local cache storages without inhibiting the network
performance. The preloading of cache then allows users to be served by the
cached content in a quicker manner during periods of peak traffic. In content
placement, research is mainly concerned with statistical analysis on where
to effectively place content and how much content can be cached. Consid-
erations on memory size as well as identifying content popularity define the
main challenges of content placement in caching studies [58–60]. A key metric
in quantifying the performance of content placement studies is the cache-hit
probability. The cache-hit probability indicates the probability that a user can
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be served from a local cache instead of requesting through the backhaul. As
a result, the cache-hit probability can be increased by accurately predicting
the content, or having a large enough cache memory size to store more con-
tent [61].

The caching of content could occur at the UEs, at local content servers or
access points, or at the BS for a cell. The performances of caching in small
cell BSs (SBS) and caching at the UEs are both explored in [62, 63]. In [62],
the authors remarked that although SBS and UEs have finite memory, which
limits the performance gains of wireless caching, they provide increased local
caching gains as compared with higher level entities such as macro BSs. The
cache is available more locally which helps to reduce the cost of energy and
bandwidth consumption. The authors in [63] identified that user density and
content popularity distribution heavily influenced whether caching at UEs or
SBS offered better performance. Though a SBS is expected to have a greater
cache capacity than UEs, as user density increases, D2D communications be-
come more viable and there will be more D2D links to obtain content. The
consensus is that it is more beneficial for content to be cached at lower levels
of the network, like SBSs or UEs, than at the higher levels as it reduces the
distance between the users and their requests.

The use of proactive caching is studied in [56], where the authors sug-
gest caching content based on popularity and correlation between user usage.
Content based on popularity can be predicted and cached during off peak
periods. Popular contents are more likely to be reused so it is much more be-
neficial to store these contents in the cache to allow users to be served locally.
On the other hand, there could also exist correlations in file access between
multiple users. This means that if one user has recently accessed certain con-
tent, it is also possible that nearby users might request similar or the same
content afterwards. Both of these techniques can aid in identifying which
files to store in the cache and improve the cache hit probability.

Caching at the UE presents an opportunity for users to access requested
content immediately if found on the device. With popular files often being
requested by multiple users, even if a requested file cannot be found on the
local device, it is likely that a nearby UE might have the file in its cache [64].
In [65], it was highlighted that caching video content cooperatively among
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users does not only enhance the user experience, but also the network per-
formance. Furthermore, a group of nearby UEs each caching different files
also increases the likelihood for requested content to be found in a nearby
cache. This enables UEs to access requested content either from their own
cache, or to acquire it via D2D communications which could minimize the
overall spatial proximity between the content and the user as compared with
cellular communications.

2.6.2 Content Delivery

Content delivery refers to the techniques used to deliver the content either
from the backhaul or the local cache storage to the users [66]. Typically, if
users can find the requested file in the UE cache, then there is no need for the
file to be loaded from the backhaul. If the file is stored at a local cache such as
at the BS, or at other UEs, then cellular transmission or D2D communications
could be employed. If however, the file cannot be found in the local cache,
then the file must be loaded from the backhaul and then transmitted from the
BS to the user. In any case, considerations must be taken to deliver the files
effectively.

For example, if content is cached at multiple BSs, the requested files could
be transmitted to users by the different BSs which currently have the file
cached [67]. The authors suggested that it is possible for the BSs to commu-
nicate with each other to deliver the cache content rather than fetching from
the backhaul. This helps to alleviate any loading issues from the backaul to
the fronthaul. The nature of this scheme also enables cooperative communic-
ations as BSs with the same cache can both transmit to the user.

In [68], the authors suggested that a centralised UE within the coverage of
a fog access point should help cache content for other nearby users. The UE
is chosen based on its ability to cache content and its willingness to distribute
the content. D2D communications has been identified to be particularly adept
at forwarding information, particularly in close social proximity.

The use of coded caching is highlighted in [9, 69]. The authors in [69]
proposed the use of D2D communications to distribute the coded cache con-
tent. They studied the cases where cache is stored deterministically, UEs each
cache specific parts of content, or randomly, UEs cache without knowledge of
others. D2D communications allow users to exchange content with each other
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and obtain the required content through the coded cache. On the other hand,
in [9], the clustering of D2D users is proposed to exchange cached content.
When users make a request, they observe within their clusters to see whether
their file has been cached by other users in the cluster. If files have not been
cached, then the BS intervenes to transmit the file to the user. If a different
user within the cluster has the file cached, then single-hop and multi-hop D2D
communications would be employed in a TDMA manner with each user hav-
ing a time slot to obtain their requested files from another D2D user within
the cluster.

The authors in [70] propose the use of coded multicasting for users to
obtain the full information of cached files. By first caching different subfiles at
each UE, when multiple users request different files, the BS can multicast the
remaining coded subfiles to all requesting users. As a result of having access
to the subfiles, a user is able to decode and recover their own requested signal.
An example of this is illustrated in Fig 2.10, where one user caches subfiles A1

and B1 whilst the other caches A2 and B2. Depending on the coded multicast
signal, both users are able to decode and obtain file A or file B effectively.

2.7 Interplay Between NOMA, D2D and Wireless

Caching

2.7.1 NOMA Assisted D2D

D2D communications and NOMA are both effective techniques to enhance
the system spectral efficiency over conventional wireless technologies. As a
result of this, the application of one scheme to the other will help to maximize
the benefits of the two schemes.

NOMA principles are introduced to D2D in [71–73] to maximize the sum
rate of D2D groups. Instead of being limited to D2D pairings, user clustering
and power allocation allow for D2D users to employ NOMA to communicate
with multiple other D2D users simultaneously. The authors in [71] introduces
SINR constraints to maximize the sum rate, whilst [73] uses matching theory
to allocate transmission power and sub-channels.

The authors in [74] studied multiple D2D pairs sharing the same spectral
resources as one uplink cellular user. The D2D transmissions are categorized
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Figure 2.10: Example of coded multicasting with caching [70]

as operating in either interlay or underlay mode. Interlay mode implies that
the received SNR for the D2D transmitter is greater than the received SNR for
the cellular user’s uplink signal so SIC can be applied to cancel out the D2D
signal from the superposed NOMA message at the BS. Underlay on the other
hand assumes that the received SNR for the D2D transmission at the BS is
lower than that of the cellular user’s uplink signal so SIC cannot be applied.
A graph theory based algorithm was developed to select between the interlay
and underlay modes, and power control was studied to optimize the sum rate
of the system. It was shown that the spectral efficiency and also D2D rates
were significantly enhanced when using interlay D2D.

In [75], the authors propose a traffic offloading scheme which works in
both the licensed and unlicensed spectrum. The D2D users are able to trans-
mit to multiple users using NOMA in the licensed spectrum, with the aim of
maximising the capacity of the network. The application of NOMA to D2D
enables the spectrum efficiency of the D2D networks to be maximized.

Since NOMA can make use of SIC, underlaid D2D users can exploit this
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feature to manage the co-channel interference. Through prioritising cellu-
lar traffic, SINR and QoS constraints can be introduced to maintain a SIC
decoding order to cancel co-channel interference. As a result of this, the op-
timisation problems of minimising transmission power, [76], and maximising
D2D sum rate, [77], could be addressed.

2.7.2 D2D Cooperative NOMA

In cooperative D2D communications, the strong user would act as a relay to
forward information to a weaker user at the cell edge [44, 78]. Convention-
ally, this requires the BS to transmit a copy of the information to the strong
user relay, which would then be forwarded to the weaker user. In NOMA, a
superposed message consisting of information for both users is transmitted
by the BS in the downlink. The user with the stronger channel gain employs
SIC to obtain an interference free version of its own signal. This leaves the
strong user with a replica of the weak user’s signal, which is redundant un-
der normal NOMA operations. The replica signal can be transmitted from the
strong user to the weak user via D2D communications to improve coverage
without the need of dedicated relays [79–81]. Fig.2.11 illustrates an example
of cooperative NOMA where the BS firstly transmits a superposed message
to both users; the strong user performs SIC to obtain its own signal, and
then transmits the weak user signal obtained in the SIC process to the weak
user. By having multiple copies of the same information available at the weak
user’s receiver, spatial diversity can be exploited to enhance the coverage for
the weak user.

In [82], a full-duplex D2D cooperative NOMA system is studied and the
performance of the system is evaluated through the derivation of outage prob-
ability expressions. Results identify that the cooperative NOMA scheme is
able to provide much better outage probability for the weak user than con-
ventional NOMA, which is then also better than OMA.

In [83], the ergodic sum capacity of D2D cooperative NOMA is invest-
igated, but rather than only retransmitting the same message to a cell edge
user, the D2D relay also transmits an additional message to a different user;
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Figure 2.11: Example of D2D Cooperative NOMA

thereby improving the capacity. This relieves the fact that cooperative com-
munications typically uses the spectrum resources to retransmit the same in-
formation which decreases spectral efficiency. By transmitting additional con-
tent to a different D2D user using NOMA principles, the spectral efficiency
degradation becomes less evident.

2.7.3 NOMA Assisted Caching

The benefits NOMA have been introduced into caching technologies such as
fog-radio and cloud radio access networks (C-RAN) in [84] and [85] respect-
ively. In particular, [85] devises a scheme where users in a cache-enabled
C-RAN are grouped together into clusters based on requested content, and
NOMA is applied to multicast and unicast simultaneously to the users. The
multicast content is received by all users, whilst additional unicast content
can be decoded by the strongest user. NOMA provides the additional benefit
of allowing extra data to be transmitted to the strongest user in each multicast
group. A similar scenario is also explored in [86], where local caches can be
updated with new content in addition to serving users through multicasting.
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Content placement and delivery have often been researched under ortho-
gonal means, however, these can be further enhanced with NOMA principles.
The application of NOMA in content placement and delivery has been stud-
ied in detail in [87]. The authors propose the use of NOMA transmissions to
update multiple caches with different content depending on the popularity of
the content. Under conventional NOMA, all users are able to decode the mes-
sages for users weaker than itself as per the requirements of SIC. This is ap-
plied to wireless caching by ensuring that all cache servers are updated with
the most popular content, whilst cache servers with a stronger channel gain to
the BS, can also store less popular but still useful cache. This allows the cache-
hit probability to be maximized since cache servers with stronger channel gain
are able to store more of the popular cache, whilst every content server has
access to the most popular cache. During the content delivery phase, multiple
users can be served using NOMA downlink and hence provide additional ca-
pacity when compared against transmission through OMA. In the case where
users are not able to be served by local caches and must request content from
the backhaul, NOMA downlink can be applied at the BS to also update the
cache servers. This allows the cache servers to be updated with new content
whenever a user requests from the backhaul. Once again, by having up to date
content stored in the cache, it is possible to improve the cache-hit probability.

The authors in [88] developed a dynamic power allocation solution for
both the content placement and content delivery phases. More power is al-
located to the popular files during the placement phase to ensure that local
access points are able to decode the popular files correctly. NOMA is used to
allow multiple users to be served by the cache access point, and helps in in-
creasing the cache-hit probability whilst reducing the user outage probability.

An extension to applying NOMA to content delivery is discussed by the
authors in [89]. By developing a dynamic power control scheme, the excess
power once content has been delivered to one user could be allocated to a
different user whose transmission has not been completed. With the aim
of minimising the delay for content delivery, the authors also proposed a
deep neural network algorithm to lower the complexity of the power control
scheme.

The authors in [90] evaluated the coverage performance of NOMA when
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Figure 2.12: Simplified example of CIC

used in wireless caching. By using stochastic geometry and order statist-
ics, the authors were able to derive an analytical expression for the coverage
probability of users. A delay threshold was set such that content must be
delivered within the threshold to be considered in coverage. The analysis has
shown that coverage probability increases with the delay threshold, which
can be taken into consideration for developing techniques to enhance NOMA
in wireless caching networks.

2.7.4 Cache-Aided NOMA

NOMA is an interference limited technology; while the strong user can em-
ploy SIC, the weak user suffers from the interference due to the strong user’s
signal. However, the effect of having cache stored at the UEs could change
this dynamic. If the weak user has the strong user’s requested signal in its
own cache, an effect known as cache-enabled interference cancellation (CIC)
can be exploited [91, 92]. The use of wireless caching in NOMA means that
content stored in cache which coincides with that in an incoming NOMA
message could be considered a cache-hit. For example, take the follow-
ing received signal by the weak user, UE2, in a downlink NOMA system,
y2 = h2(

√
p1x1 +

√
p2x2) + n2. If UE2 has the content relating to x1 stored in its

cache and knowledge of CSI, and therefore power allocated to each message,
then p1x1 is known, and can be removed from y2 to obtain y′2 = h2

√
p2x2 + n2.

This implies that the interference that UE2 would otherwise have experienced,
can now be mitigated.
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A NOMA system using CIC may alter the SIC decoding order [91, 93–95].
Conventionally in NOMA, the strong user would always be able to perform
SIC if the weak user is able to decode its own signal. This is because the rate
for the strong user decoding the weak users signal using SIC is

R1−2 = B log2

(
1 +

p2 |h1|2

p1 |h1|2 +BN0

)
, (2.25)

whilst the rate for the weak user decoding its own signal is

R2−2 = B log2

(
1 +

p2 |h2|2

p1 |h2|2 +BN0

)
. (2.26)

When comparing (2.25) and (2.26), it is possible to see that (2.25) is always
greater than (2.26) due to |h1|2 > |h2|2. When CIC is introduced, the weak
user’s decoding rate then becomes

RCIC
2−2 = B log2

(
1 +

p2 |h2|2

BN0

)
. (2.27)

It is now not immediately clear whether (2.25) or (2.27) is greater. This implies
that SIC at the strong user is no longer guaranteed to succeed even when the
weak user is able to decode its own signal. Authors in [93] and [94] take this
point into consideration whilst deriving the power allocation for the users.
An SINR threshold is introduced in [93] to minimize the outage probability
through power allocation. On the other hand, [94] formulates an optimisation
problem to minimize the transmission power in a multicell NOMA system.

The authors in [95] incorporate CIC into NOMA to develop a power al-
location scheme which considers four non-trivial cases of cache storage and
requests between two UEs. 1)When the strong user caches the weak user’s
requested file and the weak user has a cache miss; 2)The weak user caches
the strong user’s file while the strong user has a cache miss; 3)Both users
have the other user’s requested file in the cache; 4)Both users have a cache
miss, therefore no CIC. Numerical simulations have shown that the proposed
power allocation scheme in [95] maximizes the probability that both users can
decode their own requested signals.
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2.8 Chapter Summary

In this chapter, a brief discussion on the three mechanisms of radio propaga-
tion and the effects of a radio channel on the radio wave has been provided. A
radio channel model is required to describe the effects of radio wave propaga-
tion in non-ideal and more realistic scenarios. Models of the radio channel can
be implemented into simulations in order to provide a representation on how
a simulated system would perform in real life. The capacity of a channel is
presented, and the uses of the capacity have been described to highlight its
relevance to the work. The mechanisms for NOMA, D2D communications
and wireless caching have been explored in this chapter and a review into ex-
isting literature has been presented. The interplay between NOMA, D2D and
caching have also been briefly investigated in this chapter, and the subsequent
chapters will make use of these technologies to develop system models which
are able to provide a range of benefits to conventional communications.



Chapter 3

Cached Content Exchange In
Uplink D2D-NOMA

3.1 Introduction

As users consume increasing amounts of multimedia content on their smart-
phones, caching at the UE may present an opportunity for users to achieve
high data rates and low latency to satisfy a plethora of applications. In addi-
tion to just satisfying the local user, once cached content has been consumed
it may also be useful for other users in proximity as they may request for the
same socially relevant content. As a result, D2D communications can be em-
ployed to deliver the cache to the nearby user without having to go through
a base station.

Another technology which benefits from caching at the UE is NOMA.
NOMA allows for multiple signals to be superposed together, thereby allow-
ing additional information to be transmitted whilst using the same resources.
On the other hand, caching at the UE has enabled a new frontier into interfer-
ence cancellation for NOMA, where cache-enabled interference cancellation
(CIC) provides an opportunity for a NOMA weak user to also obtain inter-
ference free communication. However, a challenge for NOMA is that perfor-
mance typically suffers when the discrepancy between the channel gains are
small. As a result D2D communications may be much more beneficial as a
means to deliver cached content between users.

This chapter investigates these three novel approaches and proposes a
cache-aided D2D NOMA (CA-D2D NOMA) system where users can exchange

67
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previously cached content with each other whilst simultaneously transmitting
an uplink signal to the BS. The system model is first presented and the rel-
evant user rates are identified. A feasibility region is then derived in order
to determine when the D2D model is able to outperform cellular NOMA.
Following on from this, the sum rate maximization problem is studied and
power allocation solutions are derived to solve this. Simulation results are
then presented to highlight the performance enhancements provided by the
proposed system, and finally concluding remarks are provided at the end of
this chapter.

3.2 System Model

In a conventional cellular NOMA system, additional requested content is de-
livered by the BS, which can be a potential bottleneck when traffic volumes
are high. The proposed CA-D2D NOMA system exploits the users’ uplink
channels to transmit cached content to the other user via the D2D link. Time
division duplex (TDD) transmission is considered where each user has one
time slot to transmit a superposed message consisting of its own uplink sig-
nal to the BS, and the requested content to the other user. D2D is utilized
to solve the well-known performance degradation problem in conventional
NOMA when the users have similar channel gains. The regions and condi-
tions where FPA based CA-D2D NOMA outperforms CA-NOMA is derived,
and the probability of CA-D2D NOMA performing worse than CA-NOMA
is evaluated. The sum rate performance of a hybrid switching scheme which
utilizes both CA-D2D NOMA and CA-NOMA is proposed and shown to yield
vast improvements compared to CA-NOMA and OMA. Additionally, a sim-
ple power allocation strategy is implemented to further improve the sum rate
performance.

Consider the uplink and downlink of a TDD two-user NOMA system as
illustrated in Fig. 3.1. The channel gain for each communication channel is
denoted as |hi|2 = ξi|Hi|2

PLi
, where i ∈{1, 2, 3} represents the link between UEi

and the BS for i=1 and i=2, and the D2D link is represented by i=3; ξi is the
lognormal shadowing for channel i, |Hi|2 is the Rayleigh fading gain, and
PLi is the path loss. The stronger user is situated closer to the BS and is
thus denoted as UE1, and has a higher channel gain than UE2, i.e. |h1|2 >
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Figure 3.1: System Model

|h2|2. Both UEs and the BS have a cache which is able to store pre-fetched
content, loaded during an off-peak content placement phase. The BS has a
record of all pre-fetched cache content, whilst each user has exclusive content
not stored at the other UE. When a user requests for content that is already
stored at the other UE, it can obtain the missing content through one of two
ways: 1) request the missing content from the BS, or 2) exchanging through
D2D communications. This is a common scenario in wireless caching studies,
especially for coded multicast content delivery [70].

Due to cache content being available locally, the system enables the usage
of CIC. By identifying parts of the received signal which coincide with the
information stored in its cache, and having the knowledge of the power allo-
cation, CIC enables the UEs and the BS to remove that particular information
from the superposed signal [96]. This indicates that when pre-cached content
is part of a superposed message and causing interference to another desired
signal, the UEs and the BS can cancel out the cached content to decode the
desired signal free from interference. It is assumed that all entities have per-
fect channel state information (CSI) and can thus perform CIC and SIC free
from errors.

3.2.1 Cache-Aided NOMA System

For cellular CA-NOMA, the system is split into two transmission phases as
illustrated in Fig. 3.2a; one phase for downlink transmission of the additional
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Figure 3.2: Timing diagrams for a) Conventional Cellular NOMA, b) Proposed
CA-D2D NOMA

content, and one phase for uplink transmission by the users. The labels x1,
x2, x3 and x4 represent the content required by UE1, the content required by
UE2, UE1’s uplink signal, and UE2’s uplink signal respectively. For the down-
link transmission using fixed power allocation (FPA), the BS superposes the
content required by both users before transmitting the superposed message
to both users, with α being the proportion of power allocated to x1 and the
remainder of allocated to x2. As such, the received signals at UE1 and UE2

respectively are

yNOMA
1−DL = h1

(√
αPBSx1 +

√
(1− α)PBSx2

)
+ n1, (3.1)

yNOMA
2−DL = h2

(√
αPBSx1 +

√
(1− α)PBSx2

)
+ n2, (3.2)

where the variable ni is the AWGN at the corresponding receiver, and α ∈
[0, 1] to ensure that the total power allocated is equal to the total transmission
power available at the BS, PBS .

According to NOMA principles, UE1 has a stronger channel gain so it can
perform SIC to cancel out the signal intended for UE2, and then decode its
own message free from interference. On the other hand, when UE2 detects
its own message, it must treat UE1’s interfering message as noise. In order to
minimize the interference when decoding UE2’s message, it is important to
allocate less power to UE1’s message, so it follows that α ≤ 0.5. The SINRs for
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each user can be expressed as

γNOMA
x1 =

|h1|2 αPBS
BN0

, (3.3)

γNOMA
x2 =

|h2|2 (1− α)PBS

|h2|2 αPBS +BN0

. (3.4)

Since the intended message for UE1 is assumed to be cached at UE2, the
weaker user can also benefit from interference-free downlink with CIC and
its SNR becomes

γCAx2 =
|h2|2 (1− α)PBS

BN0

. (3.5)

The superscript CA represents cellular CA-NOMA. Although UE2 can also
undergo interference free downlink with CIC, the constraint on the power
allocation ratio α ≤ 0.5 is retained to maintain a level of fairness in the system,
i.e. the weaker user requires more power due to its weaker channel gain.

The total rate for the first time slot downlink CA-NOMA is then equal to

RCA
T1 =

1

2
B log2

(
1 + γNOMA

x1

)
+

1

2
B log2

(
1 + γCAx2

)
, (3.6)

where the multiplier of 1
2

arises due to half duplex transmission, with the
downlink in the first time slot and the uplink in the second time slot.

In the second time slot, both users transmit their individual uplink signals,
x3 and x4, and the BS decodes each signal according to uplink NOMA. As a
result of |h2|2 < |h1|2 the BS detects UE1’s uplink message first, treating UE2’s
uplink message as interference, and then employing SIC to decode UE2’s up-
link message. The SINRs for both user uplink signals are respectively denoted
as

γNOMA
x3 =

|h1|2 PUE
|h2|2 PUE +BN0

, (3.7)

γNOMA
x4 =

|h2|2 PUE
BN0

, (3.8)

where PUE represents the total transmission power available for each UE. It
is assumed that the uplink messages are real-time data from individual users
and therefore cannot be pre-cached in the BS. This means that for cellular
NOMA, CIC is only useful in the downlink.
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The total rate for uplink NOMA in the second time slot is

RCA
T2 =

1

2
B log2

(
1 + γNOMA

x3

)
+

1

2
B log2

(
1 + γNOMA

x4

)
, (3.9)

and the total sum rate for cellular CA-NOMA is therefore

RCA
sum = RCA

T1 +RCA
T2 . (3.10)

3.2.2 Cache-Aided D2D NOMA System

Contrary to CA-NOMA where users’ requested contents are all delivered
from the BS, the proposed CA-D2D-NOMA instead uses the D2D link to
deliver the requested contents. As illustrated in Fig. 3.2b, in the first time
slot, UE1 transmits a superposed message composed of its own uplink sig-
nal coupled with additional cached content for UE2. Likewise in the second
time slot, UE2 transmits its uplink signal superposed with additional cached
content for UE1. NOMA enables the transmission of multiple messages super-
posed together so each user is able to receive their requested contents within
the other user’s uplink channel. Note that this time slot ordering is arbitrary
and can be reversed with UE2 transmitting first and UE1 transmitting second,
but what matters is that the same signals are being communicated in both the
D2D case and the cellular NOMA case to form a fair comparison. CA-D2D
NOMA essentially transforms the topology of the system from a downlink
and uplink system in CA-NOMA, into two downlink NOMA systems with
the UEs as the transmitters.

3.2.2.1 D2D First Time slot

In the first time slot UE1 behaves the D2D transmitter, while UE2 and the BS
are receivers. According to NOMA principles, the user with lower channel
gain treats the other user’s signal as interference to decode its own signal,
whilst the user with the stronger channel gain employs SIC to cancel out the
interference of the weak user’s signal. Since UE1 transmits the superposed
message to the BS and UE2 using NOMA, the SIC decoding order is depen-
dent on the D2D channel gain, |h3|2, in relation to the channel gain between
UE1 and the BS, |h1|2.
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If |h3|2 > |h1|2, less power is allocated to transmit x2, and more power is
allocated to x3, which means that the received signals for UE2 and the BS in
the first phase are as follows:

yD2D
UE1−UE2 = h3

(√
αPUEx2 +

√
(1− α)PUEx3

)
+ n2, (3.11)

yD2D
UE1−BS = h1

(√
αPUEx2 +

√
(1− α)PUEx3

)
+ nBS. (3.12)

In this scenario with |h3|2 > |h1|2, UE2 will be able to make uses of SIC to
cancel out the uplink message of UE1 from the superposed message. The
SNR for UE2 after SIC can then be denoted as

γD2D
x2 =

|h3|2 αPUE
BN0

. (3.13)

Since x2 is stored in the cache at the BS, CIC can be utilized to remove this
from the superposed message. As a result, the BS can decode UE1’s uplink
content free from any interference, and the SNR can be denoted as

γD2D
x3 =

|h3|2 (1− α)PUE
BN0

. (3.14)

In the complementary case of |h3|2 < |h1|2, less power would be allocated
to the transmission of x3 and UE2 would therefore not be able to perform
SIC; UE2 would have to treat UE1’s interfering uplink message as noise when
decoding x2. The received signals for UE2 and the BS in the first phase would
then become:

yD2D
UE1−UE2 = h3

(√
(1− α)PUEx2 +

√
αPUEx3

)
+ n2, (3.15)

yD2D
UE1−BS = h1

(√
(1− α)PUEx2 +

√
αPUEx3

)
+ nBS. (3.16)

The received SINR for UE2 is then expressed as

γD2D
x2 =

|h3|2 (1− α)PUE

|h3|2 αPUE +BN0

. (3.17)

At the BS receiver, interference free decoding can be obtained by either SIC or
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CIC and as a result, the SNR at the BS is equal to

γD2D
x3 =

|h1|2 αPUE
BN0

. (3.18)

Regardless of the relationship between |h1|2 and |h3|2, UE1 is always able to
have interference free uplink if the BS has the same content required by UE2

stored in its cache. The only difference in SINR between the two scenarios
would be the amount of power allocated to the transmissions.

The data rate for the first time slot can be expressed as

RD2D
T1 =

1

2
B log2

(
1 + γD2D

x2

)
+

1

2
B log2

(
1 + γD2D

x3

)
, (3.19)

where γD2D
x2 and γD2D

x3 are dependent on the relative relationship between |h1|2

and |h3|2.

3.2.2.2 D2D Second Time slot

The transmissions in the second time slot mirror those in the first time slot,
but instead has UE2 as the D2D transmitter and the UE1 as the D2D receiver.
UE2 employs superposition coding to transmit both its own uplink message,
x4, and the additional cache content for UE1, x1. Similar to the first time slot,
the power allocation and SIC decoding order are dependent on the whether
the D2D link or the BS-UE link has greater channel gain.

If |h3|2 > |h2|2, less power is allocated to x1, and the received signals at
UE1 and the BS in the second time slot are

yD2D
UE2−UE1 = h3

(√
αPUEx1 +

√
(1− α)PUEx4

)
+ n1 (3.20)

yD2D
UE2−BS = h2

(√
αPUEx1 +

√
(1− α)PUEx4

)
+ nBS. (3.21)

UE1 could then employ SIC on the received signal and decode the cached mes-
sage from UE2 free from any interference. Om the other hand, the BS could
employ CIC to decode the uplink content free from interference. The SINRs
for UE1 and the uplink message at the BS could be expressed respectively as

γD2D
x1 =

|h3|2 αPUE
BN0

, (3.22)
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γD2D
x4 =

|h2|2 (1− α)PUE
BN0

. (3.23)

In the case where |h3|2 < |h2|2, the SIC decoding order and power alloca-
tions will be reversed. Following the same reasoning as in 3.2.2.1, the SINRs
at UE1 and the BS are expressed respectively as

γD2D
x1 =

|h3|2 (1− α)PUE

|h3|2 αPUE +BN0

, (3.24)

γD2D
x4 =

|h2|2 αPUE
BN0

. (3.25)

The data rate for the second time slot is equal to

RD2D
T2 =

1

2
B log2

(
1 + γD2D

x1

)
+

1

2
B log2

(
1 + γD2D

x4

)
, (3.26)

where γD2D
x1 and γD2D

x4 are dependent on the relative relationship between |h3|2

and |h2|2.
The sum rate for CA-D2D NOMA is defined as

RD2D
sum = RD2D

T1 +RD2D
T2 . (3.27)

From (3.14) and (3.18), and (3.23) and (3.25), it is clear that one of the key
benefits of CA-D2D NOMA is that it allows both users to experience interfer-
ence free uplink. If both users are closer to each other than they are to the BS,
i.e. |h3|2 > |h1|2 > |h2|2, then (3.13) and (3.22) imply that it is also possible for
both users to obtain interference free downlink. In the cellular CA-NOMA
case, although both UEs have interference free downlink due to SIC and CIC,
the uplink message of UE1 cannot avoid the presence of interference from
UE2’s uplink message.

3.3 Feasible Region of CA-D2D NOMA

It is well known within literature that NOMA offers significant performance
gains only when there is a large discrepancy between the two users’ channel
gains. When the channel gains of the users are similar, the total capacity of
NOMA suffers due to the the higher interference. On the other hand, D2D
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communication complements this and instead prospers due to the stronger
D2D link which enables significantly improved proximity gains. As a result
of this effect, we set out to find the feasible region for CA-D2D NOMA when
compared with cellular CA-NOMA. Through equating and comparing the
sum rates in (3.10) and (3.27), it is possible to identify the regions in which
CA-D2D NOMA will have better sum rate performance than CA-NOMA.
Since (3.27) is dependent on the magnitude of |h3|2 relative to |h1|2 and |h2|2,
the analysis can be split up into three scenarios, |h1|2 > |h2|2 > |h3|2, |h1|2 >
|h3|2 > |h2|2, and |h3|2 > |h1|2 > |h2|2, to identify the feasibility regions for
CA-D2D.

For simplicity and brevity, the case where |h1|2 > |h3|2 > |h2|2 will be
analyzed first as this will also reflect the findings for the case of |h1|2 > |h2|2 >
|h3|2. The sum rates can alternatively be expressed as

RCA
sum =

1

2
B log2[(

1 +
|h1|2 αPBS
BN0

)(
1 +
|h2|2 (1− α)PBS

BN0

)(
1 +

(
|h1|2 + |h2|2

)
PUE

BN0

)]
,

(3.28)

RD2D
sum =

1

2
B log2[(

1 +
|h1|2 αPUE
BN0

)(
1 +
|h2|2 (1− α)PUE

BN0

)(
1 +
|h3|2 PUE
BN0

)]
. (3.29)

By comparing (3.28) and (3.29), it is possible to see that the first two products
in (3.28) are always greater than the first two in (3.29) due to the BS always
having a greater transmission power than the UEs. Due to the consideration
of |h1|2 > |h3|2 > |h2|2, the third part of (3.28) will also be greater than that
from (3.29) as |h1|2 + |h2|2 will be greater than |h3|2. These comparisons signify
that when |h1|2 > |h3|2 > |h2|2, CA-D2D NOMA will always have a lower
sum rate performance than CA-NOMA. If |h3|2 is even smaller in value, i.e.
|h1|2 > |h2|2 > |h3|2, then it is logical that the sum rate performance for CA-
D2D NOMA will degrade further whilst having no effect on the CA-NOMA
sum rate. Hence, the first condition for CA-D2D NOMA to outperform CA-
NOMA is that |h3|2 > |h1|2. This makes sense because the D2D link must be
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stronger than the BS-UE1 link for D2D to have better performance, otherwise
the proximity gain due for D2D is not realized.

For the case when |h3|2 > |h1|2 > |h2|2, (3.28) remains the same, whilst
RD2D
sum becomes:

RD2D
sum =

1

2
B log2(1 +
|h1|2 (1− α)PUE

BN0

)(
1 +
|h2|2 (1− α)PUE

BN0

)(
1 +
|h3|2 αPUE
BN0

)2
 .

(3.30)

In order to find when CA-D2D NOMA outperforms CA-NOMA, the in-
equality RD2D

sum > RCA
sum is set so that an expression for |h3|2 can be derived.

After algebraic manipulation, the following condition arises

|h3|2 >
BN0

αPUE
ω, (3.31)

where ω = [(1 + Γ1αPBS) (1 + Γ2(1− α)PBS) (1 + (Γ1 + Γ2)PUE)]
1
2 − 1, and

Γi = |hi|2
BN0

is the channel gain normalized by the noise power. Coupled with
|h3|2 > |h1|2 > |h2|2, the condition in (3.31) allows the BS the option to choose
whether transmission will be through CA-D2D NOMA or CA-NOMA in or-
der to obtain the greater the sum rate performance of the system. In doing so,
it will also overcome the well-known performance problem in NOMA when
the users have similar channel gains. It is worthy to note that |h3|2 > |h1|2

and (3.31) are both necessary conditions in order for CA-D2D NOMA to out-
perform CA-NOMA, and that satisfying one condition does not imply that
the other is also satisfied. In other words, CA-D2D NOMA outperforms CA-
NOMA when

|h3|2 > max

{
|h1|2 ,

BN0

αPUE
ω

}
. (3.32)

3.4 Power Allocation

The sum rate of a system forms a simple metric to assess and evaluate the
performance of the system, and the allocation of resources dictates this met-
ric. NOMA operates in the power domain which means that the sum rate is
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a function of the amount of power allocated to each signal being transmit-
ted. In line with a total transmission power constraint, the power allocation
ratio is a factor which can be optimized to maximize the achievable sum rate.
Considering the case when |h3|2 > |h1|2 > |h2|2, this is one of the necessary
conditions for CA-D2D NOMA to be the preferred transmission technique,
both signals can be decoded free from any interference. The transmitting
user’s uplink signal can always be decoded free from interference due to CIC
at the BS, and the D2D signal will be free from interference at the receiving
UE due to SIC. With the transmissions in the two time slots mirroring each
other due to the relationship between the D2D channel gain and the uplink
channel gains, the optimization problem can be simplified by only needing
to solve for one time slot. The optimal solution of α would be applicable to
both time slots by interchanging the value of the uplink channel gains. The
relevant rate equations for this case would be

RD2D = B log2 (1 + αPUEΓD2D) , (3.33)

RUL = B log2 (1 + (1− α)PUEΓUL) , (3.34)

Rsum = RD2D +RUL. (3.35)

In conventional downlink NOMA studies, the use of SIC at the strong user is
always possible because it has a stronger channel gain so the received SINR is
greater than at the weaker UE [19]. However since CIC is used, the SINR for
the weak user message at the strong UE may not be sufficient for successful
decoding. As a result, the SINR and rate for the SIC decoding at the receiver
with the stronger channel gain must also be considered; this is expressed as

RUE→SIC = B log2

(
1 +

(1− α)PUEΓD2D

αPUEΓD2D + 1

)
. (3.36)
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From this, the optimization problem can be formulated as follows,

maximize
α

Rsum (3.37a)

subject to RD2D ≥ Rmin (3.37b)

RUL ≥ Rmin (3.37c)

RUE→SIC ≥ Rmin (3.37d)

0 ≤ α ≤ 1 (3.37e)

where constraints (3.37b)-(3.37d) represent the minimum rate requirements,
and constraint (3.37e) ensures that more power is allocated to the weaker
channel, i.e. the uplink channel from the UE to the BS, so that SIC can be
employed. The receiver has to first decode the transmitter’s uplink signal by
treating the requested cache content as interference and noise before it can
cancel this out from the superposed message. If the uplink signal is allocated
less power, it will have an SINR lower than 0 dB, rendering the SIC process
more erroneous. As a result, when α > 0.5, SIC cannot be used effectively for
interference free detection at the receiving UE which helps to justify (3.37e).
The constraints can be converted into an equivalent form to give the problem
of

maximise
α

Rsum (3.38a)

subject to γD2D ≥ γmin (3.38b)

γUL ≥ γmin (3.38c)

γUE→SIC ≥ γmin (3.38d)

0 ≤ α ≤ 0.5 (3.38e)

where γi represents the SNRs for decoding each signal and γmin is equal to
2
Rmin
B − 1.
This converts the minimum rate constraints into linear minimum SINR

constraints. The Lagrange function can be denoted as

L(α) = Rsum + λ1(γD2D − γmin) + λ2(γUL − γmin) + λ3(γUE→SIC − γmin) (3.39)
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The Karush-Kuhn-Tucker (KKT) conditions can be represented as follows

∇αL = ∇αRsum+λ1PUEΓD2D−λ2PUEΓUL−λ3

(
PUEΓD2D (1 + PUEΓD2D)

(1 + αPUEΓD2D)2

)
= 0

(3.40)

λ1(γD2D − γmin) = 0 (3.41a)

λ2(γUL − γmin) = 0 (3.41b)

λ3(γUE→SIC − γmin) = 0 (3.41c)

λ1, λ2, λ3 ≥ 0 (3.42)

(3.40) is the stationary condition, (3.41a)-(3.41c) are the complementary slack-
ness equations and (3.42) is the dual feasibility condition. The optimum so-
lution for α∗ must satisfy all of these conditions in addition to the primal
feasibility conditions set out by the constraints (3.38b)-(3.38e). The KKT con-
ditions can be simply solved to obtain the solution to the problem. λ1 , λ2

and λ3 cannot all equal 0 as this would imply α = ∞, which would not sat-
isfy (3.38e). Rsum is monotonically increasing with respect to α so ∇αRsum is
always positive. This means that λ1 = 0 due to (3.40) and (3.41a). The re-
maining complementary slackness equations can then be solved to obtain the
optimum solution for the power allocation ratio which can be expressed as

α∗ = min

{[
PUEΓUL − γmin

PUEΓUL

]+

,

[
PUEΓD2D − γmin

PUEΓD2D (γmin + 1)

]+
}
, (3.43)

where [x]+ is equivalent to max{x, 0}. The optimum value of α∗ for each
time slot can be found by substituting and replacing ΓUL with either Γ1 or Γ2

depending on whether UE1 or UE2 is the D2D transmitter. Note that this so-
lution will also provide an optimum solution to the downlink portion of CA-
NOMA as the D2D transmissions operate in a similar fashion to downlink
CA-NOMA. Qualitatively speaking, since Rsum is monotonically increasing
with respect to α, the sum rate is maximized by increasing α to its maximum
possible value while remaining in line with the constraints. The D2D rate
is also monotonically increasing with respect to α so the minimum rate con-
straint in (3.41a) forms a lower bound for α. The uplink rate and the SIC rate
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form upper bounds to the value of α and these are reflected in (3.43). The
first term inside the minimum function ensures that the uplink signal can be
decoded with at least the minimum rate, whilst the second term is the limit
at which SIC would remain feasible.

From (3.43), it is possible to see that at high transmission powers, and
therefore high received SNRs, the optimum power allocation ratio always
tends to

lim
PUE→∞

α∗ = 2−
Rmin
B . (3.44)

This can help to simplify the power allocation process further if the channel
gains and the transmission power available are high as it provides a simple
approximation into how power should be allocated to maximize the sum rate.
At low received SNRs, the uplink channels limit α, whilst at high SNRs, the
requirements for SIC to function properly limit α.

3.5 Simulation Results

In this section, the performance of CA-D2D NOMA is evaluated through
Monte Carlo simulations of a single cell scenario with a central BS and two
users. The users were distributed around the BS by first randomly deploying
one user, and then placing the second user at a specified D2D separation dis-
tance away from the first user. This simple setup was chosen as it ensures that
the D2D channel gain is sufficiently high so that it can easily illustrate the per-
formance of the proposed scheme. Otherwise, if both users were randomly
distributed around the BS, there would be instances where the users would
be on the opposite sides of the BS and too far away for D2D communications.
It must be noted that the simulation can easily be extended to include more
users such that the cell is denser so that it is less likely for a pair of UEs to be
deployed on opposite sides of the cell. However, the simple setup chosen in
this work is sufficient to highlight the performance of the proposed scheme.
The two user assumption is also commonly used in subband based NOMA,
where two users occupy one subband while other pairs of users use other
subbands.

The results are split into two parts, with the first part detailing the analysis
into the feasibility region of CA-D2D NOMA, and the second part on the
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power allocation solution derived from Section 3.4. In the analysis part, fixed
power allocation is adopted with αFPA = 0.2 which represents a splitting
ratio of 0.8 : 0.2 that divides the transmission power between the weaker
and stronger channel respectively. This means that within each transmission
phase, 80% of the transmission power is allocated to transmit the message
for the receiver with the weaker channel gain, and the remainder allocated
to the message intended for the receiver with stronger channel gain. Unless
otherwise stated, the parameters used within the simulations can be found in
Table 3.1.

Parameters Values

Total Bandwidth, B 1 MHz

Cell radius 500 m

Carrier frequency, fc 2 GHz

Shadowing standard deviation, σ 8 dB

Maximum BS transmit power 45 dBm

UE transmit power 25 dBm

Noise power spectral density, N0 -174 dBm/Hz

Path loss exponent, υ 3.5

Maximum D2D Separation 50 m

Table 3.1: Simulation Parameters

Fig. 3.3 has the users distributed along a straight line on the same side
of the BS, and is used to demonstrate how different user locations line affect
the sum rate performances of CA-D2D NOMA and CA-NOMA. The two UE
locations were independently varied between 10 m and 500 m in order to
illustrate how their locations affect the sum rates of CA-D2D NOMA and CA-
NOMA. Note that in this set of results, UE1 is not always the strong user,
and UE2 is not always the weak user. The central diagonal in the figure
helps to emphasize that when the users are close together, CA-D2D NOMA
performs significantly better than CA-NOMA. However, as the difference in
distance between the UEs increases, CA-D2D NOMA achieves a poorer sum
rate performance than CA-NOMA. As highlighted in [27], NOMA performs
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Figure 3.3: Sum rate performance with different user locations

poorer when the user channel gains are similar, whilst on the contrary, the
D2D channel gain becomes stronger as the path loss between the users is
reduced. When both users are at the cell edge, CA-D2D NOMA can still
maintain a high sum rate as it can make use of the strong D2D link, whilst
on the other hand, the sum rate of CA-NOMA degrades due to the weak BS-
UE channel gains. From Fig. 3.3, it is possible to see that the two schemes
complement each other, with one scheme having better performance in areas
where the other has poorer performance and vice versa. This highlights the
incentive to develop a hybrid scheme which can switch between the D2D and
cellular mode.

In Fig. 3.4, the probability of CA-D2D NOMA having a lower sum rate per-
formance than CA-NOMA is evaluated. The reason why P (RD2D

sum < RCA
sum) is

considered instead of P (RD2D
sum > RCA

sum) is because the conditions in (3.32) can
be illustrated clearer in the former case. In the simulations, UE1 is first ran-
domly distributed within the cell, and UE2 is then placed randomly around
UE1 at the specified D2D distance such that |h2|2 < |h1|2. The results in Fig. 3.4
highlight that P (RD2D

sum < RCA
sum) remains lower than 0.5 across all D2D separa-

tions up to 100 m, and thus, CA-D2D NOMA has a higher chance of outper-
forming CA-NOMA within this range. Drawing on from the analysis at the
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Figure 3.4: P (RD2D
sum < RCA

sum) at fixed D2D distances

end of Section 3.3, Fig. 3.4 reflects how P (RD2D
sum < RCA

sum) is a composite which
is dependent on the maximum of either P

(
|h3|2 < |h1|2

)
or P

(
|h3|2 < BN0

αPUE
ω
)

.
This is a result of CA-D2D NOMA not being able to match the CA-NOMA
sum rate when |h3|2 < |h1|2, or when |h3|2 < BN0

αPUE
ω. Fading and shadowing

have been omitted to emphasize the curve of P (RD2D
sum < RCA

sum) being perfectly
overlaid onto P

(
|h3|2 < |h1|2

)
and P

(
|h3|2 < BN0

αPUE
ω
)

. The plot also further
backs up the results in Fig. 3.3 as the likelihood of CA-D2D NOMA hav-
ing poorer performance than CA-NOMA is lower when the D2D distance is
shorter, but this probability increases when D2D distance increases. When
the D2D distance is low, |h3|2 is higher and is much more likely to be greater
than |h1|2 and BN0

αPUE
ω.

Fig. 3.5 illustrates how the ergodic sum rates of the different schemes
are affected by the D2D distances. A hybrid scheme which is able to switch
between CA-D2D NOMA and CA-NOMA is included to highlight the addi-
tional gain which can be obtained by having the freedom to choose between
D2D mode and cellular mode. The hybrid scheme makes use of (3.32) to
determine when to switch between CA-D2D NOMA and CA-NOMA. From
Fig. 3.5, as the D2D distance increases, the sum rate decreases for all of the
schemes. This decrease is much more significant for the D2D scheme because
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Figure 3.5: Sum rate comparison at fixed D2D distances

its sum rate is heavily dependent on |h3|2, which in itself is dictated by the
D2D distance. UE2 is deployed based on the D2D distance and UE1’s loca-
tion so the degradation for CA-NOMA is due to the users on average being
further away from the BS, and not necessarily due to the gain of |h3|2. When
the D2D separation is low, CA-D2D NOMA offers significantly better sum
rate performance than CA-NOMA, and as a result the hybrid scheme opts for
the D2D mode more often. This is reflected by the CA-D2D NOMA curve
lying very closely to the hybrid curve for the lower D2D separations. Even
when the average sum rate performance of CA-D2D NOMA falls below that
of CA-NOMA, there is still a noticeable discrepancy between CA-NOMA and
the hybrid scheme. This can be explained by Fig. 3.4, where even with a
separation distance of 100 m, CA-D2D NOMA still outperforms CA-NOMA
the majority of the time.

Fig. 3.6 demonstrates how the sum rate performances vary based on the
transmission power available. In this set of results, PUE is always set to have
a fixed difference of 20 dB below PBS , and both CA-D2D NOMA and CA-
NOMA utilize FPA for the power allocation. The difference in transmission
power is reflective of the fact that in reality, the BS will always have more
power available than the UEs. The users are distributed such that there is
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Figure 3.6: Sum rate comparison - Varying transmission power

always a 50 m separation between them. It is evident that the average sum
rate performance for CA-D2D NOMA is better than that of CA-NOMA, which
is in turn better than OMA in this particular simulation scenario. As the
users are distributed 50 m away from each other, the hybrid mode switching
scheme based on (3.32) would be operating in the D2D mode much more
often, which is why there is only a small discrepancy between the hybrid
performance and the D2D performance. Once again, note that the superiority
of the D2D scheme will only be applicable when the users are close together
and these simulation results are only to highlight the performances when this
is the case.

The effects of optimal power allocation on the sum rate of the system
are illustrated in Fig.3.7. The performance of the proposed CA-D2D NOMA
scheme with the proposed power allocation solution from (3.43) is able to
offer better performance than both the proposed scheme with FPA, as well
as optimal CA-NOMA. This trend in performance not only helps to highlight
the importance of power allocation, but also illustrates the performance gain
of the proposed CA-D2D NOMA over CA-NOMA with the FPA solution also
outperforming optimal CA-NOMA. Again, it is clear that using the hybrid
scheme allows for further performance gains as it is able to determine when
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Figure 3.7: Sum rate comparison - Power allocation, Rmin=1bps/Hz

it would be more suitable to use cellular mode or D2D mode.
The rates for each user using the proposed power allocation scheme and

FPA for CA-D2D NOMA, and also optimum CA-NOMA can be observed in
Fig. 3.8. CA-D2D NOMA with the proposed power allocation solution, rep-
resented by the red plot, offers better user rate performances than both CA-
D2D NOMA with FPS and optimum CA-NOMA. For CA-D2D NOMA with
the proposed power allocation solution, at 45 dBm BS transmission power
(in other words at 25 dBm UE transmission power), UE1has an average rate
of 10.8 Mbps and UE2 has an average rate of 9.6 Mbps which correspond to
respective SNR values of around 32.5 dB and 28.9 dB. In sum rate maximiza-
tion, it is conventional to allocate the stronger channel as much transmission
power as possible, which in turn limits the rate for the user with the weaker
channel. CA-D2D NOMA allows the downlink content for both users to be
delivered over the stronger D2D channel, whilst using the weaker BS-UE link
for the uplink message. As a result, there is less of a discrepancy between the
strong and weak user rates when using CA-D2D NOMA than compared to
CA-NOMA. This is indicated by the 1 Mbps difference between the strong and
weak user rates in CA-D2D NOMA and the 2 Mbps difference in CA-NOMA.

Fig. 3.9 illustrates how the average optimal value of the power allocation
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ratio, α∗, tends towards (3.44) as the transmission power increases. The figure
suggests that generally, a higher transmission power results in a higher value
for α∗. This can be explained by the fact that increasing the transmission
power means that it is easier to meet the minimum rate requirement for the
uplink message. As a result, once this constraint has been met, more power
could be allocated to the D2D transmission, therefore increasing the value of
α∗. Note that this approximation is only useful when the UE can make use
of the maximum transmission power of 25 dbm in this simulation scenario,
otherwise, the discrepancy at lower powers would result in the minimum rate
constraints not being satisfied.

3.6 Summary

In this chapter, a CA-D2D NOMA system is proposed to provide an alternate
avenue for users to obtain requested content. When users have cached content
requested by another user, the uplink channels are exploited to incorporate
NOMA transmissions so that cached content to be exchanged between UEs
over D2D communications.

Conventionally, the performance of NOMA degrades when users are close
together, however, this is counteracted through the use of D2D communica-
tions, which instead performs better in proximity. The proposed CA-D2D
NOMA transforms an uplink and downlink NOMA system with two users of
similar channel gains, to two downlink NOMA systems with a larger discrep-
ancy between the channel gains.

The particular regions where the proposed CA-D2D NOMA scheme out-
performs cellular CA-NOMA have been derived, and this has led to the de-
velopment of a hybrid mode switching scheme. The hybrid scheme uses the
derived feasibility regions to determine whether cellular or D2D mode should
be used to improve the sum rate.

Following on from this, the power allocation optimization problem has
been studied to maximize the sum rate. As the two time slots for CA-D2D
NOMA are topologically similar, i.e. SIC is used at the D2D receiver whilst
CIC is used at the BS, the optimization problem for one time slot could be
solved and the solution would be applicable to the other time slot.
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Simulation results have reinforced that CA-D2D NOMA outperforms CA-
NOMA when the users are close together; when users are within 100 m of
each other, it is more probable for CA-D2D NOMA to outperform CA-NOMA
in terms of the sum rate. Results have also indicated that while CA-D2D
NOMA with FPA already outperforms optimum CA-NOMA, the proposed
power allocation solution is able to offer further performance enhancements.
A high SNR approximation of the proposed power allocation has also been
derived; this simplifies the power allocation solution but is only applicable
when the UE transmission powers are high.



Chapter 4

Resource Allocation for Cached
Content Delivery with Uplink D2D
NOMA

4.1 Introduction

In the previous chapter, the uplink channel was exploited to enable a pair of
users to exchange cached content. However, this model assumed optimistic
caching where two users had exclusive cache which is being requested by the
other user. In caching related studies, [97–99], it is often more common for
parts of files to be cached instead of the whole of a file. With users caching
different parts of a file, D2D communications could be used to deliver each
part to the end user. This chapter extends the model in Chapter 3, by instead
having two strong users simultaneously transmit cached content and uplink
data to a third weaker user and the BS respectively. The two strong UEs first
receive their downlink content from the BS, and in a separate time slot, they
transmit their uplink signals and cached contents.

In this chapter, the system model is first presented to highlight the achiev-
able rates for each signal. This involves the rates for both the downlink
NOMA portion in the first time slot, as well as the D2D transmissions in
the second time slot. The optimization problem is then formulated with the
aim of maximizing the sum rate through the power and transmission time

91
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Figure 4.1: System model of the two transmission phases

allocation ratios between the two time slots. Numerical simulations are then
provided to illustrate the effectiveness of the proposed system and resource
allocation solutions. Finally, key results and concluding remarks are summa-
rized at the end of this chapter.

4.2 System Model

Consider a wireless communication system with a BS and three mobile users
as illustrated in Fig. 4.1. The three users comprise of two stronger users
and one cell edge user and are organized by decreasing order of their BS-
UE channel gains such that |h1|2 > |h2|2 > |h3|2, where |hi|2 = ξi|Hi|2

PLi
, ξi is

the lognormal shadowing, |Hi|2 is the Rayleigh fading channel gain, and PLi

is the path loss for UEi. The D2D channel gains from UE1 and UE2 to UE3

are expressed as |h1,3|2 and |h2,3|2 respectively, and each experience path loss,
lognormal shadowing and Rayleigh fading in a similar fashion to the BS-UE
channels.

With each user requesting for different contents, it is assumed that the two
stronger users have previously cached distinct parts of the file requested by
the weakest user, F3a and F3b by UE1 and UE2 respectively, and the BS has
both of these parts in its cache. In a practical sense, the UEs have a limited
memory and can thus only store portions of total file, whilst the BS could
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UE Downlink Uplink

1 x1 xu1

2 x2 xu2

3 x3a, x3b -

Table 4.1: Signals for each UE

have access to a larger memory storage and cache the whole file.
The transmissions involved in this model consist of delivering requested

content to all three users, while the two stronger users also transmit their up-
link data to the BS. It is assumed that UE3 does not have any uplink data to be
transmitted, and therefore only acts as a receiver throughout. The signals be-
ing transmitted for each user can be shown in 4.1 where signal xi corresponds
to file Fi.

To accommodate these transmissions, TDD is adopted for the strong users
which split up the cellular and D2D transmissions to prevent significant per-
formance degradation due to interference between the modes. In the first
time slot, NOMA downlink is applied for the BS to transmit the requested
files for UE1 and UE2. In the second time slot, UE1 and UE2 then simultane-
ously transmit a superimposed message of their own uplink data alongside
their cached content for UE3. It must be noted that perfect SIC is assumed in
this model such that the uplink signals can be canceled out perfectly to obtain
the cached content free from any interference. This is required since the dif-
ference between the channels of the two strong users may not be significant
enough for error free imperfect SIC.

The following subsections will further explain the achievable rate equa-
tions within each phase of the transmissions.

4.2.1 NOMA Downlink

In the first time slot, a two user downlink NOMA system is considered where
the BS employs superposition coding to send out a superimposed message
containing the contents requested by UE1 and UE2. The superposed message
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is then received at the UEs as follows

yi = hi

(√
αPBSx1 +

√
(1− α)PBSx2 + ni

)
, (4.1)

where hi is the channel coefficient, α is the power allocated to the stronger
channel, PBS is the BS transmission power, and ni is the AWGN present at the
receiver.

Since UE1 has a stronger channel gain than UE2, it employs SIC to cancel
out UE2’s requested content, before decoding its own content free from inter-
ference. On the other hand, UE2 must treat UE1’s interfering content as noise
during the decoding of its own content. SIC can operate successfully for UE1

as |h1|2 is defined as being greater than |h2|2 so the received SINR at UE1 is
always greater than at UE2. This means that UE1 can always decode UE2’s
message at a rate that is greater than the achievable rate at UE2, so if UE2 can
decode its message, then UE1 will also be able to decode UE2’s message. The
rates at each UE are therefore expressed as

R1 = τB log2

(
1 +

αPBS |h1|2

BN0

)
, (4.2)

R2 = τB log2

(
1 +

(1− α)PBS |h2|2

αPBS |h2|2 +BN0

)
, (4.3)

where τ ∈ [0, 1] is the proportion of time allocated for the first phase NOMA
downlink transmission.

4.2.2 D2D Transmission

In the second phase, the two strong UEs simultaneously transmit a super-
posed message of their uplink data and the content requested by the cell edge
UE. As a result of using D2D communications to deliver the cached content
to the cell edge UE, it is assumed that |h1,3|2 > |h1|2 and |h2,3|2 > |h2|2 both
of which are based on the feasibility analysis from Section 3.3, and should be
expected for D2D communications to be used. The message received by UE3
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would be represented by

y3 = h1,3

(√
(1− β1)PUExu1 +

√
β1PUEx3a

)
+ h2,3

(√
(1− β2)PUExu2 +

√
β2PUEx3b

)
+ n3. (4.4)

where β1 and β2 are the ratios responsible for the proportion of power as-
signed for the D2D content at UE1 and UE2 respectively. Due to |h1,3|2 > |h1|2

and |h2,3|2 > |h2|2, the use of NOMA transmissions imply that more power
should be allocated to the D2D cached content than the uplink messages at
each transmitting UE. As a result, UE3 is able to apply SIC to cancel out the
uplink content from both users which results in

y3−SIC = h1,3

√
β1PUEx3a + h2,3

√
β2PUEx3b + n3. (4.5)

The achievable rate received at UE3 can then be expressed as

R3 = (1− τ)B log2

(
1 +

PUE
(
β1 |h1,3|2 + β2 |h2,3|2

)
BN0

)
, (4.6)

where there is no longer any interference caused by the uplink data.
At the BS, the received message would take the form

yBS = h1

(√
(1− β1)PUExu1 +

√
β1PUEx3a

)
+ h2

(√
(1− β2)PUExu2 +

√
β2PUEx3b

)
+ nBS. (4.7)

Due to the BS also caching the content requested by UE3, the use of CIC aids
in removing the interference the content causes to the uplink data. Following
the process of CIC, the received signal could then be expressed as

yBS−CIC = h1

√
(1− β1)PUExu1 + h2

√
(1− β2)PUExu2 + nBS. (4.8)

Depending on the received SNR of the two received uplink signals, which are
functions of the BS-UE channel gains and the power assigned to the uplink
data at each UE, the decoding order at the BS may vary. If the received SNR
for xu1 is higher than that of xu2, then xu1 should be decoded first, before
subtracting it away from the superposed message to decode xu2 free from
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interference. In this case, the rates for decoding the two uplink signals are

RUL,1 = (1− τ)B log2

(
1 +

(1− β1)PUE |h1|2

(1− β2)PUE |h2|2 +BN0

)
, (4.9)

RUL,2 = (1− τ)B log2

(
1 +

(1− β2)PUE |h2|2

BN0

)
. (4.10)

In the contrary case, if the received SNR for xu2 is higher than that of xu1,
then xu2 must be decoded with the presence of interference whilst xu1 can be
decoded free from interference. The rates in this case then become

RUL,1 = (1− τ)B log2

(
1 +

(1− β1)PUE |h1|2

BN0

)
, (4.11)

RUL,2 = (1− τ)B log2

(
1 +

(1− β2)PUE |h2|2

(1− β1)PUE |h1|2 +BN0

)
. (4.12)

Nonetheless, in either situation the total uplink rate at the BS can be expressed
as

RBS = RUL,1 +RUL,2 (4.13)

= (1− τ)B log2

(
1 +

PUE
(
(1− β1) |h1|2 + (1− β2) |h2|2

)
BN0

)
. (4.14)

4.3 Problem Formulation and Resource Allocation

The sum rate takes into account all of the achievable rates for each transmis-
sion, and forms a performance metric which dictates how well a system per-
forms. In this section, the problem is formulated with objective to maximize
the sum rate of the proposed system, while taking into account minimum rate
constraints. The sum rate is found by

Rsum = R1 +R2 +R3 +RBS, (4.15)

which is a function with the variables of the time slot allocation, τ , the down-
link NOMA power allocation ratio, α, and the two NOMA power allocation
ratios at the D2D transmitters, β1 and β2. The optimization problem is then
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expressed as

P1 maximize
τ,α,β1,β2

Rsum(τ, α, β1, β2) (4.16a)

subject to R1 ≥ RDL (4.16b)

R2 ≥ RDL (4.16c)

R3 ≥ RDL (4.16d)

RUL,1 ≥ RUL (4.16e)

RUL,2 ≥ RUL (4.16f)

0 ≤ α, β1, β2 ≤ 0.5 (4.16g)

0 ≤ τ ≤ 1 (4.16h)

where each of R1, R2, and R3 must satisfy a minimum downlink rate, and
the two uplink signals must also be greater than a minimum uplink rate in
order to decode successfully. The NOMA power allocation ratios should be
within the range of 0 and 0.5, as it ensures that more power is allocated to
the weaker of the channel gains during NOMA transmissions. Since the two
phases of transmissions are being split up, the time slot allocation ratio should
not exceed a value greater than 1 to keep comparisons fair. The problem in
(4.16a) can be divided into different parts to simplify obtaining the solution.
This is done by first fixing τ and solving for α, β1, and β2, and then using the
values for the power allocation ratios obtained to solve for τ .

4.3.1 Power Allocation with Fixed Time Slot

The first step to solving the power allocation involves fixing τ which removes
it as an optimization variable to obtain

P2 maximize
α,β1,β2

Rsum(α, β1, β2) (4.17a)

subject to R1 ≥ RDL (4.17b)

R2 ≥ RDL (4.17c)

R3 ≥ RDL (4.17d)

RUL,1 ≥ RUL (4.17e)

RUL,2 ≥ RUL (4.17f)

0 ≤ α, β1, β2 ≤ 0.5 (4.17g)
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Note that the power allocation for the first time slot does not affect the second
time slot, which means that the optimization problem can be further split up
into

P3 maximize
α

R1 +R2 (4.18a)

subject to R1 ≥ RDL (4.18b)

R2 ≥ RDL (4.18c)

0 ≤ α ≤ 0.5 (4.18d)

and

P4 maximize
β1,β2

R3 +RBS (4.19a)

subject to R3 ≥ RDL (4.19b)

RUL,1 ≥ RUL (4.19c)

RUL,2 ≥ RUL (4.19d)

0 ≤ β1, β2 ≤ 0.5 (4.19e)

Solving (4.18a) and (4.19a) would then yield a solution for α, β1, and β2 which
would also solve (4.17a).

Firstly considering (4.18a), this is reduced to the common two user down-
link NOMA scenario, which is monotonically increasing with respect to α and
has an upper bound when R2 = RDL. This means that the solution for the
downlink NOMA power allocation ratio is

α = min

{[
PBSΓ2 − 2

RDL
τB + 1

2
RDL
τB PBSΓ2

]+

, 0.5

}
, (4.20)

where [x]+ is equivalent to max{x, 0}, and Γi = |hi|2
BN0

is the channel gains
normalized by noise. If it is not necessary to adhere to a minimum rate
constraint then the stronger channel should be allocated as much power as
possible, indicating that α should take the maximum value of 0.5.

In the second phase, Fig. 4.3.1 helps to illustrate how the second phase
sum rate varies for different values of β1 and β2. It can be observed that the
average sum rate is not monotonically increasing for both power allocation
ratios, so while equal power allocation provides a good performance, it does
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Figure 4.2: Sum Rate of second time slot against β1 and β2

not provide the optimum solution. The concave nature of the average sum
rate with respect to β1 and β2 can be highlighted in Fig. 4.3.1, which implies
that convex optimization techniques can be used to solve for the optimum
solution. To prove that the objective function is concave, the Hessian matrix
can be studied and expressed as follows

∇2 (R3 +RBS) =

B (1− τ)PUE

 −
((

Γ1

A

)2
+
(

Γ3,1

B

)2
)

−
(

Γ1Γ2

A2 + Γ3,1Γ3,2

B2

)
−
(

Γ1Γ2

A2 + Γ3,1Γ3,2

B2

)
−
((

Γ2

A

)2
+
(

Γ3,2

B

)2
)
 , (4.21)

where A = 1+PUE (β1Γ1,3 + β2Γ2,3) and B = 1+PUE ((1− β1) Γ1 + (1− β2) Γ2).
The objective function is concave only if its Hessian matrix is a negative semi-
definite matrix. To observe whether the Hessian matrix is negative semi-
definite, the following must hold[

β1 β2

]
∇2 (R3 +RBS)

[
β1 β2

]T
≤ 0. (4.22)
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This can be expanded out as

− β2
1

((
Γ1

A

)2

+

(
Γ3,1

B

)2
)
− 2β1β2

(
Γ1Γ2

A2
+

Γ3,1Γ3,2

B2

)

− β2

((
Γ2

A

)2

+

(
Γ3,2

B

)2
)
≤ 0. (4.23)

Since β1, β2 and the normalized channel gains are all positive, the left hand
side will always be negative and thus, (4.23) will always hold true which
proves that the objective function is concave with respect to β1 and β2. Solving
(4.19a) using the KKT conditions to obtain a closed form solution for β1 and β2

is a complex procedure as there will be five sets of complementary slackness
equations which need to be solved due to the five constraints. The minimum
rate constraints can be viewed as boundaries which restrict the values of the
power allocation ratios; the problem can thus be simplified by first removing
the minimum rate constraints in (4.19a). This would then yield

P5 maximize
β1,β2

R3 +RBS (4.24a)

subject to 0 ≤ β1 ≤ 0.5 (4.24b)

0 ≤ β2 ≤ 0.5 (4.24c)

Once a solution is obtained for (4.24a), the values of β1 and β2 can then be
further adjusted to satisfy the minimum rate requirements.

In order to solve (4.24a), the problem can be rewritten as the following
Lagrange function

L (β1, β2, µ1, µ2) = (1− τ)B log2 (1 + PUE (β1Γ1,3 + β2Γ2,3)) (4.25)

+ (1− τ)B log2 (1 + PUE ((1− β1) Γ1 + (1− β2) Γ2)) ,

+ µ1 (0.5− β1)

+ µ2 (0.5− β2)

where µ1 and µ2 are the Lagrange multipliers.
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In conjunction with the constraints on β1 and β2 from (4.24a), the remain-
ing KKT conditions are expressed as

dL (β1, β2, µ1, µ2)

dβ1

=

(1− τ)BPUEΓ1,3

1 + PUE (β1Γ1,3 + β2Γ2,3)
− (1− τ)BPUEΓ1

1 + PUE ((1− β1) Γ1 + (1− β2) Γ2)
− µ1 = 0,

(4.26)

dL (β1, β2, µ1, µ2)

dβ2

=

(1− τ)BPUEΓ2,3

1 + PUE (β1Γ,3 + β2Γ2,3)
− (1− τ)BPUEΓ2

1 + PUE ((1− β1) Γ1 + (1− β2) Γ2)
− µ2 = 0, (4.27)

µ1 (0.5− β1) = 0, (4.28)

µ2 (0.5− β2) = 0, (4.29)

µ1 ≥ 0, µ2 ≥ 0. (4.30)

Solving the complementary slackness equations helps to obtain the optimal
value of β1 and β2 when there are no minimum rate constraints involved.
Firstly, consider the case when µ1 = 0 and µ2 = 0. In this case, β1 and β2

are both less than 0.5, and the stationary conditions can be solved to find the
values of β1 and β2 which yields

β1 = −Γ2 + Γ2,3 (1 + (Γ1 + Γ2)PUE)

(Γ2Γ1,3 − Γ1Γ2,3)PUE
, (4.31)

β2 =
Γ1 + Γ1,3 (1 + (Γ1 + Γ2)PUE)

(Γ2Γ1,3 − Γ1Γ2,3)PUE
. (4.32)

This cannot be the optimal solution because when Γ2Γ1,3 > Γ1Γ2,3, β1 is nega-
tive, and when Γ2Γ1,3 < Γ1Γ2,3, β2 is negative. This violates the primal feasi-
bility conditions so cannot be the optimal solution.

Next, the case when µ1 = 0 and µ2 6= 0 can be considered. For this case,
β2 = 0.5, and the stationary conditions are solved to obtain

β1 =
2 (Γ1,3 − Γ1) + (Γ2Γ1,3 − Γ1Γ2,3)PUE + 2Γ1Γ1,3PUE

4Γ1Γ1,3PUE
, (4.33)
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µ2 =
4B (Γ1Γ2,3 − Γ2Γ1,3)PUE (1− τ)

(2 (Γ1 + Γ1,3) + (Γ1 (2Γ1,3 + Γ2,3) + Γ2Γ1,3)PUE) ln (2)
. (4.34)

In the case when µ1 6= 0 and µ2 = 0, β1 = 0.5 and

β2 =
2 (Γ2,3 − Γ2) + (Γ1Γ2,3 − Γ2Γ1,3)PUE + 2Γ2Γ2,3PUE

4Γ2Γ2,3PUE
, (4.35)

µ1 =
4B (Γ2Γ1,3 − Γ1Γ2,3)PUE (1− τ)

(2 (Γ2 + Γ2,3) + (Γ2 (Γ1,3 + 2Γ2,3) + Γ1Γ2,3)PUE) ln (2)
. (4.36)

Finally, in the case when β1 = 0.5 and β2 = 0.5, the Lagrange multipliers
are

µ1 =
2BPUE (1− τ) (2 (Γ1,3 − Γ1) + (Γ2Γ1,3 − Γ1Γ2,3)PUE)

((2 + PUE (Γ1 + Γ2)) (2 + PUE (Γ1,3 + Γ2,3))) ln (2)
. (4.37)

µ2 =
2BPUE (1− τ) (2 (Γ2,3 − Γ2) + (Γ1Γ2,3 − Γ2Γ1,3)PUE)

((2 + PUE (Γ1 + Γ2)) (2 + PUE (Γ1,3 + Γ2,3))) ln (2)
. (4.38)

As part of the KKT conditions, the dual feasibility can be used to de-
termine the optimal values β1, β2, µ1 and µ2. One common factor that the
complementary slackness equations take into consideration is the relation-
ship between Γ2Γ1,3 and Γ1Γ2,3, as having one greater than the other would
only satisfy the dual feasibility condition for one set of the complemen-
tary slackness solutions. For example, when Γ1Γ2,3 > Γ2Γ1,3, β2 should be
equal to 0.5, while β1 should be calculated using (4.33). On the other hand,
when Γ1Γ2,3 < Γ2Γ1,3, β1 should be equal to 0.5, while β2 should be cal-
culated using (4.35) instead. When (Γ2Γ1,3 − Γ1Γ2,3)PUE < 2 (Γ1,3 − Γ1) or
(Γ1Γ2,3 − Γ2Γ1,3)PUE < 2 (Γ2,3 − Γ2), (4.33) and (4.35) would respectively pro-
duce values greater than 0.5, which would not satisfy the primal feasibility
conditions. However, these same scenarios would also mean that (4.37) and
(4.38) are both positive, which implies that β1 and β2 should both be equal to
0.5. As a result, the solutions for β1 and β2 can be summarized as follows

β1 =

0.5 if Γ2Γ1,3 ≥ Γ1Γ2,3,

[(4.33)]0.50 if Γ2Γ1,3 < Γ1Γ2,3,
(4.39)

β2 =

0.5 if Γ2Γ1,3 ≤ Γ1Γ2,3,

[(4.35)]0.50 if Γ2Γ1,3 > Γ1Γ2,3,
(4.40)
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where [x]0.50 = max (min (x, 0.5) , 0). The solutions provided by (4.39) and (4.40)
can be used to solve (4.24a), however, they may not satisfy the minimum
rate constraints set out in (4.19a). The following subsection will consider an
algorithm which is able to determine the power and time slot allocation that
would also satisfy minimum rate constraints.

4.3.2 Power and Transmission Time Allocation

The previous subsection dealt with the problem of identifying the optimum
power allocation for each transmission with arbitrary time slot allocation and
no minimum rate constraints. A solution to obtain the optimal time slot allo-
cation would not only provide further improvements to the overall sum rate,
but will also determine the power allocation required to satisfy minimum rate
requirements. For this, a control algorithm is implemented which identifies
the transmission power and time slot required to maximize the overall sum
rate performance.

Firstly consider the power allocation solutions obtained from the previous
section which produces the maximum unconstrained rates for each transmis-
sion phase. If the time slots are allocated equally, with both transmission
phases being allocated the same amount of time for transmission, it is pos-
sible to numerically determine which phase offers the better sum rate per-
formance. It would then follow that a greater proportion of the transmission
time should be allocated to that phase to increase the overall sum rate perfor-
mance. For example, using the unconstrained power allocation solutions, if
R1 +R2 > R3 +RBS then τ should be increased as much as possible, or in the
contrary case of R1 + R2 < R3 + RBS , decreased as much as possible. When
there is no minimum rate constraint involved and τ = 0.5, the maximum
achievable rate for the first transmission phase is obtained when α = 0.5, and
the maximum rate for the second phase is obtained when β1 and β2 are cal-
culated via (4.39) and (4.40) respectively. Based on the simulation parameters
considered within this work, the rate for the second time slot is always greater
than the rate for the first time slot. This means that the overall sum rate can
only be maximized by allocating as much transmission time to the second
time slot as possible, i.e. find the minimum value of τ such that R1 and R2

can still achieve the minimum rate requirements. In this case, by assuming
that both R1 and R2 satisfy the minimum rate constraints when 0 ≤ α ≤ 0.5,
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the following equations are solved simultaneously to obtain α and τ :

τB log2 (1 + αPBSΓ1) = RDL, (4.41)

τB log2

(
1 +

(1− α)PBSΓ2

αPBSΓ1 + 1

)
= RDL. (4.42)

The solutions for α and τ are then expressed as

α∗ =

√
(Γ1 + Γ2)2 + 4Γ1Γ2

2PBS − Γ1 − Γ2

2Γ1Γ2PBS
, (4.43)

τ ∗ =
RDL

B log2

(
−Γ1+Γ2+

√
(Γ1+Γ2)2+4Γ1Γ2

2PBS

2Γ2

) . (4.44)

Based on (4.43) and (4.44), both R1 and R2 would transmit at the minimum
requirement for the downlink rate. For the D2D and uplink transmissions,
(4.39) and (4.40) would be used to pre-allocate the power for the transmis-
sions. However, this does not guarantee that the minimum rate constraints
are satisfied. As a result it is important to determine which link fails to reach
the minimum rate requirement and allocate more power to it if possible.

If RUL,1 cannot reach the minimum rate requirement then β1 needs to be
lowered until RUL,1 = RUL; if RUL,2 cannot reach the minimum rate require-
ment then β2 needs to be lowered until RUL,2 = RUL. From (4.39) and (4.40),
one of β1 or β2 will always be 0.5, so if R3 cannot reach the minimum rate
requirement then the power allocation ratio which is not 0.5 needs to be in-
creased until R3 = RDL. The simple power and time slot allocation algorithm
can be summarized as follows in Algorithm 4.1.

4.4 Simulation Results

In this section, a single cell scenario is simulated with a central BS and three
UEs to demonstrate the average sum rate performance enhancements brought
about by the proposed power and transmission time allocations. Within the
simulations, the weakest UE is first randomly distributed within the cell, and
two stronger UEs are then placed randomly within a specified D2D distance
between UE3 and the BS. The UEs are placed in this way such that the two
stronger UEs are able to employ D2D communications to transmit to the
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Algorithm 4.1 Power and time slot Allocation to satisfy minimum rate con-
straints

1: Initialize τ = 0.5, α = 0.5, β1 = (4.39), β2 = (4.40)
2: Calculate RT1 = R1 +R2, RT2 = R3 +RBS

3: if RT1 > RT2 then
4: Increase τ until one of R3 = RDL, or RUL,1, RUL,2 = RUL

5: else
6: α = (4.43), τ = (4.44)
7: if RUL,1 < RUL then
8: Decrease β1

9: else if RUL,2 < RUL then
10: Decrease β2

11: else if R3 < RDL and Γ2Γ1,3 ≥ Γ1Γ2,3 then
12: Increase β1

13: else if R3 < RDL and Γ2Γ1,3 < Γ1Γ2,3 then
14: Increase β2

15: end if
16: end if
17: Output τ, α, β1, β2

weakest UE. While the simulations in this work only considers the case of
three users, it is possible to extend the system to allow more users and then
group them into different sub-bands for transmission. The effects of power
allocation on the sum rate performance for downlink NOMA has been heav-
ily studied in literature; the results in this section will not be focusing on
the first phase of transmissions, but will instead draw more attention to the
power allocation in the second transmission phase. Unless otherwise stated,
the parameters used within the simulations can be found in Table 4.2.

Firstly, the case with no minimum rate constraints is presented to verify
the solutions in (4.39) and (4.40) obtained via the KKT conditions. Fig. 4.3
illustrates how the average sum rate performance varies with UE transmission
power for different power allocation schemes. The plot labeled KKT PA is
representative of the power allocation solutions obtained from (4.20), (4.39)
and (4.40) which were derived from the KKT conditions; EPA represents equal
power allocation where power is allocated with α = β1 = β2 = 0.5, and finally
FPA uses a constant power allocation ratio of α = β1 = β2 = 0.2. From Fig. 4.3,
it is evident that the solutions obtained in (4.39) and (4.40) has superior sum
rate performance to both EPA and FPA. Although the D2D channel gains are
always greater than the BS-UE channel gains, the results highlight that in EPA
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Table 4.2: Simulation Parameters

Parameters Values

Total Bandwidth, B 1 MHz

Cell radius 250 m

Carrier frequency, fc 2 GHz

Shadowing standard deviation, σ 6 dB

Maximum BS transmit power 45 dBm

UE transmit power 25 dBm

Noise power spectral density, N0 -174 dBm/Hz

Path loss exponent, υ 3

Maximum D2D distance 25 m

Uplink Minimum Rate, RUL 1 Mbps

Downlink Minimum Rate, RDL 2-5 Mbps
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Figure 4.3: Effects of power allocation on second transmission phase sum rate
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Figure 4.4: Effects of power allocation on D2D and uplink rates

- allocating the maximum power for the D2D message - does not always have
the best sum rate performance. Solving the KKT conditions to obtain (4.39)
and (4.40) ensures that the power allocation always generates the greatest
sum rate. The difference in performance between each scheme is small due
to the restrictions in user locations, however the performance enhancements
brought about through the use of the proposed power allocation solution are
still evident. In addition to this, the solution for the optimal transmission time
and power allocation which satisfy minimum rate constraints depends on the
maximum unconstrained sum rate for the second time slot, which is found
by the KKT solution.

The achievable D2D rate and the total uplink rates are illustrated in Fig.
4.4. In this set of results, EPA allocates the greatest proportion of transmis-
sion power to the D2D content, whilst FPA allocates the greatest proportion
of transmission power to the uplink data. As a result, out of the three power
allocation schemes, EPA offers the highest rates for delivering the D2D con-
tent, whilst FPA provides the highest rates for the uplink. Power allocation
using (4.39) and (4.40) provides a D2D rate performance which is very close
to EPA, whilst also providing an uplink rate performance which is very close
to FPA. Although the proposed power allocation does not have the highest
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Figure 4.5: Effect of transmission time allocation on the overall sum rate

performance in terms of the individual rates, it still adheres very closely to
the highest D2D and uplink rates, and thus is able to produce the greatest
sum rate performance as highlighted in Fig. 4.3. When observing results for
the power allocation using the KKT conditions at a UE transmission power
of 25 dBm, the average rate for receiving the D2D transmissions is 12.4 Mbps
which corresponds to a received SNR value of around 37.3 dB. On the other
hand, the total uplink rate is 6.1 Mbps which corresponds to a received SNR of
around 18.3 dB. The rates for the D2D transmissions are always greater than
those of the uplink due to the D2D channel gain being significantly stronger
than the BS-UE channel gains.

Fig. 4.5 illustrates how the overall sum rate varies as the transmission
time allocation ratio is increased for the proposed D2D scheme. The D2D
scheme with EPA and the power allocation obtained via the KKT conditions
are both compared with a three time slot cellular NOMA system. In the 3

time slot NOMA system, transmissions are separated into 3 time slots where
the BS transmits x1 and x3a to UE1 and UE3 respectively in the first time slot.
In the second time slot, the BS transmits the superposed message of x2 and
x3b. Finally, in the third time slot, uplink NOMA is applied for UE1 and UE2

to transmit their uplink data to the BS. From Fig. 4.5, the average sum rate
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Figure 4.6: Effect of transmission time ratio on uplink rates

performance of the proposed D2D scheme decreases as more transmission
time is allocated to the downlink NOMA portion in the first time slot. This
indicates that the second time slot transmissions are much more effective in
increasing the sum rate, as these transmissions consist of uplink and D2D
contents, and also make use of CIC and SIC. Nonetheless, it is evident the
proposed D2D scheme still outperforms a 3 time slot cellular NOMA scheme
regardless of the power and transmission time allocation ratios.

In the proposed D2D scheme, uplink data is only transmitted in the sec-
ond phase, and Fig. 4.6 illustrates how the uplink rates decrease when the
transmission time allocation ratio is increased. The power allocation ratios
derived from the KKT conditions always provide better uplink performances
than EPA. While EPA fixes β1 and β2 to 0.5, (4.39) and (4.40) vary with the
channel conditions which results in β1 and β2 taking on values less than 0.5.
This means that more power is allocated to the uplink data when using (4.39)
and (4.40) as compared with EPA for power allocation. When τ is less than
0.6, the uplink rates for the proposed D2D scheme is always greater than the 3

time slot cellular NOMA scheme, and based on Fig. 4.5, having a lower value
for τ is more beneficial in terms of improving the sum rate.
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Figure 4.7: Effect of transmission time ratio on downlink rates

Fig. 4.7 depicts how varying the transmission time ratio affects the down-
link rates for each UE receiving their requested contents. The downlink rates
for UE1 and UE2 are the same for both EPA and the KKT power allocation
since they both consider downlink NOMA with α = 0.5 for the first time slot.
As τ increases, the downlink rates for UE1 and UE2 also increases. How-
ever, this means that less time is allocated to the D2D transmissions and thus
the average rate for UE3decreases at a much steeper gradient. The power
allocation solution derived from the KKT conditions has slightly poorer per-
formances for UE3 than EPA. Once again, this is due to the objective function
of maximizing the sum rate, which means that β1 and β2 are not always 0.5.
Note that there are no minimum rate constraints taken into account in these
results, so with α = 0.5 for the downlink NOMA in the first transmission
phase, the rate for UE2 suffers significantly especially at lower values of τ .
This is important as it helps to highlight the need for minimum rate con-
straints when maximizing the sum rates, as one of the users may suffer from
major performance degradation.

From the previous results, it is apparent that the closed form solutions
for β1 and β2 based on the unconstrained KKT conditions always produce
better sum rate performances than EPA. From Fig. 4.5, it is also evident
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Figure 4.8: Sum Rate Performance with varying minimum rate constraints

that within the simulation parameters specified, it is much more beneficial to
reduce τ , if the objective function is to increase the overall sum rate. However,
as highlighted in Fig. 4.7, it is important to also consider the minimum rate
constraints in order for all users to achieve a certain QoS.

Fig. 4.8 illustrates the sum rate performance of the proposed D2D scheme
with different power allocation techniques when minimum rate constraints
are considered. In this and the subsequent sets of results, the downlink mini-
mum rate constraint is varied between 2 Mbps and 5 Mbps, whilst the uplink
minimum rate requirement is maintained at 1 Mbps. The power and trans-
mission time allocation solution based on Algorithm 4.1 has the highest sum
rate performance, this is then followed by the KKT power allocation solu-
tion with transmission time allocated equally between the two time slots, and
finally the three time slot cellular NOMA scheme has the poorest sum rate
performance. From Fig. 4.8, increasing the downlink minimum rate require-
ment decreases the sum rate performances for all schemes. The decreasing
trend of the sum rate for the algorithm solution can be explained by the need
to allocate more transmission time to satisfy the minimum rate requirements
for UE1 and UE2. This is also reinforced by the results from Fig. 4.5, where in-
creasing τ leads to a decrease in the sum rate performance. In the other plots
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Figure 4.9: Uplink Performance with varying minimum rate constraints

in Fig. 4.8, the difficulties in achieving the higher minimum rate require-
ments result in more discarded runs. These discarded runs are then reflected
through a lower average rate performance at higher minimum rate require-
ments, and are present throughout Fig. 4.8 to Fig. 4.10. It is apparent that
using the proposed D2D scheme to deliver content to a weak user provides
significantly improved sum rate performance over the three time slot cellular
NOMA, even when the transmission time allocation is not optimized.

In addition to enhancing the sum rate, Algorithm 4.1 is also able to pro-
vide improvements to the UE uplink rates as highlighted in Fig. 4.9. Both
strong users are able to benefit from significantly enhanced uplink rates as
compared with the equal transmission time allocation and three time slot
NOMA schemes. The higher uplink performance of Algorithm 4.1 arises due
to uplink being scheduled as part of the second transmission phase, and with
the aim of maximizing the sum rate, the algorithm typically allocates more
transmission time to the second phase.

Fig. 4.10 depicts the average downlink performance of each scheme and
follows a similar trend to the previous figures in that increasing the downlink
minimum rate requirement decreases the rate performances. For the power
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Figure 4.10: Downlink Performance with varying minimum rate constraints

and time allocation obtained via Algorithm 4.1, UE1 and UE2 are only al-
located enough resources to achieve their minimum rate requirements, with
the remaining resources allocated to the D2D and uplink transmissions. This
means that increasing the downlink rates for UE1 and UE2 results in a greater
value for τ , which subsequently reduces UE3’s downlink rate. In the proposed
D2D scheme, one merit is that UE3, whilst having the weakest BS-UE channel
gain, typically has the greatest downlink rate out of the three users due to the
D2D channel link. This is particularly useful if UE3 has heavy data demands,
compared to the other users.

4.5 Summary

Popular files are more likely to be placed into a local cache; if a user requests
for a popular file, it is also likely that it can be found in the cache of nearby
UEs. In this chapter, a system model whereby two stronger users transmit
their cached contents to a third weak user alongside their uplink data to the
BS is proposed. The superposition of cached content and uplink data is use-
ful as the BS is able to employ CIC to detect the uplink signals without the
additional interference. Due to the weak BS-UE channel gain, it is typically
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very difficult for the weakest user to achieve high data rates under cellular
communications. However, the use of D2D communications presents an ad-
ditional avenue to obtain the content, with SIC being employed to remove the
uplink data before detecting the requested content.

The power and transmission time allocation problem is studied to obtain
a solution to enhance the sum rate performance of the system subject to min-
imum rate constraints. An algorithm which allocates power and transmission
time is then developed and simulation results highlight the effectiveness of
this algorithm. The algorithm demonstrates significantly better sum rate and
uplink performances for the UEs involved as compared with a three time slot
NOMA scheme. Simulation results also highlight that UE3 is able to obtain
significantly improved data rates, whilst the other UEs are always able to
achieve the minimum rate requirements.

The proposed scheme has better a sum rate performance when the down-
link rate requirement for the two strong users is lower. This can be particu-
larly useful for two strong users with high uplink requirements such as for
live streaming or online gaming, and a weak user who requires high downlink
data rates.



Chapter 5

Power Allocation for D2D
Underlaid NOMA in Cache-Aided
Networks

5.1 Introduction

Within cache-aided networks, popular files are often placed closer to the end
users during off-peak periods in order for them to be accessed readily when
requested. Caching at the UEs is a promising solution which allows for con-
tents to be stored closer to the end user. Extending upon this, a group of
nearby UEs each caching different files increases the likelihood for requested
content to be found in a nearby cache. This means that it is possible for UEs to
access requested content either from their own cache, or to acquire it through
D2D communications which would provide significantly lower latencies and
greater data rates than fetching from the backhaul. However, the limited cache
sizes at the UEs mean that it is often not possible to store the complete file
in the device memory. In this chapter, sub-files are considered to denote a
portion of a file, and these are cached at the UEs, with the remainder of the
file delivered through downlink cellular NOMA from the BS.

In the previous chapters, the use of D2D communications helped to alle-
viate NOMA downlink traffic by exchanging and transmitting cached content
during the uplink phase. However, a downside for the previously proposed
systems was that uplink transmissions are typically scheduled less often than

115
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downlink transmissions, therefore limiting the number of opportunities to ex-
ploit the stronger D2D channel. This chapter proposes an alternative system
model which would allow users to receive previously cached sub-files via
the D2D link which underlays the downlink NOMA transmission. Although
the use of underlaid communications generates additional interference to the
downlink, the strong D2D channel allows for lower UE transmission power
to limit the impact of the additional interference whilst also delivering high
data rates. Whilst D2D underlaid NOMA has been studied in [77], the au-
thors considered the D2D users to be separate entities to the cellular users
whilst in this work, the cellular users and D2D users are the same. The au-
thors also only considered a minimum rate requirement for the cellular users
whilst the D2D pair were not constrained which may not be practical. As a
result of this, the SIC process and power allocation problem proposed here
differs from existing works.

This chapter will demonstrate the derivations of the power allocation for
the proposed D2D underlaying NOMA scheme and numerical simulation re-
sults will be used to evaluate the effectiveness of the power allocation solu-
tions against existing schemes. This chapter will conclude by summarizing
the key results obtained and identify any directions for possible future works.

5.2 System Model

Consider the scenario where two nearby users request for distinct files and
are in spatial proximity such that D2D communications can be used. We as-
sume that for one user, a portion of their requested file is stored in the cache
of the second user, while the second user’s requested file is only stored at the
BS. In conventional cellular NOMA communications, both users would be
served at the same time via a superposed message containing the contents for
both users. However, with one of the sub-files being stored in a nearby cache,
D2D communications allow for an additional avenue to obtain the requested
contents. Full-duplex underlaid D2D is applied to the system to efficiently
transmit the cached sub-file to the requesting user to exploit the spectral re-
sources. Henceforth, the user whose sub-file can be found in a nearby cache
will be denoted as the D2D receiver, and the other user will be denoted as
the D2D transmitter, with both users also receiving a superposed downlink
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Figure 5.1: System model with UE1 as D2D transmitter

message from the BS.
Depending on the positions of the users, the channel gain between the BS

and the D2D transmitter could either be stronger or weaker than the channel
gain between the BS and the D2D receiver. In other words, the D2D trans-
mitter can be the strong user or the weak user depending on the channel
conditions. This presents two cases with different SINRs and rates, both of
which need to be considered in order to develop a comprehensive system.
In either case, this work will denote the UE with the greater BS-UE channel
gain as UE1 with the other denoted as UE2. For brevity, the channel to noise
ratios are denoted as |hi|2 = ξi|Hi|2

PLiBN0
, where i ∈ {1, 2, 3} represents the BS-

UE1, BS-UE2, and UE-UE links respectively; ξi is the lognormal shadowing,
|Hi|2 is the fading gain, PLi is the path loss, and BN0 is the receiver noise
power. As a result of implementing full duplex communications, the D2D
transmitter would have to decode their downlink content in the presence of
self-interference (SI). The effective channel to noise ratio for the SI after SI
cancellation is denoted as |hSI |2 and is modeled as Rician fading divided by a
cancellation factor. With the channel notations defined, we can now consider
the two cases with each of UE1 and UE2 as the D2D transmitters.
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5.2.1 UE1 as D2D Transmitter

Firstly, consider the case illustrated in Fig. 5.1 with UE1 and UE2 requesting
file A and file B respectively. Each file consists of two sub-files denoted as A1

and A2, and B1 and B2 for file A and B respectively. Since UE1 has sub-file B1

in its cache, it is denoted as the D2D transmitter and will transmit the sub-
file to UE2 through D2D communications. This transmission underlays the
superposed NOMA message, consisting of information from file A and sub-
file B2, from the BS to both users. It is possible for the three messages to arrive
with different SNRs, which in turn would produce different SIC decoding
orders. To ensure a systematic way of decoding the messages, the order of
received SNRs is assumed to be fixed as illustrated in Fig. 5.1, and this is
accomplished through the power allocation process beforehand. At UE2, the
decoding order is fixed such that the message with the highest received SNR
would be the information in sub-file B2 from the BS, then information in file
A, and finally information in sub-file B1 obtained via D2D. The order for the
received SNR is fixed this way in order to allow the UEs to transmit at a lower
transmission power and therefore not exhaust their limited batteries. The
strong D2D channel gain also helps to maintain high data rates whilst using
a lower transmission power. In addition to this, the BS has a significantly
higher power available which can help to ensure that the downlink message
from the BS has the highest received SNR.

At UE1, although the requested content is file A, the signal for content
from sub-file B2 would be decoded first and then canceled out from the super-
posed message as part of NOMA SIC. The decoding of B2 is done by treating
the signal of file A and the self interference from the signal of sub-file B1, due
to full-duplex transmission, as noise. Then after cancellation, file A can be de-
coded without interference. As such, the downlink signal for sub-file B2 must
be decoded successfully in order for it to be canceled from the superposed
message. The SINRs associated with the decoding of UE1’s downlink file are
expressed as

γ1→B2 =
(1− α)PBS |h1|2

αPBS |h1|2 + P3 |hSI |2 + 1
, (5.1)

γ1→A =
αPBS |h1|2

P3 |hSI |2 + 1
, (5.2)
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where γi→j is the SINR for UEi to decode the message j; α is the power allo-
cated to the UE1’s downlink message, PBS is the transmission power available
at the BS, and P3 is the power allocated for the D2D transmission.

At UE2, a similar process is followed such that the signal representing B2

is decoded first by treating the signals of file A and sub-file B1 as noise, and
then canceled from the superposed message. Then file A’s signal is decoded
and subtracted by treating B1’s signal as noise, and finally B1 can be decoded
free from any interference. The SINRs relating to these cases can be expressed
as

γ2→B2 =
(1− α)PBS |h2|2

αPBS |h2|2 + P3 |h3|2 + 1
, (5.3)

γ2→A =
αPBS |h2|2

P3 |h3|2 + 1
, (5.4)

γ2→B1 = P3 |h3|2 . (5.5)

In order for SIC to cancel out a signal from a superposed message, the
signal must first be decoded correctly while treating the remaining interfer-
ence signals as noise. A signal is only considered to be successfully decoded
when its SINR is greater than a minimum required SINR. UE1 should always
be able to apply SIC and also decode its requested file so long as UE2 can
also decode the same files correctly, i.e. (5.1) and (5.2) are always greater
than (5.3) and (5.4) respectively. This is due to |h1|2 ≥ |h2|2 by definition,
and |h3|2 > |hSI |2 is assumed due to the application of SI cancellation which
should significantly reduce the residual SI. Moreover, it is also logical that if
the full-duplex transmission produces more residual SI than what can be use-
fully detected at the intended receiver, D2D should not be used as this would
cause more degradation than gain.

5.2.2 UE2 as D2D Transmitter

In the second scenario, the roles of the UEs are reversed as depicted in Fig. 5.2.
UE2 now acts as the D2D transmitter and is tasked with delivering the cached
content to UE1 via D2D underlaying the BS downlink message. Similar to the
previous case, we once again fix the SIC decoding order to allow for a system-
atic decoding process as well as to prevent exhausting the D2D transmission
power. Observing the perspective of UE1, due to downlink NOMA power
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Figure 5.2: System model with UE2 as transmitter

allocation, the signal containing information for file B would be decoded and
subtracted first. This is then followed by the decoding and cancellation of
the signal for sub-file A2, and finally the D2D signal for sub-file A1 can be
decoded free from interference. On the other hand, UE2 must treat both the
interference caused by the signal for sub-file A2 and the SI signal due to sub-
file A1 as noise when decoding for file B’s signal. In a similar fashion to
Section 5.2.1, the relevant SINRs can be expressed as follows:

γ1→B =
(1− α)PBS |h1|2

αPBS |h1|2 + P3 |h3|2 + 1
, (5.6)

γ1→A2 =
αPBS |h1|2

P3 |h3|2 + 1
, (5.7)

γ1→A1 = P3 |h3|2 , (5.8)

γ2→B =
(1− α)PBS |h2|2

αPBS |h2|2 + P3 |hSI |2 + 1
. (5.9)

The associated rates can be described as follows and will be used to assess
the performance of the proposed scheme in comparison with conventional
techniques:

Ri→j = B log2(1 + γi→j). (5.10)
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The sum rate for each case is then denoted as

RUE1
sum = R1→A +R2→B1 +R2→B2 , (5.11)

RUE2
sum = R1→A1 +R1→A2 +R2→B, (5.12)

where RUEi
sum is the sum rate when UEi is the D2D transmitter.

5.3 Problem Formulation and Solution

The aim of this work is to enhance the sum rate of the system subject to min-
imum rate constraints. The sum rate is a good indication of the performance
of the overall system as it allows for a comparison to be drawn with existing
techniques, and will therefore help to highlight the benefits of the proposed
scheme. The minimum rate constraints not only ensure a sufficient level of
quality of service (QoS), but can also be used to limit the interference. The
SINR equations highlight that the proposed D2D scheme has many sources
of interference. Firstly, NOMA is inherently interference limited due to the
simultaneous usage of resources by all users; the use of underlay D2D in-
troduces further interference, and in addition to this, full-duplex communica-
tions for the D2D transmitter also produces SI. This highlights the importance
of power allocation which will help to manage the interference levels. Since
the SINRs and rate equations are different depending on which UE transmits
the cached content, it follows that the optimization objective functions are also
different and so the two optimization problems are needed to be solved.

5.3.1 UE1 as D2D Transmitter

Firstly, consider the optimization problem when UE1 transmits the cached
content to UE2. The objective function is to maximize the sum rate, (5.11),
whilst adhering to maximum power and minimum rate constraints. This can
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be expressed as

maximize
α,P3

RUE1
sum (5.13a)

subject to R1→A ≥ Rmin−A (5.13b)

R2→B1 ≥ Rmin−B1 (5.13c)

R2→B2 ≥ Rmin−B2 (5.13d)

R2→A ≥ Rmin−A (5.13e)

0 ≤ α ≤ 0.5 (5.13f)

0 ≤ P3 ≤ PUE (5.13g)

where (5.13b) to (5.13d) are the minimum rate constraints required for each
user to decode their received files, (5.13e) ensures that UE2 is able to success-
fully perform SIC, (5.13f) ensures that the NOMA power allocation ratio is
non-negative and that the signal for file B2 is always allocated more trans-
mission power than the signal for file A as per NOMA principles, and finally
(5.13g) ensures that the D2D transmission power does not exceed the maxi-
mum power available.

In order to solve (5.13a), the problem is split up into two parts, the first of
which is to find the optimal value of α for a fixed P3. The optimal value of
α can then be substituted back into the original problem to obtain a solution
for P3. The solution for α can be obtained easily by studying the derivative of
RUE1
sum with respect to α which yields

dRUE1
sum

dα
=

B

ln 2

PBS
(
|h1|2

(
1 + P3 |h3|2

)
− |h2|2

(
1 + P3 |hSI |2

))(
1 + αPBS |h1|2 + P3 |h3|2

) (
1 + αPBS |h2|2 + P3 |hSI |2

) . (5.14)

Given that by definition |h1|2 ≥ |h2|2 and |h3|2 > |hSI |2, (5.14) will always be
greater than zero. This implies that regardless of the value of P3, increasing
α will always increase RUE1

sum , and therefore α should take the value of the
upperbound. Based on the SINR equations, it is possible to see that increasing
α decreases (5.3), and thus constraint (5.13d) acts as an upperbound for the
value of α. From (5.13f), α is also restricted to values between 0 and 0.5 which
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means that the optimal value of α is

α∗ =

[
PBS |h2|2 − γB2

(
1 + P3 |h3|2

)
PBS |h2|2 (1 + γB2)

]0.5

0

, (5.15)

where γx = 2
Rmin−x

B − 1,∀x ∈ {A,B1, B2} is the minimum SINR required to
decode a particular file correctly.

In order to find P ∗3 , (5.15) is substituted back into RUE1
sum , and the problem

is now solved in terms of P3. The second derivative of RUE1
sum with respect to

P3 is given as

d2RUE1
sum

dP 2
3

= − B

ln 2

( |h3|2

1 + P3 |h3|2

)2

−

(
|hSI |2

1 + P3 |hSI |2

)2

+

(
γB2 |h1|2 |h3|2 − (1 + γB2) |h2|2 |hSI |2

|h2|2
(
|h1|2 PBS + (γB2 + 1)

(
1 + |hSI |2 P3

))
− γB2 |h1|2

(
1 + |h3|2 P3

))2
 .

(5.16)

Although (5.16) is negative, it is also undefined when P3 = − 1
|h3|2

, P3 = − 1
|hSI |2

,
or

P3 =
|h1|2

(
PBS |h2|2 − γB2

)
+ |h2|2 (1 + γB2)

γB2

(
|h1|2 |h3|2 − |h2|2 |hSI |2

)
− |h2|2 |hSI |2

. (5.17)

While the first two points are not possible in practice, the final one in (5.17)
could be feasible. This means that should the numerical value of (5.17) lie
between 0 and PUE , there will be a discontinuity in RUE1

sum ; thus convex opti-
mization techniques cannot be used to find the optimum solution. However,
rather than an exhaustive search to find the optimal value of P ∗3 , it is possible
to narrow it down based on the boundaries of P3 and the stationary points on
RUE1
sum . Since (5.16) is negative, if the stationary points lie within the bound-

aries of P3, then it follows that this is the maximum value for the sum rate.
However, if the stationary points do not lie within the boundaries, then the
maximum sum rate will be at one of the boundaries. As a result the solution
for P3 will be one of three values, which can be evaluated to determine the
final solution.
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Firstly, to determine the boundaries, we can study the minimum rate con-
straints. With the D2D transmission underlaying the downlink NOMA trans-
mission, it is evident that increasing P3 will generate more interference to the
other downlink signals, and as a result, this will form an upper-bound on P3.
Eqn. (5.15) helps to ensure that UE2’s downlink rate for the contents of file B2

satisfies its minimum rate requirement. However, the interference from the
D2D transmission will also impact negatively on UE1’s downlink rate from
the BS, so the maximum acceptable interference is when UE1’s downlink rate
is equal to its minimum rate requirement. Since we have established that
(5.2) is greater than (5.4), the upper-bound of P3 is thus obtained by solving
R2→A = Rmin−A and is given as

P3 = min

{
PBS |h2|2 − (γA + γB2 + γAγB2)

|h3|2 (γA + γB2 + γAγB2)
, PUE

}
. (5.18)

On the other hand, decreasing P3 decreases the rate of the D2D content,
and this instead produces a lower bound on P3. This is obtained by solving
R2→B1 = Rmin−B1 and expressed as

P3 =
γB1

|h3|2
. (5.19)

The stationary points can be found by taking the derivative of RUE1
sum with

respect to P3 and then solving it equal to zero. This yields the following two
stationary points

P3,SP =
−ψ4 ±

√
ψ4

(
ψ4 − |hSI |2 ψ3

)
|hSI |2 ψ4

, (5.20)

where



ψ1 = γB2 |h1|2 |h3|4

ψ2 = |h2|2 |h3|2 |hSI |2

ψ3 = γB2 |h1|2
(
2 |h3|2 − |hSI |2

)
+PBS |h1|2 |h2|2

(
|hSI |2 − |h3|2

)
− |h2|2 |h3|2 (γB2 + 1)

ψ4 = ψ1 − ψ2 (γB2 + 1)
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When ψ4 is 0, the roots are undefined and thus they should not be con-
sidered for the optimum solution. When ψ4 is positive, the positive square
root must be used in order to produce a positive output. On the other hand,
when ψ4 is negative, the negative square root needs to be used to guarantee
a positive output for P3. As a result, (5.20) will never produce more than one
positive solution. Since it is not possible to have a negative power, the only
stationary point to consider is

P3,SP =

−ψ4 ±
√
ψ4

(
ψ4 − |hSI |2 ψ3

)
|hSI |2 ψ4

+

. (5.21)

If P3,SP lies within the range set by P3 and P3, then P3,SP is the optimal value
which will maximize the sum rate. However, if P3,SP does not lie within the
range set by P3 and P3 then RUE1

sum should be evaluated using P3 and P3 and
the argument which produces the highest sum rate should be chosen. Hence,
the optimum value of P3 can be expressed as

P ∗3 =


P3,SP if P3 ≤ P3,SP ≤ P3

arg max
P3∈{P3,P3}

RUE1
sum otherwise. (5.22)

5.3.2 UE2 as D2D Transmitter

In the reverse scenario, UE2 acts as the D2D transmitter to deliver the cached
content to UE1. Both users are required to decode the signal for file B; UE1

must be able to decode the signal consisting of content from file B to success-
fully perform SIC whilst UE2 has to decode the signal to obtain its requested
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content. The optimization problem is thus expressed as

maximise
α,P3

RUE2
sum (5.23a)

subject to R1→B ≥ Rmin−B (5.23b)

R1→A1 ≥ Rmin−A1 (5.23c)

R1→A2 ≥ Rmin−A2 (5.23d)

R2→B ≥ Rmin−B (5.23e)

0 ≤ α ≤ 0.5 (5.23f)

0 ≤ P3 ≤ PUE (5.23g)

where (5.23b) is now a SIC requirement, and (5.23c) to (5.23e) are the mini-
mum rate requirements. The optimal solutions for α and P3 which will max-
imize the sum rate can be obtained by following a similar approach to that
presented in the previous section. The solution to (5.23a) will first involve
finding the optimal α for a given P3, and then this will be substituted back
into the original problem so that the optimal P3 can be calculated.

Similar to before, the first derivative of RUE2
sum with respect to α is given as

dRUE2
sum

dα
=

B

ln 2

PBS
(
|h1|2

(
P3 |hSI |2 + 1

)
− |h2|2

(
P3 |h3|2 + 1

))(
αPBS |h1|2 + P3 |h3|2 + 1

) (
αPBS |h2|2 + P3 |hSI |2 + 1

) . (5.24)

However, contrary to before where RUE1
sum was monotonically increasing with

respect to α, (5.24) is affected by the following two possibilities

Case A:
|h1|2

P3 |h3|2 + 1
>

|h2|2

P3 |hSI |2 + 1
, (5.25)

Case B:
|h1|2

P3 |h3|2 + 1
<

|h2|2

P3 |hSI |2 + 1
, (5.26)

where the former indicates a monotonically increasing trend while the latter is
monotonically decreasing. |h1|2 /

(
P3 |h3|2 + 1

)
can be viewed as the effective

downlink channel for UE1 suffering from interference due to the D2D trans-
mission, whilst |h2|2 /

(
P3 |hSI |2 + 1

)
can be viewed as the effective downlink

channel for UE2 with SI due to the D2D transmission. It is necessary to split
(5.25) and (5.26) up as they each affect α differently, and therefore produce
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different solutions for α∗. Hence, (5.25) and (5.26) will be referred to as Case
A and Case B respectively. The optimization is done by first assuming that
the optimal value of P3 will adhere to either Case A or B, which means that
the resulting solution must also be verified to ensure that the inequalities are
met.

5.3.2.1 Case A

For this case, (5.24) is positive, indicating that RUE2
sum is monotonically increas-

ing with α, and therefore the sum rate is maximized when α is chosen to be at
its maximum possible value while meeting all of the required constraints. It
also follows that the rate for decoding file B at UE1 is greater than the rate at
UE2. This means that satisfying the constraint (5.23e) automatically satisfies
(5.23b), and the upper-bounds for α are now derived based on (5.23e) and
(5.23f). The solution for α is thus expressed as

αA = min

{
PBS |h2|2 − γB

(
P ∗3 |hSI |

2 + 1
)

PBS |h2|2 (1 + γB)
, 0.5

}
. (5.27)

By substituting (5.27) back into RUE2
sum , we can then optimize for P3 by finding

the derivative

dRUE2
sum

dP3

=
B

ln 2

(1 + γB) |h2|2 |h3|2 − γB |h1|2 |hSI |2

|h2|2
(
PBS |h1|2 + γB

(
P3 |h3|2 + 1

))
− γB |h1|2

(
P3 |hSI |2 + 1

) .
(5.28)

The second derivative of RUE2
sum with respect to P3 is given as

d2RUE2
sum

dP 2
3

= − ln 2

B

(
dRUE2

sum

dP3

)2

(5.29)

Eqn. (5.29) is always negative which implies that any stationary points will
be maximums. In addition to this, (5.28) only takes a value of 0 when P3 =

±∞. When the denominator of (5.28) equals to zero, the gradient becomes
undefined and implies that the minimum value of RUE2

sum occurs at this point.
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The minimum of RUE2
sum occurs at

P3 =
γB
(
|h1|2 − |h2|2

)
− |h2|2

(
1 + PBS |h1|2

)
|h2|2 |h3|2 + γB

(
|h2|2 |h3|2 − |h1|2 |hSI |2

) . (5.30)

As a result, RUE2
sum increases as the value of P3 deviates away from (5.30), and

the optimal value of P3 must therefore lie at the either the lower- or upper-
bound set out by the constraints. However, it must be noted that since the
optimization is based on the assumption of (5.25) being true, the solution for
P3 must also adhere to (5.25), which further restricts the boundaries. When
|h1|2 |hSI |2 < |h2|2 |h3|2, (5.25) can be rearranged to yield

P3 <
|h1|2 − |h2|2

|h2|2 |h3|2 − |h1|2 |hSI |2
. (5.31)

This means that the upper-bound can be expressed as

P3A = min

{
|h2|2

(
PBS |h1|2 − γA2 (1 + γB)

)
− γB |h1|2

γA2 (1 + γB) |h2|2 |h3|2 + γB |h1|2 |hSI |2
,

|h1|2 − |h2|2

|h2|2 |h3|2 − |h1|2 |hSI |2

}
, (5.32)

where the first term is the maximum P3 value for which UE1 can still achieve
the minimum rate requirement to decode file A2.

The lower bound on the other hand, is the minimum value of P3 such
that file A1 can be decoded successfully, and is thus obtained from constraint
(5.23c) as

P3A =
γA1

|h3|2
. (5.33)

When |h1|2 |hSI |2 > |h2|2 |h3|2, (5.25) can be rearranged to yield

P3 >
|h1|2 − |h2|2

|h2|2 |h3|2 − |h1|2 |hSI |2
. (5.34)

Since P3 cannot be negative, and (5.33) is always positive, (5.34) will always
be satisfied, and thus the lower bound for P3 remains the same as (5.33). For
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the upper bound, the second term in (5.32) is now unused so it is simply
expressed as

P3A =
|h2|2

(
PBS |h1|2 − γA2 (1 + γB)

)
− γB |h1|2

γA2 (1 + γB) |h2|2 |h3|2 + γB |h1|2 |hSI |2
(5.35)

Depending on the relationship between |h1|2 |hSI |2 and |h2|2 |h3|2, the ap-
propriate boundaries can be selected and then P ∗3−A can be identified by eval-
uating RUE2

sum at the two points.

5.3.2.2 Case B

Eqn (5.24) is negative in this case, suggesting that RUE2
sum is monotonically de-

creasing with α. The optimal α should therefore be the lowest value such that
the minimum rate requirements can still be met. This is obtained when UE1

decodes the signal for file A1 at its minimum rate requirement and can be
expressed as

αB =
γA2

(
P3 |h3|2 + 1

)
PBS |h1|2

. (5.36)

Similar to before, substituting (5.36) back into RUE2
sum , and taking the deriva-

tive with respect to P3 then yields:

dRUE2
sum

dP3

=
1(

P3 |h3|2 + 1
) (
PBS |h2|2 + P3 |hSI |2 + 1

)×(
PBS|h1|2 |h2|2

(
|h3|2 − |hSI |2

)
γA2 |h2|2

(
P3 |h3|2 + 1

)
+ |h1|2

(
P3 |hSI |2 + 1

)
+
|h1|2 |h3|2

(
P3 |hSI |2 + 1

)2
+ γA2 |h2|2 |hSI |2

(
P3 |h3|2 + 1

)2

γA2 |h2|2
(
P3 |h3|2 + 1

)
+ |h1|2

(
P3 |hSI |2 + 1

) )
(5.37)

Given that |h3|2>|hSI |2, (5.37) is always positive which means that the opti-
mal P3 will be the upper bound which is found when constraint (5.23e) is
evaluated as an equality. This means that the optimal P3 for this case can be
expressed as

P ∗3B =
PBS |h1|2 − γA2 (1 + γB)− γB

(γA2 (1 + γB) + γB) |h3|2
. (5.38)

Note that (5.26) must also be satisfied for Case B to be feasible. Eqn.



CHAPTER 5. PA FOR D2D UNDERLAID NOMA IN CA NETWORKS 130

(5.26) can be rearranged to identify the feasible range of values for P3. When
|h1|2 |hSI |2 < |h2|2 |h3|2, (5.26) can be rearranged to

P3 >
|h1|2 − |h2|2

|h2|2 |h3|2 − |h1|2 |hSI |2
. (5.39)

This forms a lower bound for P3, so Case B will be feasible when (5.38) is
greater than (5.38). On the other hand, when |h1|2 |hSI |2 > |h2|2 |h3|2, (5.26) is
rearranged as

P3 <
|h1|2 − |h2|2

|h2|2 |h3|2 − |h1|2 |hSI |2
. (5.40)

However, (5.40) produces a negative value and is therefore not feasible since
P ∗3−B cannot be less than a negative value.

5.3.2.3 Optimal Solution

Since both Case A and Case B derive an optimal solution based on an initial
assumption, it is therefore necessary to evaluate RUE2

sum at P ∗3−A and P ∗3−B to
determine which value is able to maximize the sum rate. When |h1|2 |hSI |2 >
|h2|2 |h3|2, Case B cannot be used, so the solution to (5.23a) can be found by
evaluating Case A. On the other hand, when |h1|2 |hSI |2 < |h2|2 |h3|2, both Case
A and Case B will have to be evaluated.

The steps for this can be summarized in Algorithm. 5.1.

5.3.3 Negligible SI Power Allocation

With full-duplex communications being a popular area of research, it is rea-
sonable to expect that SI mitigation techniques will become significantly more
effective in the future. In conjunction with this, as the number of mobile users
increase, it is important to be able to obtain a resource allocation solution
quickly. Hence, a simpler sub-optimal solution to the power allocation prob-
lem can be obtained by assuming negligible residual self-interference in the
system. This will be referred to as the negligible SI power allocation (NSIPA)
scheme, and would trade a small sum rate performance degradation for a
lower complexity solution.
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Algorithm 5.1 α∗ and P ∗3 when UE2 transmits to UE1

1: Initialize C = |h1|2 − |h2|2 , D = |h2|2 |h3|2 − |h1|2 |hSI |2 , P3−A = (5.33)
2: if D > 0 then
3: P3A = (5.32)
4: Evaluate P ∗3A = arg maxRUE2

sum (P3A) with P3A, P3A

5: Calculate α∗A using P ∗3A and (5.27)
6: P ∗3B = (5.38)
7: Calculate α∗B using P ∗3B and (5.36)
8: if P3B >

C
D

then
9: Evaluate RUE2

sum (P3B)
10: if RUE2

sum (P3A) > RUE2
sum (P3B) then

11: P ∗3 = P ∗3A, α
∗ = α∗A

12: else
13: P ∗3 = P ∗3−B, α

∗ = α∗B
14: end if
15: else
16: P ∗3 = P ∗3A, α

∗ = α∗A
17: end if
18: else
19: P3A = (5.35)
20: Evaluate P ∗3 = arg maxRUE2

sum (P3A) with P3A, P3A

21: Calculate α∗ using P ∗3 and (5.27)
22: end if
23: Output P ∗3 , α∗



CHAPTER 5. PA FOR D2D UNDERLAID NOMA IN CA NETWORKS 132

5.3.3.1 UE1 as D2D Transmitter

When there is zero residual SI or when |hSI |2 = 0, the sum rate for UE1

transmitting can be expressed as

RUE1
sum−NSI = B log2

(
1 + αPBS |h1|2

)
+B log2

(
1 +

(1− α)PBS |h2|2

αPBS |h2|2 + P3 |h3|2 + 1

)
+B log2

(
1 + P3 |h3|2

)
. (5.41)

The sum rate remains monotonically increasing with respect to α and thus
the solution for α also remains the same as that in (5.15) as it is upperbounded
by the downlink rate of UE2. SI does not impact on the rates achievable at UE2

since it only operates in receiver mode. Substituting this back into RUE1
sum−NSI ,

and differentiating with respect to P3 yields

dRUE1
sum−NSI

dP3

=
B

ln 2

(
|h3|2

1+P3|h3|2
.

− γB2|h1|2|h3|2

(γB2 + 1) |h2|2 + |h1|2
(
PBS |h2|2 − γB2

(
1 + P3|h3|2

))) (5.42)

Similar to the previous case, there are discontinuities which prevent convex
optimization techniques from being used to obtain a solution for P3. One
discontinuity lies at P3 = − 1

|h3|2
, (which is not feasible), while the other lies at

P3 =
|h1|2

(
PBS |h2|2 − γB2

)
+ |h2|2 (1 + γB2)

γB2 |h1|2 |h3|2
. (5.43)

Solving (5.42) for P3 by setting it to zero indicates that there are three
stationary points at P3 = ±∞ and

P3 =
|h1|2

(
PBS |h2|2 − 2γB2

)
+ |h2|2 (1 + γB2)

2γB2 |h1|2 |h3|2
. (5.44)

Note that the value of (5.44) always lies between the two discontinuous
points of RUE1

sum . Again, the upper and lower bounds for P3 can be obtained
via (5.18) and (5.19), and these restrict the values in which P3 can take. Similar
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to the case which considers SI, the negligible SI solution for P3 is presented as

P3 =


(5.44) if P3 ≤ (5.44) ≤ P3

arg max
P3∈{P3,P3}

RUE1
sum−NSI otherwise. (5.45)

This solution which considers negligible SI can be obtained by only consid-
ering one single stationary point, whilst the solution in (5.22) requires calcu-
lating two stationary points and then determining which is positive. Though
it is only one step simpler, this computational difference improves linearly
with the number of user pairs in the system.

5.3.3.2 UE2 as D2D Transmitter

Similar to the UE1 transmitting to UE2 scenario, it is also possible to derive a
solution based on the assumption of zero residual SI. The sum rate equation
without SI can be expressed as

RUE2
sum−NSI = B log2

(
1 +

αPBS |h1|2

P3 |h3|2 + 1

)

+B log2

(
1 +

(1− α)PBS |h2|2

αPBS |h2|2 + 1

)
+B log2

(
1 + P3 |h3|2

)
. (5.46)

Following similar steps to the original case and taking the derivative with
respect to α yields

dRUE2
sum−NSI

dα
=

B

ln 2

PBS
(
|h1|2 − |h2|2

(
P3 |h3|2 + 1

))(
αPBS |h1|2 + P3 |h3|2 + 1

) (
αPBS |h2|2 + 1

) . (5.47)

Once again, the derivations can be split into two cases depending on
whether

|h1|2

P3 |h3|2 + 1
> |h2|2 (5.48)

or
|h1|2

P3 |h3|2 + 1
< |h2|2 . (5.49)

When assuming that P3 satisfies the inequality in (5.48), the sum rate is
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monotonically increasing with respect to α, and thus the solution for α is

α =
PBS |h2|2 − γB

PBS |h2|2 (1 + γB)
. (5.50)

When this value for α is substituted back into (5.46) and the derivative is
studied, the same situation as before arises. The solution for P3 in this scenario
is determined by evaluating (5.46) at the upper and lower bounds defined
respectively as

P3 = min

{
|h2|2

(
PBS |h1|2 − γA2 (1 + γB)

)
− γB |h1|2

γA2 (1 + γB) |h2|2 |h3|2
,
|h1|2 − |h2|2

|h2|2 |h3|2

}
, (5.51)

P3 =
γA1

|h3|2
. (5.52)

Conversely, when assuming that P3 satisfies the inequality in (5.49), the
sum rate is monotonically decreasing with respect to α, and thus the solution
for α is

α =
γA2

(
P3 |h3|2 + 1

)
PBS |h1|2

. (5.53)

Substituting this back into (5.46) also implies that it is monotonically increas-
ing for all positive values of P3. As a result, the solution for P3 in this scenario
is

P3 =
PBS |h1|2 − γA2 (1 + γB)− γB

(γA2 (1 + γB) + γB) |h3|2
. (5.54)

Since SI is not considered in this section, the power allocation solution re-
moves the need to calculate the relationship between |h2|2 |h3|2 and |h1|2 |hSI |2

and thus removes some intermediate steps within Alg. (5.1). Note that this
solution is sub-optimal, so while it has fewer steps, its performance will be
lower than that of the optimal solution presented in Alg. (5.1).

5.4 Simulation Results

In this section numerical simulations have been conducted to evaluate the
performances of the proposed underlay D2D scheme as well as the effective-
ness of the power allocation solutions. Within these simulations, one user is
first randomly distributed around a BS, and then the second user is placed
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within a maximum D2D distance from the first user. Distributing the users
this way ensures that the D2D channel is strong and thus D2D communica-
tions can be utilized. Fixed power allocation (FPA) provides a simple solution
to split up the transmission power and is used for comparing the proposed
power allocation schemes. In FPA, an allocation ratio of αFPA = 0.2 is used
to allocate 20% of the transmission power to the signal intended with the
stronger channel gain, whilst the remainder is allocated to the signal with the
weaker channel gain. The UE transmission power for the FPA case is set as
P3−FPA = P3−min, which is the minimum required transmission power to en-
sure that the D2D content can be decoded successfully. This is implemented
as γB1/ |h3|2 or γA1/ |h3|2 for when UE1 or UE2 is the D2D transmitter respec-
tively. The optimum NOMA downlink scheme uses a power allocation which
was highlighted in [100] where the sum rate is maximized by only allocating
enough power for the weak user to meet its minimum rate requirement and
the remainder of the power to the strong user. The minimum rate require-
ments for both downlink signals and the D2D signal have all been set to 1

Mbps in simulations. Unless otherwise stated, the simulation parameters can
be found in Table 5.1. The cell size and maximum D2D separation used in
this chapter have been reduced as compared with the previous chapters. The
rationale behind this was to better illustrate deployment in a denser network
topology, particularly with 5G networks adopting smaller cell sizes and the
number of wireless devices owned per user is also increasing which adds to
the density of the network.

5.4.1 UE1 to UE2

Fig. 5.3 illustrates the effect of the BS transmission power on the sum rate
of each scheme and power allocation when the system has perfect SI can-
cellation. The black, red and blue plots indicate the usage of the proposed
D2D underlay scheme with optimal power allocation, NSIPA, and FPA re-
spectively, whilst the green plot represents the optimal cellular NOMA power
allocation. As illustrated in Fig. 5.3, when there is zero residual interference,
the NSIPA solution is able to deliver the same sum rate performance as the
optimal power allocation solution. Both of these power allocation solutions
provide significant performance gains when compared with the same pro-
posed D2D underlay scheme with FPA, and even optimal cellular NOMA.
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Table 5.1: Simulation Parameters

Parameters Values

Total Bandwidth, B 1 MHz

Cell radius 250 m

Maximum D2D separation 20 m

Carrier frequency, fc 2 GHz

Shadowing standard deviation, σ 8 dB

Maximum BS transmit power 45 dBm

Maximum UE transmit power 25 dBm

Noise power spectral density, N0 -174 dBm/Hz

Path loss exponent, υ 3
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Figure 5.3: Sum rate performance vs BS transmission power when UE1 is the
D2D transmitter with perfect SI cancellation
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Figure 5.4: Individual user rate performance vs BS transmission power when
UE1 is the D2D transmitter with perfect SI cancellation

It is important to highlight that even when using the simple FPA, the per-
formance gain of the proposed D2D scheme over conventional BS commu-
nications with optimal power allocation is evident. Note that although the
maximum UE transmission power is 25 dBm, this is very rarely the actual
value used for P3 due to the minimum rate requirements and the order for
SIC decoding. In particular, when the BS transmission power is low, the D2D
transmission power would be significantly lower. Within the simulations, the
value for P3 is usually 20 dB lower than the BS transmission power. This re-
sults from the effect of having a strong D2D link which allows content to be
transmitted at high rates even with low UE power.

The effect of increasing BS transmission power on the individual user rates
when the system adopts perfect SI cancellation is shown in Fig. 5.4. When
compared with cellular NOMA, the underlaid D2D scheme suffers from a
slightly lower UE1 rate due to the additional interference from the D2D trans-
mission. However, this expense is complemented by a significant improve-
ment to the rate at UE2. This improvement arises due to additional content
being delivered coupled with the usage of the stronger D2D link which en-
ables a substantial increase in data rate for UE2. With zero residual SI, when
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Figure 5.5: Sum rate performance vs BS transmission power when UE1 is the
D2D transmitter with a 70 dB SI cancellation factor

the BS transmission power is low, the D2D power is limited by the SIC decod-
ing for UE2 which must decode and cancel the superposed signals from the
BS correctly before it is able to decode the D2D content. As a result, increas-
ing the BS transmission power not only increases the rates for the downlink
BS signals, but also allows the D2D power to be increased and therefore in-
creasing UE2’s rate as well. For the case of optimal power allocation within
the D2D scheme at 45 dBm BS transmission power, UE1’s average rate of 16.94

Mbps with 1 MHz bandwidth corresponds to an average received SNR value
of approximately 51 dB. The high SNR value for UE1 arises due to the 45 dBm
BS transmission power compared with the thermal noise power of -144 dBm
(-174 dBm/Hz across 1 MHz of bandwidth) and corresponds to an average
path loss of 138 dB. UE2’s average rate of 14.08 Mbps at 45 dBm BS trans-
mission power implies a SNR of 42 dB. While the UE transmission power is
lower, the D2D channel is stronger, so a high SNR can still be sustained.

Fig. 5.5 and Fig. 5.6 represent the sum rate and individual user rates
for when the SI cancellation is not perfect and residual SI exists. The NSIPA
scheme is now sub-optimal as it does not take into account the negative im-
pacts of the SI when allocating power, and this is reflected by the discrepancy
between the black and red plots in Fig. 5.5. The discrepancy between the user
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Figure 5.6: Individual user rate performance vs BS transmission power when
UE1 is the D2D transmitter with a 70 dB SI cancellation factor

rates when using the NSIPA and the optimal power allocation are evident
when observing Fig. 5.6. By ignoring the residual SI, the NSIPA scheme allo-
cates more power to the D2D content which helps to increase the rate for UE2.
However, this decreases the rate at UE1 and results in UE2 having a better
individual rate performance than UE1. It is important to note that the original
optimization problem was to maximize the sum rate and it does not guarantee
that UE1 would always have the better individual rate performance. On the
other hand, the optimal power allocation takes the SI into account and limits
the UE transmission power in order to maximize the sum rate. Although the
introduction of SI reduces the overall sum rate for the underlaid D2D scheme,
Fig. 5.5 highlights that a 70 dB SI cancellation factor still provides a significant
performance gain when using either NSIPA or the optimal power allocation
as compared with optimal cellular NOMA.

Fig. 5.7 and Fig. 5.8 illustrate how the SI cancellation factor dictates the
sum rate and individual performances of each model and power allocation
scheme. As the SI cancellation factor increases, the sum rate performances
for NSIPA and the optimal power allocation also increase. These rate per-
formances improve due to the lower amount of residual SI in the system. A
higher cancellation factor enables a higher UE transmission power to be used
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Figure 5.7: Sum rate performance vs SI cancellation factor when UE1 is the
D2D transmitter
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Figure 5.8: Individual user rate performance vs SI cancellation factor when
UE1 is the D2D transmitter
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Figure 5.9: Sum rate performance vs varying minimum rate requirements for
the D2D transmission with UE1 as the D2D transmitter.

without causing more interference. This increased UE power is able to exploit
the stronger D2D channel gain without causing as much detriment to the rate
at UE1 and thus both users are able to achieve higher rates. Note however, the
UE transmission power is still limited by the minimum rate requirements to
decode the signals at UE2 so P3 is still significantly lower than the BS trans-
mission power. With both users achieving a higher rate at higher cancellation
factors, the sum rate also increases. In addition to the increase in rates, in-
creasing the SI cancellation factor also illustrates that the rate performances
of the NSIPA tends towards the optimal power allocation, with a very little
discrepancy when a cancellation factor of 120 dB is used. This means that
with a sufficiently large SI cancellation factor, the simpler NSIPA can be used
to to allocate power and obtain a sum rate very close to the optimal power
allocation, whilst requiring fewer computations. The sum rate for the FPA
scheme in Fig. 5.7 only displays marginal improvements with an increasing
SI cancellation factor due to the UE power being set as P3−FPA = P3−min.
With the UE power being set to the minimum required amount, it is unlikely
to cause any performance degradation due to SI even when the cancellation
factor is low.
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Figure 5.10: Sum rate performance vs BS transmission power when UE2 is the
D2D transmitter with perfect SI cancellation

The effects of varying the minimum rate requirement for the D2D trans-
mission is evaluated in Fig. 5.9. The plot for FPA is shown to be most affected
by the minimum rate requirement of the D2D content. This is due to the UE
power being set as P3−FPA = P3−min in the FPA case. For NSIPA and the opti-
mal power allocation, when the minimum rate requirement is lower, the rate
for the D2D content is able to satisfy the minimum rate requirement easily,
and thus does not impact on the sum rate as much. This highlights the inher-
ent strength of the D2D link which is able to deliver high data rates even with
low UE transmission power.

5.4.2 UE2 to UE1

Fig. 5.10 illustrates the sum rate performance of the D2D scheme when UE2

now has cached content useful for UE1. Similar to the previous scenario with
UE1 as the D2D transmitter, when there is zero residual SI, NSIPA and the
optimal power allocation in the proposed underlaid D2D scheme offers the
same sum rate and user rate performances, and both of these outperform
FPA as well as optimal cellular NOMA. However, the performance gain for
the underlaid D2D scheme is now smaller with UE2 as the transmitter. The



CHAPTER 5. PA FOR D2D UNDERLAID NOMA IN CA NETWORKS 143

20 25 30 35 40 45

BS Transmission Power (dBm)

0

2

4

6

8

10

12

14

16

18

R
at

e 
(M

bp
s)

User Rate

UE
1

UE
2

D2D Optimal
D2D NSIPA
D2D FPA
Optimal NOMA

Figure 5.11: Individual user rate performance vs BS transmission power when
UE2 is the D2D transmitter with perfect SI cancellation

additional D2D transmission helps to increase the rate for UE1, however, this
is at the expense of introducing interference to a NOMA strong user which
conventionally is able to employ SIC to obtain an interference free signal.

As SI is introduced into the system, the performance of the D2D scheme
degrades and as such the performance gains are less evident compared to
conventional optimal NOMA as shown in Fig. 5.12 and Fig. 5.13. The down-
link rate of UE2 in NOMA is low due to the weaker BS to UE channel gain,
and by also having UE2 also transmitting at the same time, the SI will sig-
nificantly restrict the amount of D2D transmission power. This means that
the improvement to UE1’s data rate from the D2D transmission is severely
restricted in order to manage the SI. With the D2D transmission also causing
interference to UE1’s downlink signal, the overall improvement to UE1’s total
rate is less significant compared to optimal NOMA.

The effect of increasing the SI cancellation factor on the sum rate perfor-
mance when UE2 is the D2D transmitter is illustrated in Fig. 5.14. Similar to
Fig. 5.7, increasing the SI cancellation factor reduces the residual SI and there-
fore enables higher average rates. However, the performance increase is lower
when UE2 is the transmitter, offering an improvement of around 1 Mbps over
optimal NOMA when the SI cancellation factor is 120 dB. A major factor in
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Figure 5.12: Sum rate performance vs BS transmission power when UE2 is the
D2D transmitter with a 70 dB SI cancellation factor
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Figure 5.13: Individual user rate performance vs BS transmission power when
UE2 is the D2D transmitter with a 70 dB SI cancellation factor
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Figure 5.14: Individual user rate performance vs SI cancellation factor when
UE2 is the D2D transmitter

this lower performance gain is due to UE1’s downlink being impacted by the
interference of the D2D transmission, with both UEs now having to deal with
interference in this configuration. Nonetheless, it is apparent that the under-
laid D2D system offers preferable sum rate performance than cellular NOMA
regardless of which user has the cached content for the other user.

5.5 Summary

In this chapter, a scheme wherein D2D communications underlaying NOMA
downlink is proposed to allow users to exchange cached content with each
other. With the aim of maximizing the system sum rate subject to QoS con-
straints, an optimization problem was formulated and the optimal power al-
location has been derived. A lower complexity sub-optimal power allocation
scheme was also derived to simplify the power allocation process when the
SI cancellation factor is high. Evaluation of the proposed model and power
allocation schemes have shown that when the strong user has cached con-
tent useful for the weak user, the performance gain is substantial when com-
pared with optimal conventional downlink NOMA. The performance gain is
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lower when UE2 instead has the content cached. However, in both scenar-
ios, the proposed D2D model does outperform optimal NOMA. The perfor-
mance of the proposed scheme is greatly affected by the capabilities of the
SI cancellation available at the UEs; a higher SI cancellation factor equates to
a significantly improved sum rate performance gain, whilst a large residual
SI degrades the performance of the proposed system. Nonetheless, with full
duplex communications being a popular area of research, both active and pas-
sive SI cancellation techniques will become more practical, which will help to
highlight the usefulness of the system and power allocation proposed within
this work. Although the minimum rate requirements can be changed to cor-
respond with the proportion of a file cached at the UE, future works can
consider a proportional rate constraint, or to minimize the total transmission
time based on the cache.



Chapter 6

Delivery Time Minimization for
D2D NOMA in Cache-Aided
Networks

6.1 Introduction

In this chapter, the use of power allocation to minimize the total delivery time
of a D2D NOMA system operating with cached content at the UEs is studied.
This work provides an extension to the proposed model in Chapter 5, which
focused on maximizing the sum rate for underlay D2D NOMA. The delivery
time is a more noticeable metric for the end user in terms of QoE as compared
with sum rate since users are more likely to care about how long it takes to
download a file rather than what the total data rate of the system is.

The conclusions drawn in Chapter 5 leads us to only focusing on the case
where the user with the stronger channel gain acts as the D2D transmitter.
The main contributions of this chapter can be summarized as follows and
help to provide an outline for this chapter:

• The delivery time minimization problem is studied whereby users can
make use of the D2D channel to aid in the delivery of requested files.

• A power allocation solution has been derived which employs the bisec-
tion algorithm to equalize the delivery time from both the BS and the

147
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transmitting UE.

• A hybrid overlay and underlay D2D scheme is also presented to be used
when channel conditions may not be suitable for the sole use of underlay
D2D.

• Numerical simulations have been executed to highlight the performance
gains of using D2D communications and UE caching.

6.2 System Model

In this chapter, a two-user cache-enabled communication system with a cen-
tralized BS is considered. With the two users requesting for distinct files
which comprise of smaller sub-files, we consider the scenario whereby a sub-
file for one of the users can be found within the cache of the other UE. This
is illustrated in Fig. 6.1 with UE1 and UE2 requesting for file A and file B
respectively, with file B being further divided into the sub-files B1 and B2. The
sub-file B1 can be found in UE1’s cache, either due to being placed there dur-
ing the off-peak content placement process, or having previously been used
by UE1 and can now be shared with UE2. Conventionally, in downlink cel-
lular NOMA, the BS would broadcast a superposed message consisting of
information on the entirety file A and file B to both users, and then each user
would decode to obtain their own requested content. In this work, having B1

available in the cache of UE1 presents an avenue for the sub-file to be trans-
mitted to UE2 via full-duplex underlay D2D communications, with an aim
of reducing the total delivery time. This D2D transmission would take place
concurrently to the BS transmitting a superposed NOMA message of file A
and sub-file B2 to both users. The main aim of this work will be to assess the
delivery time performance of the proposed D2D scheme against an optimal
cellular NOMA scheme.

This work will only focus on the case where the UE with the stronger BS-
UE channel gain acts as the D2D transmitter, and as such, this UE is denoted
as UE1 and the weaker UE is denoted as UE2. This scenario is chosen as it
has been highlighted in the previous chapter to offer significantly better rate
performances than when UE2 operates as the D2D transmitter. For brevity,
the channel to noise ratios are denoted as |hi|2 = ξi|Hi|2

PLiBN0
, where i ∈ {1, 2, 3}
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Figure 6.1: System model with UE1 as a D2D transmitter

represents the BS-UE1, BS-UE2, and UE-UE links respectively; ξi is the log-
normal shadowing, |Hi|2 is the Rayleigh fading gain, PLi is the path loss,
B is the total bandwidth used, and N0 is the noise power spectral density.
Based on the assumption that the two users must be in close proximity in
order for D2D communications to be used, the channel gains are sorted such
that |h3|2 > |h1|2 > |h2|2. Due to the implementation of full-duplex commu-
nications, self-interference (SI) must also be taken into account and thus, the
effective channel to noise ratio after SI cancellation is denoted as |hSI |2, and is
modeled as Rician fading divided by a cancellation factor. It is also assumed
that the inequality |h3|2 > |hSI |2 holds due to SI cancellation which should
significantly reduce the residual SI. Furthermore, it is logical that D2D should
not be used if the full-duplex transmission produces a level of residual SI
which is greater than what can be usefully detected at the intended receiver
as this would cause more degradation than gain to the system. The file sizes
for UE1’s downlink, UE2’s downlink and the cached content are denoted as
F1, F2 and F3 bits respectively. The delivery times for each file can then be
evaluated and analyzed based on the file sizes and achievable rates for each
scheme.

In order to formulate a benchmark for comparison, we first study the
achievable rates for downlink cellular NOMA. In downlink NOMA, the BS
transmits a superposed message consisting of the requested contents to both
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users. The signal for the UE with the stronger BS-UE channel gain is con-
ventionally allocated a lower proportion of the transmission power compared
with that of the weaker UE’s signal. This is done in the perspective of en-
suring fairness such that more power is allocated to the weaker UE to com-
pensate for the lower channel gain. At the receivers, UE1 employs SIC to first
decode UE2’s signal and then cancel it out from the superposed message to
obtain its own signal free from interference. UE2 on the other hand, must
treat UE1’s signal as noise to decode its own signal. The individual user rates
in a conventional downlink NOMA system can thus be expressed as follows

RUE1
NOMA = B log2

(
1 + αNPBS |h1|2

)
, (6.1)

RUE2
NOMA = B log2

(
1 +

(1− αN)PBS |h2|2

αNPBS |h2|2 + 1

)
, (6.2)

where αN is the power allocation ratio which dictates the proportion of trans-
mission power allocated to the stronger channel; PBS is the BS transmission
power.

In the D2D scheme, in addition to the superposed NOMA downlink mes-
sage, UE1 also transmits the cached content to UE2. When using underlay
D2D, the three signals are superimposed together, and thus depending on the
D2D transmission power, the three signals will arrive at the receivers with
varying orders of received signal-to-noise ratio (SNR). When using a fixed
SIC decoding order, the varying arrangement of the signals will mean that
some signals may have to be decoded with a negative signal-to-interference
plus noise ratio (SINR). However, this would incur significant processing and
coding gains to decode all signals. As a result, to ensure a systematic SIC
decoding order, the order of received SNRs has been fixed through power
allocation. At UE2’s receiver, the order is fixed such that the signal with the
highest received SNR would be UE2’s downlink content (i.e., sub-file B2), then
the downlink content for UE1 (i.e., sub-file A), and finally the D2D transmis-
sion (i.e., sub-file B1). This order was chosen based on the following reasons:

1. More power is conventionally allocated to the weaker channel in down-
link NOMA for fairness purposes, so the signal of sub-file B2 is allocated
more power than the signal for file A;

2. The BS has a significantly higher transmission power available than the
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UE, so although the strong D2D link may benefit from more transmis-
sion power, it may not be possible to obtain a positive SINR when the
interfering downlink signals utilize a high transmission power;

3. The strong D2D link allows for a lower UE transmission power which
will prevent the UE from exhausting its battery.

Based on this received SNR order, UE2 would first decode and cancel the
signal for sub-file B2 from the superposed message by treating the interference
from the signals for file A and sub-file B1 as noise. The signal for file A would
then be decoded and canceled by treating the signal for sub-file B1 as noise.
Finally, sub-file B1 can be decoded free from any interference. As a result,
the achievable rates at UE2 for obtaining sub-file B2 and sub-file B1 are shown
respectively as

RUE2 = B log2

(
1 +

(1− α)PBS |h2|2

αPBS |h2|2 + P3 |h3|2 + 1

)
, (6.3)

RD2D = B log2

(
1 + P3 |h3|2

)
, (6.4)

where α is the power allocation ratio for the downlink NOMA transmission
and represents the proportion of power allocated to UE1’s requested content;
P3 is the power allocated for the D2D transmission.

At UE1 the order for the SNRs would be the same as that at UE2, with
the signal for sub-file B2 having the highest SNR, then the signal for file A.
The SI cancellation helps to reduce the SNR for the full-duplex transmission
and thus the signal for sub-file B1 has the lowest SNR. UE1 would first decode
and cancel the signal for sub-file B2 from the superposed message by treating
the interference from the signals for file A and sub-file B1 as noise. File A
would then be obtained by decoding the corresponding signal whilst under
the presence of SI due to the full-duplex D2D transmission. Based on this,
UE1 is able to achieve a rate of

RUE1 = B log2

(
1 +

αPBS |h1|2

P3 |hSI |2 + 1

)
. (6.5)

Due to the order of the received SNRs being fixed, P3 is limited by the
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following upperbounds

P3 ≤ min

{
αPBS |h2|2 − 1

|h3|2
,
(1− 2α)PBS |h2|2 − 1

|h3|2

}
, (6.6)

where the two terms represent the maximum P3 such that the D2D signal
power does not exceed the power of the signals for file A and sub-file B2

respectively.

6.3 Delivery Time Minimization

Whilst individual user rates and the total sum rate are both commonly used to
evaluate the performance of a system, the content delivery time offers a more
noticeable metric for the end user and in terms of user experience. Maximiz-
ing the sum rate typically means lowering the weaker user’s data rate which
produces more detriment to the end user’s experience, and thus we consider
the total time required to deliver all of the content instead. Hence, this work
will derive a solution to minimize the total delivery time of the system, as this
will help to free up resources as quickly as possible, and will also enhance the
user experiences by preventing both users from suffering significant delays.
We first solve the problem of minimizing the total delivery time for downlink
cellular NOMA, as this not only provides a benchmark to compare against,
but the key ideas behind the solution can also be extended to aid the deriva-
tion for the underlaid D2D case.

6.3.1 Downlink NOMA

When looking at the total delivery time in downlink NOMA, due to different
file sizes and data rates, one user could receive all of its requested content be-
fore the other. In such a case, the remaining content will be transmitted using
all of the system resources to shorten the remaining delivery time. The two
scenarios are presented in Fig. 6.2, where the red dotted line illustrates the
end of the NOMA transmission when a) the transmission for UE1 completes
first, or b) the transmission for UE2 completes first.

If UE1 is able to complete receiving its requested content first, then the
power previously allocated to UE1’s NOMA transmission can be redistributed
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Figure 6.2: Additional time is required if one UE’s request is completed first
during the NOMA transmission.

for UE2’s direct transmission afterwards. In this case, the delivery time for
UE1 is expressed as

TUE1
NOMA =

FN
1

RUE1
NOMA

, (6.7)

where FN
i is the file size of the content requested by UEi.

Within this period of time, UE2 would have received a proportion of the re-
quested content equal to RUE2

NOMA ·T
UE1
NOMA bits, and thus the remaining amount

of information still required from the BS is FN
2 −R

UE2
NOMAT

UE1
NOMA bits. The time

required for UE2 to receive all of its requested content, and also the total de-
livery time, will therefore be equal to TUE1

NOMA plus the additional time required
to transmit FN

2 −R
UE2
NOMA · T

UE1
NOMA bits to UE2. This is expressed as

TUE2
NOMA = TUE1

NOMA +

(
FN

2 −R
UE2
NOMA · T

UE1
NOMA

B log2

(
1 + PBS |h2|2

) ) , (6.8)

where B log2

(
1 + PBS |h2|2

)
is the rate of the direct transmission for the re-

mainder of UE2’s content. Note that FN
1 is equivalent to F1 , and FN

2 is equiv-
alent to F2 + F3 based on the previously specified definitions.

If on the contrary, the entirety of UE2’s requested content is received dur-
ing the NOMA transmission, then the delivery time for UE2 can be expressed
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as

TUE2
NOMA =

FN
2

RUE2
NOMA

. (6.9)

Similar to before, during this time period, UE1 would have received RUE1
NOMA ·

TUE2
NOMA bits of its requested content, and the remaining FN

1 −R
UE1
NOMA · T

UE2
NOMA

bits would be delivered via a direct transmission. The delivery time for UE1’s
request, and also the total delivery time to satisfy both user requests, is ex-
pressed as

TUE1
NOMA = TUE2

NOMA +

(
FN

1 −R
UE1
NOMA · T

UE2
NOMA

B log2

(
1 + PBS |h1|2

) ) . (6.10)

Note that since the main aim of this work is to minimize the total delivery
time, for brevity, TUE2

NOMA and TUE1
NOMA will refer to (6.8) and (6.10) respectively

for the remainder of this chapter.
In the case of (6.8), the optimization problem can be formulated as follows

minimize
α

TUE2
NOMA (6.11a)

subject to 0 < αN ≤ 0.5 (6.11b)

FN
2 −R

UE2
NOMA

(
FN1

R
UE1
NOMA

)
B log2

(
1 + PBS |h2|2

) ≥ 0 (6.11c)

where constraint (6.11b) limits the power allocation ratio of the NOMA trans-
mission to ensure the SIC decoding order is preserved and (6.11c) is derived
from the assumption that UE1’s transmission is completed first and thus ad-
ditional time is required for the transmission of the remainder of UE2’s file.

Taking the derivative of (6.11a) with respect to αN yields

dTUE2
NOMA

dα
=
FN

1 PBS (ln 2)
(
|h2|2 Γ1 ln (Γ1)− |h1|2 (Γ2) ln (Γ2)

)
BΓ1Γ2 ln (Γ2) ln2 (Γ1)

, (6.12)

where Γi = 1 + αNPBS |hi|2, ∀i ∈ {1, 2}. Since all variables, including Γi,
are positive, (6.12) can also be shown to always be positive. This is done by
proving that the numerator is positive, or that the following inequality always
holds true:

|h2|2 Γ1 ln (Γ1) > |h1|2 (Γ2) ln (Γ2) . (6.13)
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In order to prove that (6.13) holds, we rearrange (6.13) to

|h2|2

Γ2 ln (Γ2)
>

|h1|2

Γ1 ln (Γ1)
, (6.14)

which now has both sides of the inequality taking the form of

h

(1 + αNPBSh) ln (1 + αNPBSh)
, (6.15)

where h represents the channel gain.
Given that by definition |h1|2 is greater than |h2|2, (6.14) will always be

satisfied if (6.15) is shown to have a negative derivative with respect to h.
Thus, the derivative of (6.15) with respect to h is given as

−αNPBSh+ ln (1 + αNPBSh)

(1 + αNPBSh)2 ln2 (1 + αNPBSh)
. (6.16)

With the numerator of (6.16) involving a sum of a negative and a positive
function, it is necessary to prove that the negative part is always greater than
the positive part in order for (6.16) to always be negative. In order to demon-
strate this, the numerator of (6.16) is rewritten as the following function

f
(
h̃
)

= ln
(

1 + h̃
)
− h̃, (6.17)

where h̃ = αNPBSh.
The derivative of (6.17) with respect to h̃ can be given as

f ′
(
h̃
)

= − h̃

1 + h̃
. (6.18)

It is clear that f ′
(
h̃
)
< 0, ∀h̃ > 0, and in addition to this, when h̃ = 0

is substituted into (6.17), f (0) is equal to 0. Based on these two points, it
also follows that f

(
h̃
)
< 0, ∀h̃ > 0. Given that αNPBSh > 0, this indicates

that (6.16) is negative, and thus the inequality in (6.14) will always hold true,
thereby proving that (6.12) is always positive. This indicates that in order
to reduce the total delivery time, the value of αN should be decreased and
therefore more power should be allocated to UE2’s signal during the NOMA
downlink transmission. By having a higher rate for UE2 during the NOMA
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transmission, there will be less to transmit during the direct transmission. As
a result, decreasing αN also decreases the left hand side of (6.11c), however,
since it is lower bounded by 0 in the constraint, the delivery time is minimized
when (6.11c) becomes an equality constraint and the following is obtained

FN
2 −R

UE2
NOMA

(
FN

1

RUE1
NOMA

)
= 0. (6.19)

In the converse case of (6.10), the optimization problem can be formulated
as follows

minimize
α

TUE1
NOMA (6.20a)

subject to 0 < αN ≤ 0.5 (6.20b)

FN
1 −R

UE1
NOMA

(
FN2

R
UE2
NOMA

)
B log2

(
1 + PBS |h1|2

) ≥ 0 (6.20c)

where constraint (6.20c) is now derived based on UE2’s transmission com-
pleting first and thus additional time is required for the transmission of the
remainder of UE1’s file. For brevity, the derivation will be omitted but, using
a similar method to before, the derivative of TUE1

NOMA with respect to αN can be
shown to always be negative. As a result, αN should be increased in order to
decrease the total delivery time. However, decreasing αN also decreases the
left hand side of (6.20c), which is lower bounded by zero. Thus, (6.20c) will
also become an equality constraint, and the following must be satisfied

FN
1 −R

UE1
NOMA

(
FN

2

RUE2
NOMA

)
= 0. (6.21)

In other words, (6.19) and (6.21) highlight that regardless of the initial
assumption of whether UE1’s or UE2’s content is fully delivered first, the
minimum total time required to deliver all contents to both users is achieved
when both transmissions complete at the same time. This then becomes a
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simpler problem of

find αN (6.22a)

subject to 0 < αN ≤ 0.5 (6.22b)
FN

2

RUE2
NOMA

=
FN

1

RUE1
NOMA (α = UB)

(TM) , (6.22c)

which can be solved using the bisection method in Algorithm 6.1.

Algorithm 6.1 Bisection Algorithm to find αN

1: Initialize UB = 0, LB = 0.5, ε = 10−6

2: while |UB − LB| > ε do
3: M = UB+LB

2

4: TUB =
FN1

R
UE1
NOMA(α=UB)

− FN2

R
UE2
NOMA(α=UB)

5: TM =
FN1

R
UE1
NOMA(α=M)

− FN2

R
UE2
NOMA(α=M)

6: TLB =
FN1

R
UE1
NOMA(α=LB)

− FN2

R
UE2
NOMA(α=LB)

7: if sign (TM) = sign (TUB) then
8: UB = M
9: else

10: LB = M
11: end if
12: end while
13: Output P3, α

6.3.2 Underlay D2D

The primary focus of this work is on the exchange of previously cached con-
tents at the UE, this section focuses on the delivery time minimization when
underlay D2D is incorporated with downlink NOMA from the previous sec-
tion.

Based on the solution from above, we concluded that for a two user down-
link NOMA scenario, the minimum delivery time exists when the superposed
NOMA transmission completes at the same time. This means that when in-
cluding the underlaid D2D transmission, by ensuring that the two NOMA
downlink transmissions complete in the same time, the total time for the
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Figure 6.3: Additional time required to deliver the remaining content via a)
NOMA, b) D2D.

NOMA portion will be minimal. As a result, we consider the downlink deliv-
ery times for the signals of F1 and F2 from the BS as being equal when using
NOMA. However, the delivery time of the D2D transmission can be different
and hence as highlighted in Fig. 6.3, there are two scenarios which must be
considered: a) the D2D transmission completes during the underlaid process,
or b) the NOMA transmission completes during the underlaid process.

We first assume a scenario where the D2D transmission completes before
the NOMA downlink. In this case, the time taken for the D2D transmission
to complete is expressed as

TD2D
U−D2D =

F3

RD2D

. (6.23)

The total delivery time will be the time required to fully transmit the D2D
portion which underlays the NOMA downlink, plus the additional time re-
quired to transmit the remainder of the NOMA downlink content without the
D2D interference. This can be expressed as

TNOMA
U−D2D = TD2D

U−D2D +

(
F1 −RUE1 · TD2D

U−D2D

REQ1
NOMA

)

= TD2D
U−D2D +

(
F2 −RUE2 · TD2D

U−D2D

REQ2
NOMA

)
, (6.24)
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where REQ1
NOMA and REQ2

NOMA are the rates which ensure that the remaining
NOMA transmission to both UEs complete at the same time in order to min-
imize the additional time required. Note that the power allocation required
for REQ1

NOMA and REQ2
NOMA are obtained by solving the problem in (6.22a) with

the file sizes being F1 −RUE1 · TD2D
U−D2D and F2 −RUE2 · TD2D

U−D2D respectively.
On the other hand, if the NOMA transmission were to complete first, we

will have
TNOMA
U−D2D =

F1

RUE1

=
F2

RUE2

, (6.25)

where the time required to deliver both F1 and F2 are assumed to be equal in
order to minimize the overall delivery time for the NOMA transmission. The
total delivery time including the completion of the D2D transmission would
then be expressed as

TD2D
U−D2D = TNOMA

U−D2D +

(
F3 −RD2D · TNOMA

U−D2D

RD2D

)
, (6.26)

where RD2D = B log2

(
1 + PUE |h3|2

)
is the rate for transmitting the remaining

D2D content using the maximum UE power in order to minimize the remain-
ing time.

Since the main focus of this work is to minimize the total delivery time,
TNOMA
U−D2D and TD2D

U−D2D will refer exclusively to (6.24) and (6.26) respectively for
the remainder of this chapter.

Again, this brings about two optimization problems, the first of which can
be formulated as follows:

minimize
α,P3

TNOMA
U−D2D (6.27a)

subject to 0 < α ≤ 0.5 (6.27b)
F1

RUE1

=
F2

RUE2

(6.27c)

F1 −RUE1

(
F3

RD2D

)
≥ 0 (6.27d)

0 < P3 ≤ min {PUE, (6.6)} (6.27e)

where (6.27b) constrains the NOMA power allocation ratio to ensure a prede-
termined decoding order, (6.27c) ensures that during the underlaid D2D part
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both downlink NOMA transmissions take the same time, and (6.27d) indi-
cates that the NOMA downlink requires more time to complete. Constraint
(6.27e) limits the D2D transmit power and ensures that this does not exceed
the total power available at the UE and also ensures that the downlink signals
have a greater SNR than the D2D transmission. Solving the problem in (6.27a)
for a closed form optimal solution is highly complex, and as such the problem
is altered to solve for each optimization variable separately.

Firstly, let us assume that the optimal value of P3 is known, and is repre-
sented by P ∗3 . P ∗3 will allow the UE to transmit at a rate of RD2D(P ∗3 ), which
is able to complete the delivery of F3 within the underlaid process. Since
RD2D(P ∗3 ) is assumed to be optimal, the second period which only involves
the NOMA transmission, can then be minimized by solving the following
problem

minimize
α

F1 −RUE1(α, P
∗
3 )
(

F3

RD2D(P ∗
3 )

)
REQ1
NOMA

(6.28a)

subject to 0 < α ≤ 0.5 (6.28b)
F1

RUE1(α, P
∗
3 )

=
F2

RUE2(α, P
∗
3 )

(6.28c)

F1 −RUE1(α, P
∗
3 )

(
F3

RD2D(P ∗3 )

)
≥ 0. (6.28d)

Note that although the objective function in (6.28a) uses the file size and
rates for UE1, these are interchangeable with UE2’s file size and rates since
the minimum NOMA transmission time is obtained only when both delivery
times are equal. Constraint (6.28d) enforces the original assumption that the
NOMA transmission does not complete before the D2D transmission, and as
a result, the minimum value which the objective function can take is zero. As
a result of constraints (6.28c) and (6.28d), it is evident that the optimal value
of α will be obtained if it lies within the interval of (6.28b), and satisfies

F1

RUE1(α
∗, P ∗3 )

=
F2

RUE2(α
∗, P ∗3 )

=
F3

RD2D(P ∗3 )
, (6.29)

where α∗ is the solution which minimizes (6.28a) and (6.27a). The key result
here lies in the fact that for an underlay D2D scheme when the D2D transmis-
sion can complete before the NOMA one, it is better to increase the delivery
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time of the D2D transmission and decrease the time for NOMA until they
are all equal. While α can be easily solved for a given value of P3 using the
bisection algorithm, this only ensures that the two downlink NOMA signals
complete at the same time, i.e. the bisection method cannot solve three equa-
tions being equal to each other. Obtaining the optimal value for the D2D
transmission power requires more computation, and Algorithm 6.2 has been
developed to solve this. In Algorithm 6.2, Ti denotes the time required to com-
plete the transmission of Fi bits, and is equivalent to Ti = Fi/RUEi ∈ {1, 2}
and T3 = F3/RD2D.

P3 is initialized to take half of the UE transmit power available, and then
gradually reduced until the three times are equal. Decreasing P3 not only
increases T3, but it also decreases T1 and T2 due to lower interference. As
a result, P3 is increased and decreased by setting a target time which is
(T1 + T3) /2, i.e. a time which is half way between the completion time for
the NOMA transmission and the D2D transmission, and this is iterated until
all of the times are within a tolerance. This value of P3 is given as

2
2F3

B(T1+T3) − 1

|h3|2
. (6.30)

Algorithm 6.2 Algorithm to set all delivery times equal
1: Initialize P3 = PUE

2
, ε = 10−6

2: Bisection Algorithm to find α such that T1 = T2

3: Set T3 = F3/RD2D

4: while max (T )−min (T ) > ε do
5: P3 = (6.30)
6: Bisection Algorithm to find α such that T1 = T2

7: Set T3 = F3/RD2D

8: end while
9: Output P3, α

The solution to the reverse case when NOMA completes before the D2D
transmission will be omitted since the steps and the solution do not differ sig-
nificantly from what have already been presented, i.e. if possible, increasing
the NOMA delivery time and decreasing the D2D delivery time until they are
equal will help to reduce the total delivery time. It is worthy to note that it
is much more likely for the D2D content to be delivered in the shortest time
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due to the proximity of the users which results in a high channel gain and
significantly higher data rates.

Due to the predetermined SIC decoding order, constraint (6.27e) will also
be present in the reverse case, which limits the values of α and P3. Hence
should channel conditions be extremely poor in relation to the effective SI
channel gain, i.e. when a user is in deep fade, it may not be possible to com-
plete the D2D transmission in the same time as the NOMA downlink. The
value of P3 required to satisfy the equality (6.29) would be greater than the
constraint (6.27e). In this case, P3 would take the value from min {PUE, (6.6)},
and an additional direct transmission would be required to complete the
transfer of the D2D content. This would aim to match the delivery time be-
tween the D2D and the downlink NOMA as much as possible, leaving the
minimum amount of the D2D content left to be transferred. Algorithm 6.3
appends this onto Algorithm 6.2, and can therefore be used for both increas-
ing and decreasing P3 to minimize the total delivery time.

Algorithm 6.3 Algorithm to include the additional D2D transmission
1: Initialize P3 = PUE

2
, ε = 10−6

2: Bisection Algorithm to find α such that T1 = T2

3: Set T3 = F3/RD2D

4: while max (T )−min (T ) > ε do
5: P3 = (6.30)
6: Bisection Algorithm to find α such that T1 = T2

7: Set T3 = F3/RD2D

8: end while
9: P3−max = min {PUE, (6.6)}

10: if P3 > P3−max then
11: T3a = 0
12: while |T3a − T3| > ε do
13: T3a = T3

14: P3 == min {PUE, (6.6)}
15: Bisection Algorithm to find α such that T1 = T2

16: Set T3 = T1 + F3−T1RD2D

B log2(1+PUE |h3|2)
17: end while
18: end if
19: Output P3, α
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6.3.3 Hybrid Overlay and Underlay D2D

When a UE is in deep fade or when the SI is too high, underlay D2D could
perform worse than overlay D2D as the latter has no SI due to the use of
orthogonal resources for the D2D transmission. This allows a hybrid scheme
to be developed to switch between overlay and underlay D2D to benefit from
both options depending on the channel conditions. If |h3|2 is lower than |hSI |2,
it means that the use of underlay D2D will generate more interference than
the gain provided by |h3|2, thus degrading the performance. As a result, when
|h3|2 is lower than |hSI |2, overlay D2D is preferred over underlay D2D to still
make use of |h3|2. This is interpreted as a simple test condition of whether
|h3|2 is larger than |hSI |2 to switch between underlay and overlay D2D.

6.4 Simulation Results

Numerical simulations evaluating the performances of the proposed D2D
schemes compared with cellular NOMA are shown in this section. Users are
distributed by first randomly deploying one user and then deploying the sec-
ond user within a maximum D2D distance from the first user. This ensures
the two users are within an appropriate distance for D2D communication.
The optimum NOMA downlink scheme uses the bisection method to find αN

which sets the two downlink delivery times as equal. The total file sizes for
the received files are 100 Mb for each user, i.e. F1 =100 Mb, and F2 + F3 =100

Mb, whilst FNOMA
1 = FNOMA

2 =100 Mb. Remaining simulation parameters
can be found in Table 6.1.

Fig. 6.4 illustrates the effect of the proportion of file cached at the UE
on the total delivery time required to transmit all files. Aside from cellular
NOMA which does not have D2D communication, all of the others are im-
pacted by the amount of content cached at the UE, with the delivery time
dropping as the proportion of the file cached at the UE increases. This is due
to the strong D2D channel gain which significantly improves the transmission
rates, and as such even OMA with D2D is able to close to optimum cellular
NOMA when there is a high proportion of file cached at the UE. Underlay
D2D significantly outperforms all of the other schemes apart from the hybrid
D2D scheme as it enables the usage of the system resources to be maximized.
On the other hand, overlay D2D requires additional orthogonal resources so
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Table 6.1: Simulation Parameters
Parameters Values

Total Bandwidth, B 1 MHz

Cell radius 250 m

Maximum D2D separation 20 m

Carrier frequency, fc 2 GHz

Shadowing standard deviation, σ 6 dB

Maximum BS transmit power 45 dBm

Maximum UE transmit power 25 dBm

Noise power spectral density, N0 -174 dBm/Hz

Path loss exponent, υ 3

SI cancellation factor 100 dB
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Figure 6.4: Total delivery time based on the proportion of file cached at the
UE
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Figure 6.5: UE1 delivery time based on the proportion of UE2’s content cached

when confined to the same bandwidth, it performs noticeably worse than un-
derlay D2D. Nevertheless, overlay D2D still outperforms cellular NOMA. The
underlay scheme performs very closely to the hybrid scheme due to the way
the users are distributed in the simulations, which mean that there are not
many runs where |hSI |2 is greater than |h3|2.

UE1’s completion time is illustrated in Fig. 6.5 and highlights that OMA
with D2D actually has the best performance in terms of delivery time for
UE1. However, this is at the detriment of UE2 since UE2 would have to wait
until the transmission for UE1 is completed before it can start receiving any
content. The delivery time for UE1 when using cellular NOMA remains the
same as that in Fig. 6.4 since requests for both users are delivered within the
same NOMA transmission. When using overlay D2D, the delivery time for
UE1 is noticeably shorter than the delivery time for UE2 particularly when a
large amount of UE2’s requested content is cached. This is due to there being
less to transmit in the NOMA superposed signal since more of UE2’s request
will be fulfilled by D2D.

Fig. 6.6 illustrates how the BS transmission power dictates the total deliv-
ery time with half of the file cached at the UE. Again, it is possible to see that
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Figure 6.6: Total delivery time based on BS transmission power

primarily using underlay D2D typically provides the shortest delivery time,
with the discrepancy between underlay D2D and the hybrid scheme being the
very rare cases of overlay D2D performing better than underlay D2D. While
the BS transmission power increases, the maximum UE power, PUE , is capped
at 25 dBm which means that the D2D transmission cannot exceed this power.
At high BS transmission powers, once P3 reaches PUE , this then limits any
further gain due to the D2D transmission, and as a result, the performance
gains of the D2D schemes are more evident at lower BS transmission pow-
ers. While cellular NOMA improves more than the D2D schemes as the BS
transmission power increases, a significantly large BS transmission power is
required to narrow down the performance gap to underlay D2D. From Fig.
6.6, a BS transmission power of 30 dBm for the underlay D2D scheme pro-
vides a similar average total delivery time to cecllular NOMA using around
40 dBm. This is nearly 10 dB extra power which can instead be used to serve
other user pairs in an expanded system.

While Fig. 6.6 illustrates the total delivery time, which will be the same
as UE2’s delivery time, it does not portray UE1’s completion time. Fig. 6.7
highlights the delivery time for UE1 for each of the schemes. Cellular NOMA
maintains the same delivery time for UE1 and UE2 since it equates the two
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Figure 6.7: UE1 delivery time based on BS transmission power

times to minimize the total time. The delivery times for UE1 when using
hybrid and underlay D2D decrease a by a small amount as compared with
Fig.6.6. This is due to the cases where underlay D2D cannot finish the D2D
transmission within the underlaid period due to the SIC decoding orders,
so the BS transmission for UE1 completes slightly faster. Overlay D2D per-
forms better than underlay D2D since the transmission for UE1 typically com-
pletes within the NOMA transmission which finishes before the D2D content
is transmitted. A notable decrease in delivery time for UE1 compared to UE2

is highlighted in the OMA D2D scheme. This is due to OMA using all of the
available resources to finish UE1’s transmission before starting UE2’s trans-
mission. As a result, UE2 will suffer a delay before it starts receiving any of
its requested content.

6.5 Summary

In this chapter, the delivery time for a cache-enabled D2D communications
underlaying downlink NOMA system is studied and evaluated to minimize
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the time required to for all transmissions. Through derivations from the for-
mulated optimization problems, the conclusion drawn was that for an under-
laid case, the minimal delivery time will be achieved when all transmission
streams take the same time to complete. Although due to restrictions in SIC
decoding orders, it may not always be possible for the D2D transmission to
complete in the same time as the NOMA downlink, the usage of the strong
D2D link is still extremely beneficial in reducing the total delivery time of the
system as evaluated from the simulation results. The use of underlay D2D
provides significant performance gains compared to overlay D2D as it breaks
the orthogonality and allows maximum usage of the available resources. Re-
gardless of this, by simply having cached content at the UEs, whether it be
underlay or overlay, D2D communications will generally provide faster deliv-
ery times compared to conventional cellular downlink NOMA.



Chapter 7

Conclusions and Future Works

7.1 Conclusions

Considering the expected exponential increase in mobile traffic data, it is im-
perative to identify different technologies which can outperform conventional
techniques whilst providing the flexibility for further developments. With
improving connectivity and capitalising on the scarcity of network resources
being key challenges for future mobile networks, NOMA, D2D and wireless
caching are different ways in which this can be accomplished. This provided
motivation for the work conducted in this thesis which aimed to unify the
three technologies and exploit their complementary effects. Based on this aim
the main objectives for this work were to thoroughly study NOMA, D2D com-
munications and wireless caching in order to develop different system models
which would provide significant performance gains as compared to conven-
tional communications. These system models would be optimized through
resource allocation, and then evaluated in numerical simulations to illustrate
key performance metrics such as sum rate and delivery times.

In Chapter 2, background information relating to the work conducted
within this thesis has been presented. This included theory on wireless chan-
nels and how large scale and small scale propagation effects could be mod-
elled. An overview on the main mechanisms of NOMA, D2D and wireless
caching are then provided to explain some of the key concepts used. In ad-
dition, existing literature is also studied and the interplay between the three
technologies is discussed in Chapter 2.

Based on NOMA performing poorly when users have similar channel

169
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gains, Chapter 3 proposes a system model which transforms an uplink and
downlink NOMA system with two users of similar channel gains to two
downlink NOMA systems with a larger discrepancy between the channel
gains. This enabled users in proximity to exchange cached content with each
other using the uplink resources in order to increase the sum rate. A feasibility
region for this model was derived which led to the development of a hybrid
switching scheme to reap the benefits of both D2D and cellular communica-
tions. Following on from this, an optimization problem was formulated and
both optimal and simple sub-optimal power allocation solutions were derived
to further maximize the sum rate. Numerical results highlighted the effective-
ness of the proposed system model as well as the power allocation solutions.

Chapter 4 proposes an alternate system model which has two strong users
transmitting sub-files to a third cell edge user. The two strong users receive
their requests from the BS, and an additional time slot is used to transmit
their uplink data and the cached content to the BS and the third user simul-
taneously. The BS can make use of CIC to cancel out the interference due to
the cached content, while the weak user can use SIC to cancel out the uplink
data. As a result of requiring two time slots, the optimization problem in-
volved optimizing both the power and transmission time allocation ratios. In
this model, the cell edge UE is able to achieve significantly higher data rates
due to the strong D2D link. However, this is at the expense of the downlink
rates for the two strong users who instead have high uplink rates. This model
can be particularly useful for a system where two strong users require high
uplink rates, such as sending out live streaming videos or online gaming with
sensitive inputs.

While Chapters 3 and 4 focused on utilising uplink resources to transmit
the cached content, Chapter 5 uses underlay D2D to accomplish this in the
downlink. The downlink is generally scheduled much more often than the
uplink and this motivates the development of the system model in Chapter 5.
Since full duplex communication was considered, it was necessary to identify
the effects that self-interference would have on the system. The combination
of self-interference and underlay D2D resulted in a restricted SIC decoding
order, and this was taken into account for the optimization problems formu-
lated. Power allocation solutions subject to QoS constraints were derived to
help maximize the sum rate; a simpler sub-optimal solution, NSIPA, was also
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derived which took on the assumption of negligible residual self-interference.
Simulation results demonstrated a significant performance gain over cellular
NOMA when UE1 acted as the D2D transmitter, and while the the perform-
ance gains were lower when UE2 was the D2D transmitter, they were still
noticeable. The results also helped to highlight the performance of the sim-
pler sup-optimal NSIPA, particularly at higher SI cancellation factors.

Chapter 6 focused more on delivering QoE and in particular total deliv-
ery time for requested contents was studied. The system model used in this
chapter was derived from the one in Chapter 5, where the D2D transmission
would underlay the NOMA downlink transmission. Based on the sum rate
results from Chapter 5, only the system model where UE1 was the D2D trans-
mitter was focused on. The delivery time for downlink cellular NOMA was
first minimized in order to provide a benchmark to compare the proposed
system model to. In addition to this, the methodology and conclusions for
the cellular NOMA solution also aided in deriving the solution to minimize
the delivery time of the underlaid D2D system. The solutions to both the
cellular NOMA and underlaid D2D cases highlighted that the delivery time
is minimized when all transmissions complete at the same time. However,
in the underlaid D2D case, when the channel conditions are poor, the restric-
ted SIC decoding order may prevent the D2D transmission from finishing
in the same time as the downlink NOMA transmission, and thus additional
time may be required to complete the delivery of the D2D content. Overlay
D2D was then suggested as a means to overcome this. Nonetheless, simula-
tion results indicated that even when constrained by the SIC decoding order,
underlay D2D still provided significant total delivery time reductions when
compared with overlay D2D and cellular NOMA. The main conclusion from
this chapter was that simply having cached content at the UEs, whether it
be underlay or overlay, D2D communications will generally provide faster
delivery times compared to cellular downlink NOMA.

7.2 Future Works

While this thesis presented and evaluated different system models to address
the anticipated QoS and QoE needs of future mobile networks, there are still
many other technologies and research areas which have not been considered
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in this thesis. These research directions will help to provide extensions to this
work and also help make the key ideas in this thesis more practical for future
networks.

1. While optimistic caching has been considered throughout this thesis, it
may not always be the case that cache can be found in a nearby UE.
User pairing and clustering, and content placement play a large role in
determining whether a nearby UE can be used for D2D transmissions,
and these may not always be optimum. On the other hand, results in
this thesis which maximize the sum rate or minimize the delivery time,
can help to provide information on reversing this process to find out
where best to place content and how to pair users together in order to
enhance these performance metrics.

2. Additionally, while ideal conditions have been assumed throughout this
work to highlight the performance gains of the proposed system mod-
els, non-ideal scenarios can be considered to extend the contributions of
this work. Additional analysis can be conducted to evaluate the system
with imperfect SIC, inter-channel interference, and channel state inform-
ation errors etc. These non-ideal scenarios will help to provide a more
realistic evaluation into practical deployment of the proposed schemes
and resource allocation solutions.

3. Mobile devices are unlikely to remain in a fixed location so the mobility
of users may also be considered in future works. As users move around,
they will interact with different groups, which may have different cache
content available. It is worth investigating how mobile users can make
use of multiple varying sources to receive requested content.

4. One key focus in this thesis is the strong D2D link which is used to
enhance user rates, particularly for cell edge users who may have not
have a good connection to the BS. The increase in the number of mobile
and IoT devices implies that future mobile networks will become sig-
nificantly more dense. This means that mobile devices are much more
likely to be closer together, and this allows more D2D connections to be
made. The densification of the network also means that there will be
more devices to store cache closer to the users. However, a major chal-
lenge of small cell ultra dense networks is managing the interference
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between users, and this may hinder the adoption of an underlaid D2D
NOMA system, which itself is interference limited.

5. Following on from ultra dense networks, millimetre wave and multiple
antenna communications are currently heavily involved in 5G networks.
Millimetre wave communications use higher frequency bands to deliver
high data rates, while multiple antenna communications use multiple
transmit and receive antennas to increase the capacity. These technolo-
gies are promising solutions which would help to enhance the results in
this thesis. Power allocation solutions would require further derivations
in order to consider how to split the power up across the multiple chan-
nels, or how to best utilise the channels to transmit more information to
different users.

6. The delivery time minimization problem could focus on how time sens-
itive requests can be prioritized whilst maintaining lower delivery times.
This could include weighting the times to prevent the need for one user
to have to wait a long time just to accommodate another user. Different
receive SNR and SIC decoding orders can also be considered to see their
effects on the total delivery time. On top of this, the use of maximal
ratio transmission may also help to reduce the delivery times further.
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