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Abstract  

In this thesis, we propose a novel online anomaly detection and change detection algorithm 

based on contemporary Recurrent Neural Networks such as Long Short-Term Memory 

(LSTM) for time series anomaly detection in a changing environment posed by either 

transitory change (point anomaly) or permanent change (change-point) in normal behaviour 

in streaming data. The proposed online anomaly and change-point detection model is trained 

incrementally as new data stream becomes available and is capable of adapting to the 

changes in the data distribution of underlying pattern. LSTM is used to make single or multi-

step predictions of the time series which could be from 1 step up to 10 steps ahead, and the 

prediction errors are used to detect anomalies and change-points as well as update the model. 

Fundamentally, the proposed algorithm is developing the online model of prediction error 

such that the large prediction error is employed to indicate the anomalous behaviour in 

changing environment. Additionally, the prediction errors are used to update the proposed 

online model in such a way that transitory anomalies do not lead to a radical change in the 

model. Whereas high computed prediction errors over a period of time due to permanent 

changes/change-points lead to substantial updates in model.  The model automatically and 

swiftly adapts to the changing statistics and new custom of input data distribution. The 

proposed online anomaly detection and change-point detection technique is striving for fully 

on-line performance; therefore, model will not assume any labels in data stream except 

during evaluation. Furthermore, our novel proposed online anomaly and change detection 

model is not relying on any user define parameters (such as threshold) but automatically 

defined and updated by model itself.  

We validate the efficiency of the proposed novel model-based parametric unsupervised 

online approach through experiments on publicly accessible and proprietary three real-world 

and four synthetic benchmark datasets, which are taken and derived from Yahoo Labs 

Benchmark Dataset (Yahoo Webscope) and Numenta Anomaly Benchmark (NAB) that 

contains labelled anomalies.  We compare the results in term of Area Under Curve (AUC) 

with state of-the-art algorithm available in literature.  

We perceive that proposed online anomaly and change-point detection model perform 

reliably better for multistep predictions as compared to models with single step predictions 

for all data sets in terms of AUC. We also observe that model trained for predictions of 
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multi-step such as 5 or 10 steps ahead are more competent to detect the temporal changes 

in the target output distribution and are consequently able to detect changes point to and 

adapt to the changes much early as compared to model trained to predict only with one-step. 

Where step is the number of future predictions of the model. Unlike other methods our 

method has the advantage that it not only detects the anomalies as quickly as possible but 

did not let the anomalies to make drastic change in distribution. Whereas in case of short-

term changes/point anomalies the proposed online model suggests that there is a trade-off 

between how early the anomaly detection happened and how long do the false positives last 

is depending on prediction length. 

It is concluded that our proposed online anomaly and change-point detection model 

consistently outperform and give the full advantage when it utilizes for multistep time series 

predictions.
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Chapter 1 

Introduction  

 

A critical problem in streaming temporal data analysis is an anomaly detection [7] which 

identifies the points when the underlying distribution of a time series abruptly changes and 

deviate from normal behaviour, either transitory (outlier/point anomaly [8]) or permanent 

(change-point [9]). 

 

Anomaly detection while forecasting of streaming data plays an important role in many real 

applications, ranging from IoT systems [10], cyber-networks [11], healthcare [12] and to 

industrial systems [13]. However, the real streaming data is habitually complicated with 

anomalies and change points, which can lead the training models deviating from the 

underlying patterns of the time series, particularly when the model trains in the context of 

online learning mode. Though, several limitations confine to the use of some existing 

methods in real-world applications. First, several anomaly detection techniques work in 

offline manner, where the whole time series needs to be stored before anomaly detection can 

be performed [8, 14].  These approaches of training one model in an offline way using 

historical data is likely to fail under non-stationary and dynamically changing environments 

where the definition of normal behaviour of streaming data changes over time making the 

model irrelevant and ineffective to streaming especially for very imbalance class and rare-

class time series [16]. Second, the development made in for anomaly detection has been 

mostly based on supervised machine learning algorithms that require labelled datasets to be 

trained either in online or offline way. However, collecting and annotating labelled 

streaming large-scale datasets is hard, time-consuming and even too expensive, while it 

requires domain knowledge from experts. Therefore, anomaly detection has been great 

challenge for researchers and constrained by the availability of labelled datasets [16]. 

Finally, most anomaly detection techniques require user-defined parameters (e.g., threshold) 

that need to be chosen based on the observed data, which limits their applicability to new 

unseen data [16].  
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Generally, anomaly detection methods involve two main phases, learning phase and 

anomaly detection phase.  

 

Initial phase that is called learning phase, where the estimating of an unknown desired signal 

is done which is known as regression problem and is one of the main subjects of interest in 

contemporary online learning literature, where we sequentially receive a data sequence 

related to a desired signal to predict the signal’s next value [17]. The online regression is 

extensively studied in the neural network and machine learning [18], especially for 

prediction tasks [19] using time series data. The learning phase can be as supervised or 

unsupervised and that enable the anomaly detection model to decide the essential parameters 

using training dataset before actual anomaly identifications are made in anomaly detection 

phase. In unsupervised techniques the identification of anomalies is not based on label rather 

based on their deviation from the normal data points [19]. The key focus of this thesis lies 

on the grounds of unsupervised methods. 

 

Though, during learning phase the learning process can be perceived as offline if it learns 

on a static dataset or online/incremental if that learns on a streaming dataset and training 

with RNNs in an incremental manner for streaming data is a lesser explored area [20]. 

Learning on the static dataset is a conventional [21] way of learning for anomaly detection 

algorithms. In offline learning all essential information can be obtained from the static 

training dataset prior to making actual detections, which means the dataset with sufficient 

information must be available all at once. A recent work in [22] explores incremental 

training of RNNs by using adaptive Real Time Recurrent Learning (RTRL) learning. 

Another study derived the online RNN learning updates based on Stochastic gradient 

descent (SGD), Extended Kalman Filter (EKF) and Particle Filter (PF) algorithms [17]. An 

online gradient learning algorithm, RoAdam for LSTM is proposed in [23] for time series 

prediction which is modified on the basis of Adam and robust to outliers. The focus of these 

studies is primarily on forecasting of time series and but do not directly detecting 

anomalies.   

 

The presence of outliers and change points in a time series can adversely affect in its analysis 

and complicate the learning process [21]. Traditional approaches for anomaly detection in 

time series learn a model of normal behaviour in an offline manner and use this model to 
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detect anomalies in new unseen time series data [8, 24]. As the normal behaviour changes 

to an anomalous, the anomaly detection models likely to fail to adapt to the changes of 

normal behaviour because the model trained in an offline fashion do not address the 

challenges of changing behaviour, thus making the offline model irrelevant and ineffective 

for real streaming data [5, 20]. The incremental or online learning methods are thus required, 

which learn and update models incrementally under dynamically changing and non-

stationary environments as new data arrives [7].  The anomaly detection techniques must be 

able to start recognizing anomalies as soon as possible with a small amount of initial 

knowledge and adapt this information as new data stream is available. 

 

Anomaly detection has been undertaken using different approaches over time and finds its 

earliest history in the statistics community dated back in the 19th century [15]. Various of 

the existing machine learning models for streaming data analysis focuses entirely on either 

outlier/point anomaly detection or change point detection [15, 20]. Our research aims to 

provide modern RNN [1, 25] based approach to handle both outlier/point anomalies and 

change points simultaneously in an online manner for streaming data. 

 

To address these issues, we propose an unsupervised model-based parametric online 

Anomaly Detection and Change Detection Model for Streaming Data (OLACD) based on 

LSTM that uses an on-line estimate of the error distribution for anomaly detection that does 

not require prior distributional knowledge for detecting point anomalies/outliers and change 

points and effectively handles un-labelled univariate time series.  

 

The proposed OLACD model is trained incrementally as new data stream becomes available 

and is capable of adapting to the changes in the data distribution. LSTM is used to make 

single or multi-step predictions of the time series, and the prediction errors are used to detect 

anomalies and change points as well as update the OLACD model. Large prediction error is 

used to indicate anomalous behaviour. Further, the prediction errors are used to update the 

proposed model in such a way that anomalies and change points do not lead to a drastic 

change in the model but rapidly adapts to the new norm of input data distribution.   This 

approach was publicised to be effective in off-line mode and supervised setting [8, 26] where 
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the anomaly detection parameters (e.g., threshold) are pre-defined and selected on the bases 

of labelled time series that explicitly showing normal behaviour. The proposed anomaly 

detection technique is striving for fully on-line performance; therefore, we will not assume 

any labels in data stream except during evaluation of proposed method. Furthermore, our 

novel proposed online anomaly detection model is not relying on any user define parameters 

but automatically defined and updated by model itself.  

 

We validate the efficiency of the proposed novel model-based parametric unsupervised 

approach via experiments on publicly available and proprietary three real-world and four 

synthetic benchmark datasets [6, 27] and compare the results in term of Area Under Curve 

(AUC) with state of-the-art algorithm available in literature proposed by Saurav et. al. in 

2018  [5] and are demonstrated in chapter 4 and 5. 

 

1.1 Motivation 

 

In the current era of digitally computation of Bid Data, time series are being generated in 

enormous amounts. Nowadays, sensors and Internet of Things (IoT) devices are ubiquitous 

[10] and produces unbounded streaming data continuously at a rapid pace. Streaming data 

analysis applications enforce unique constraints and challenges for researcher to developed 

machine learning models for anomaly detection. These applications involve analysing a 

continuous sequence of data occurring in real-time, in contrast to offline or batch processing, 

where the full dataset is available. The model observes each data record in successive order 

as they arrive, and any processing or learning must be done in an online fashion [7]. 

 

We define anomalies either short-term or long-term in a streaming data to be patterns that 

do not conform to past patterns of behaviour for the data stream [15]. This definition 

incorporates both point anomalies (or spatial anomalies) as well as temporal anomalies. 

Anomalies can be spatial, where an individual data instance can be considered as anomalous 

with respect to the rest of data stream, independent of where it occurs in the time series, for 

example, a spiking point anomaly happens when a single data point outspreads well above 

or below the expected range, like the first and third anomalous spikes in figure 1.1.  

Streaming data commonly also contaminated by temporal, or contextual anomalies, such as 
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a change in the frequency, sudden erratic behaviour of a metric, or other temporal deviations 

and these anomalies are relevant to temporal sequence of data stream, i.e., a data instance is 

anomalous only in a specific temporal context, but not otherwise. The middle anomaly of 

figure 1.1 is an example of temporal anomalies, and such anomalies are often subtle and 

hard to detect in real time series. 

 

 

As an example, consider the task of monitoring a data processing centre. Let the vector 𝑥𝑡  

represent the one-dimensional state of a real-time system at time t. The model receives a 

continuous stream of univariate inputs: (… , 𝑥𝑡−2 , 𝑥𝑡−1 , 𝑥𝑡 , 𝑥𝑡+1 , 𝑥𝑡+2 , … ) . Component of 𝑥𝑡 is 

one- dimensional and might include CPU usage for various servers. At each point in time 𝑡  

we would like to determine whether the unusual behaviour of the system. The determination 

must be made in real- time, before next time 𝑡 + 1. Such that, before seeing the next input 

𝑥𝑡+1, the algorithm must consider the current and previous system states to decide whether 

the system behaviour is normal or anomalous, as well as performing updates and retraining 

model parameters. Unlike offline processing, data is not split into train/test sets, and 

algorithms cannot look ahead. Practical streaming applications impose additional constraints 

 
 

Figure 1.1: The real-world temperature sensor data from an internal component of large industrial 

machine. 
 

Anomalies are labelled with black circles. The first anomaly was a planned shutdown. A catastrophic system 

failure was representing as the third anomaly in figure. The second anomaly shows a subtle but observable 

change in the behaviour, indicated the actual onset of the problem that led to the eventual system failure. Data 

in figure is included in the Numenta Anomaly Benchmark corpus [6] 
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on the problem. Typically, the sensor streams are unbounded and at high speed, leaving less 

opportunity for expert intervention; manual parameter tuning, and data labelling are not 

viable in such cases. Thus, there is a growing need for developing algorithms that can 

process these data efficiently in an unsupervised and automated manner. 

 

In many real-world scenarios, the statistics of the data can change over time, a problem 

known as change point [9] and sometime refers as concept drift [20]. Consider again the 

example of a data centre. Software configuration changes and upgrades can occur at any 

time and may alter the behaviour of the system (figure 1.2). In such cases anomaly detection 

model must adapt to a new definition of “normal” in an unsupervised, automated manner. 

In streaming applications detecting temporal anomalies in practical streaming applications 

is valuable and can provide meaningful insights, as they can serve as an early warning for 

problems with the underlying system. 

 

 

 
 

Figure 1.2: CPU utilization for an Amazon EC2 instance. 

 
A change to CPU usage is caused the by modification to the software running on the machine. The 

initial anomaly embodies a changepoint, and the new system behaviour that follows is an example 

of concept drift. The second peak is transitory anomaly The dataset is taken from the Numenta 

Anomaly Benchmark [6]). Incremental learning is essential for performing anomaly and change 

detection on streaming data like this. 
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Consider a system that continuously monitors the health of a cardiac patient’s heart. An 

anomaly in the data stream could be a predecessor to a heart attack and detection of such an 

anomaly few minutes in advance is far better than detecting it some seconds ahead or 

detecting it after the fact. Detecting anomalies in data stream often gives critical information, 

and we need this information early enough that it is actionable, possibly prevent the system 

failure.  

 

Anomaly detection in time series has been extensively researched in data science and 

machine learning since [5]. Many techniques to anomaly identification exist, both 

supervised (e.g., support vector machines and decision trees [6]) and unsupervised (e.g., 

clustering), however the great majority of anomaly detection methods are designed for batch 

processing and are inappropriate for real-time streaming applications. Industry examples 

include Netflix's resilient principle component analysis (RPCA) approach [7] and Yahoo's 

EGADS [8, both of which need comprehensive dataset analysis]. Similarly, Symbolic 

Aggregate Approximation (SAX) [9] entails decomposing the entire time series to form 

symbols before detecting anomalies. However, other kernel approaches, such as EXPoSE 

[23], meet our real-time anomaly detection criterion. The majority of approaches used in 

practise for detecting streaming anomalies are statistical techniques that are computationally 

light. Sliding thresholds, outlier tests such as extreme studentized deviation (ESD, also 

known as Grubbs') and k-sigma (e.g., [24,25]), changepoint detection [26], statistical 

hypotheses testing, Holt-Winters [27], typicality and eccentricity analysis [28,29] are 

examples of these approaches. The majority of these strategies are spatially focused, limiting 

their utility in applications with time dependencies. More sophisticated time-series 

modelling and forecasting algorithms can uncover temporal abnormalities in complicated 

circumstances. ARIMA is a general-purpose approach for modelling seasonal temporal data 

[30]. The approach in [32] based on relative entropy is a more contemporary example that 

can handle temporal anomalies. Although model-based techniques are frequently 

computationally efficient, their lack of generalizability restricts their applicability to general 

streaming applications. Other constraints, such as computing limits that hamper scalability, 

might render approaches unsuitable for real-time streaming anomaly detection. 

Dimensionality is another aspect that might limit some approaches. 
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Online PCA versions, such as osPCA [40] or window-based PCA [41], can only function 

with high-dimensional, multivariate data streams that can be projected into a low-

dimensional space. Techniques requiring data labels, such as supervised classification-based 

algorithms [42], are often ineffective for real-time anomaly detection and continuous 

learning [28].  

 

There are many benefits to adopting unsupervised learning as do not require annotated data. 

Perhaps the most significant benefit is that it can be effective to find hidden patterns of data 

distribution, which is especially helpful for tasks like anomaly detection, where traditional 

supervised learning methods may not be able to identify the underlying patterns [28, 29]. 

Another benefit of unsupervised online learning is that it can be used to pre-train models 

before using them for supervised tasks. This can improve the accuracy of the anomaly 

detection models and help reduce the amount of training data required. Another benefit of 

using the unsupervised online learning and anomaly detection approach is that it does not 

assume any labels in the data stream except during the burn-in period and assessment of the 

proposed method. There is less availability of annotated data sets for anomaly and change-

point detection that encourage the researchers to utilise the unsupervised approaches for 

such problem [28, 29]. 

 

There is a trade-off between early detections true positive and false positives, as an algorithm 

that predicts frequent inaccurate detections is likely to be ignored. Given the requirements, 

a real-world anomaly detection algorithm for univariate time series should have following 

ideal characteristics: 

 

 1. Predictions must be work in online manner, i.e., the algorithm must identify state of 𝑥𝑡  

from input data stream as normal or anomalous before receiving the sub- sequent 𝑥𝑡+1.  

2. The algorithm must learn continuously in an online way without a requirement of storing 

the entire time series. 



Chapter 1: Introduction   23 
 

 
 

 3. The algorithm must run in an unsupervised, automated manner, i.e., without data labels 

except assuming labels during, burn-in period and model evaluation.  It is assumed that 

algorithm get the correct answer but only after it makes the prediction. 

4. The algorithm must integrate information about all previous data points and incorporate 

into the current detection. 

5. The algorithm must be independent of manual parameter setting and tweaking; the system 

will not rely on the choice of user-define threshold.  

6. Algorithms must adapt to dynamic environments and change points, as the underlying 

statistics of the streaming data is habitually non-stationary.  

7. Algorithm should be able to target the class imbalance/rare class in streaming data and 

should detect anomalies as early as possible.  

8. Algorithms should minimize false positives and false negatives; and maximize the true 

positives and true negatives.  

 

Taken collectively, the above-mentioned requirements recommend that online anomaly 

detection for streaming data is a fundamentally different problem than static offline/batch 

anomaly detection. As discussed in related work given in chapter 2, the majority of existing 

anomaly detection algorithms are not appropriate for streaming applications, even those 

designed for streaming data. 

 

1.2 Statement of Purpose 

 

“The purpose of this study is to explore and examine the processes of detecting anomalies 

using the contemporary recurrent neural networks, such as Long Short-Term Memory 

Neural Networks (LSTMs) that trained for nonlinear regression of continuous stream of time 

series in an online setting and predict the underlying patterns from the observed time series 

for real-time learning.” 

In particular, this research attempts to address the following research questions denoted by 

RQ to support the purpose statement and further divided into sub-research questions SRQs: 
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RQ:  Does the proposed novel online method of anomaly detection for nonlinear 

regression of time series using LSTM trained in an online setting and predict the 

underlying patterns from the observed time series for real-time learning is an 

effective and efficient methodology? 

 

SRQ1:  How and which parameter would be computed and used for detecting an anomaly 

using incrementally trained LSTM for non-stationary time series?  

SRQ2:  How and which evaluation parameter would be used to evaluate the performance of   

proposed model of anomaly detection.   

SRQ3:  How and which existing anomaly detection would be used for the comparative 

analysis of proposed model results? 

 

1.3 Aim and Objectives 

 

Anomaly detection and change-point detection has been undertaken using different 

approaches over time and several machine learning models for streaming data analysis 

available in literature [15, 20]. It is very challenging task to detect the anomalies for non-

annotated streaming data and such case unsupervised methods are required. To best of our 

knowledge the unsupervised methods for anomaly and change-point detection are model-

free and require manual parameters tweaking which is main constraint in online process.  

The aim of this study is to develop an effective and efficient unsupervised model-based 

parametric methodology for anomaly detection in continuous time series in an online setting 

by modelling the noise, such that the model computes the statistic of the error incrementally 

to detect the anomalies.  

 

To achieve this aim, the objectives of research are defined as follows: 

 

1) To investigate and identify the knowledge gaps by critically analysing the current 

offline anomaly detection method and need of online anomaly detection method. 

2) To provide contemporary RNN [25] based approach to handle both outlier/point 

anomalies and change points simultaneous in an online way for streaming data. 
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3) To introduce and evaluate a novel online anomaly detection for non-linear time series 

regression problem of multistep ahead predictions using LSTMs. 

4) To validates the performance achieved by proposed novel online anomaly detection 

algorithm with respect to conventional methods.  

5) To investigates that various architecture of LSTM which gives the better 

performance. 

 

1.4 The Novel Research Contributions 

 

In a broader sense, we are interested in developing an online temporal anomaly detection 

model based on Recurrent Neural Networks (RNNs). Specifically, the Long Short Memory 

Networks (LSTMs) is used for time series anomaly detection in order to address the 

challenges posed by sudden abrupt changes or permanent changes in normal behaviour. 

Some examples of online anomaly detection models based on artificial neural networks for 

streaming data based on ANN are Online Evolving Spiking Neural Network for 

Unsupervised Anomaly Detection (OeSNN-UAD) [78], DeepAnT: Anomaly Detection 

Using Deep Learning for Time Series Using CNN [79], Online Disturbance Detection in 

Satellite Image Time Series (LSTM-SITS) [80], Sparse Recurrent Neural Network Based 

Anomaly Detection (SPREAD) [81], Online RNN-AD [3]. Most of the online model either 

detect anomaly or handle change-points [15, 20].   

 

In specifically, we propose and designate an online anomaly detection and change-point 

detection model based on LSTM that is gradually trained by LSTMs as fresh data streams 

come and detects anomalies and change-points whenever data points exhibit any suspected 

aberrant behaviour. The model is trained in online manner using LSTM as new data becomes 

available, and it is capable of responding to changes in data distribution and predicting 

multiple time steps using past readings. 

 

Recently, a stacked LSTM networks for anomaly detection in time series have been 

proposed in [26]. RNNs with LSTM cells are used to model normal time series behaviour 

on historical normal data in an offline manner by training for multi-step forward prediction. 

The prediction errors are then fit to a multivariate Gaussian distribution, which is then used 
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to assess the likelihood of anomalous behaviour at a given time instant. [7] proposes a similar 

technique for detecting anomalies in ECG waveforms. While these techniques employ 

RNNs for anomaly detection and have been shown to be successful in off-line mode and 

supervised settings [7, 24], they rely on a model trained offline and do not address the issues 

of changing data behaviour. 

 

They are based on fixed normal behaviour(s) and may not be appropriate for non-stationary 

time series. As a result, because they are not learning online, these approaches will likely 

perceive a shift or abnormality in typical behaviour as aberrant and fail to adapt. Because 

the standard method for training RNN for modelling time series using historical data is 

offline [18], it is less likely to operate when real data streams arrive over time with changing 

behaviour, rendering the model useless and ineffective [27]. These algorithms are trained on 

full normal data before beginning to detect anomalies and change-points, rendering them 

ineffectual in a continuously changing environment. As a result, establishing an online 

model that can learn in real time and adapt to new input data norms is required. 

 

Furthermore, our innovative proposed online anomaly detection model does not rely on any 

user-specified parameters but is defined and updated automatically by the model itself. 

Because the proposed anomaly detection strategy aims for totally online performance, we 

will not assume any labels in the data stream except during the burn-in time and assessment 

of the proposed method. Furthermore, the prediction errors are utilised to update the 

proposed model such that anomalies and change points do not result in a severe change in 

the model but rather quickly adjust to the new norm of input data distribution.  

 

Long Short-Term Memory (LSTM) is a contemporary Recurrent Neural Network (RNN) 

with advanced recurrent hidden and gated units that is effective and widely used owing to 

its capacity to learn hidden long-term sequential dependencies and to allow online training 

of indefinitely long-term sequential data. RNN training with BPTT has yielded encouraging 

results in online time series modelling and forecasting [21, 22, 71]. Anomaly and change-

point detection in streaming data using RNNs trained in online manner is a less researched 

area [3]. 
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For anomaly and change-point detection, a unique technique is used in which learning of 

each instance of incoming streaming data is supplied to LSTMs for training of l multi-step 

forward prediction that produces the l-dimensional error vector. Following that, the online 

error distribution algorithm developed by [30] is used to detect anomalies and effectively 

react to changes. One of the unique contributions is that we use the error distribution for 

anomaly and change-point detection in an online context, which has previously been shown 

to be successful in off-line mode and supervised settings. Chapter 3 contains all of the 

technical details. 

 

Because the anomaly and change-point detection model is working online using unseen 

incoming data point 𝑥𝑡  from time series at time 𝑡  , the model's parameter updating is entirely 

dependent on normal tagging of observation 𝑥𝑡 , and the reason for not updating the model's 

parameter is that we do not intend to learn the anomaly by LSTM model but only wants to 

detect the anomaly and adapt the changes in data distribution, whether transitory or 

permanent. 

 

Precisely, following are the novel contributions of research:   

 

Thesis Novel Contributions: 

 

• The proposed online model handle anomalies and change-points simultaneously. 

• Model the prediction error to detect anomalies and change-points in an online manner at 

each time-step with each instance of incoming data stream. 

• The unsupervised online anomaly and change-point detection model does not require 

prior distributional knowledge and annotated data except during evaluation and burn-in 

learning period of LSTM. 

• Does not relying on the user-define threshold. A new feature is added for dynamic 

threshold estimation to propose novel algorithms which updated with every time step to 

make it fully online and responds to changing behaviour of data either transitory (i.e., 

outlier) or permanent (i.e., change points). Threshold is initialized by model after LSTM 

burn-in period which is than self-adapt. 
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• Does not lead to a drastic change and adapt to the latest norm. Multi-dimensional normal 

model of the prediction error is updated.  

• The length of the burn-in period is a pre-set parameter 

 

1.5 Thesis Organisation and Contributions 

 

 

This section summaries the organization and contributions of this thesis. A brief overview 

of each chapter along with its main contributions is presented next. Anomaly detection and 

change-point detection have been considered as one of the core research areas for a long 

time due to its ubiquitous nature [15, 20]. 

 

 

Chapter 2 – Literature Review  

 

This chapter presented some related work on Anomaly Detection (AD) and Change-Point 

Detection (CPD) as well as an explanation of the importance of unsupervised anomaly 

detection in the context of univariate time series. This chapter go through the anomaly 

detection techniques from the perspective of being supervised or unsupervised, offline or 

online, parametric or non-parametric and model-based or model-free. We mainly consider 

unsupervised offline and online techniques that specifically trained using neural networks. 

Preliminary learning concept are given in section 2.2. Related work for anomaly detection 

for time series is studied in section 2.3 that followed to the literature of online anomaly 

detection methods in section 2.4. Available literature for time series analysis for anomaly 

detection using neural networks is analyses in section 2.5. The need for model-based 

unsupervised non-parametric techniques and dynamic estimation of threshold discussed in 

section 2.6 and 2.7. Finally, the fundamental structure of Long Short-Term Memory neural 

network and training through BPTT is explained in section 2.8 and chapter concluded in 2.9.  

 

Chapter 3 –Online Anomaly and Change Detection for Time Series using LSTM: A 

Methodology  
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This chapter gives the answer for SRQ1 (Sub research question no. 1). Anomaly detection 

has been great challenge for researchers and confined by the availability of labelled datasets 

[16] and most these techniques require user-defined parameters (e.g., threshold) that need to 

be selected based on the observed data, which limits their pertinence to new unseen data 

[16].  

 

To address these issues, we propose an online Anomaly Detection system for univariate time 

series (OLACD) based on LSTM [25]  in chapter 3 that uses an on-line estimate of the error 

distribution for anomaly detection that does not require prior distributional knowledge for 

detecting point anomalies/outliers and change points and effectively handles un-labelled 

univariate time series.  

 

In the first phase known as training phase of proposed novel online technique the learning 

is take place incrementally as new data stream becomes available and is capable of adapting 

to the changes in the data distribution. LSTM is used to make single or multi-step predictions 

of the time series. In the second phase known as anomaly detection phase and the prediction 

errors are used to detect anomalies and change points as well as update the model in an 

online manner. Large prediction error is used to indicate anomalous behaviour. Further, the 

prediction errors are used to update the proposed model in such a way that anomalies and 

change points do not lead to a drastic change in the model but rapidly adapts to the new 

norm of input data distribution. Our novel proposed unsupervised model is not relying on 

any user define parameters but automatically defined and updated by model itself. 

 

Chapter 4 –Online Point Anomaly Detection for Time Series  

 

The main objective of the report is to investigate, understand and build a comprehensive 

knowledge for experimental design and implementation for proposed online anomaly 

detection model, that justify the SRQ 2 and 3 (Sub research question no. 2 and 3). We 

consider two real-world and one synthetic univariate time series which are taken from Yahoo 

Webscope3 [27] to experimentally validate the model for univariate time series and compare 

the results in term of Area Under Curve (AUC) with algorithm proposed by Saurav et al. in 

2018 [5], where they found single/multi-dimensional error and compute anomaly score 
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using error vector, afterward the RNN was updated based on anomaly score and pre-process 

the input data using local normalization 

 

Chapter 5 –Online Change Point Detection for Time Series  

 

This chapter presented the experimental design and implementation of proposed novel 

anomaly detection technique that utilised to experimentally validate the model for the 

change point detection of univariate time series, that defend the SRQ 2 and 3.  

 

We validate the efficiency of the proposed novel approach for change point detection of 

univariate time series via experiments on publicly available and proprietary three real-world 

[6] and two synthetic datasets [base paper] and evaluate the results in term of Area Under 

Curve (AUC) with online algorithm proposed by Saurav et al. in 2018 [5].  

 

 

Chapter 6 – Discussion and Future Work 

 

Learning algorithms often need to operate in dynamic environments, which are changing 

unexpectedly. One desirable property of these algorithms is their ability of incorporating 

new data. If the data-generating process is not strictly stationary, the underlying concept, 

which we are predicting, may be changing over time. The ability to adapt to such change 

point can be seen as a natural extension for the incremental learning systems [31] that learn 

predictive model example by example. Adaptive learning algorithms can be seen as 

advanced incremental learning algorithms that are able to adapt to evolution of the data-

generating process.  

 

In chapter 5 we will conclude our incremental adaptive learning algorithm and as discuss in 

chapter 2 the anomaly detection is active area of research into unsupervised techniques, so, 

we will discuss some future work in this chapter.  
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Chapter 2 

Literature Review  

 

Unforeseen unusual patterns in data stream are called anomalies, which are either short-term 

transitory anomalies/outliers or long-term permanent anomalies/change-points. Detection of 

such bizarre patterns is important in many applications such as intrusion detection for cyber-

security, behavioural analytics for fraud detection and diagnostics for healthcare. Various 

anomaly detection and change-point detection surveys [10, 20] categorise existing techniques 

based on their methodology, as well as whether they are supervised, unsupervised or semi-

supervised. Supervised learning is reviewed briefly due to its functional challenges, e.g., 

dealing with a lack of annotated labelled data. We look at anomaly detection methods from the 

perspective of being devised Artificial Neural Networks. We start with some basic definitions, 

than discussed anomaly detection techniques for time series using RNN in offline and online 

manner. We debate the requirement of developing unsupervised model-based anomaly and 

change-point detection techniques. 

 

2.1 Overview  

 

There is exponential increase in the streaming, time-series data due to sensors infiltrating our 

everyday lives which is largely driven by the real-time data sources. Effective analyses of these 

streams can provide valuable insights. A challenge, for both humans and machines, is 

recognizing an anomaly. Very often the anomaly detection is ill-posed, getting hard to identify 

and tell what an anomaly is. The anomalies detection in real-time streaming data has significant 

and practical across many industries such as fault detection, preventative maintenance, fraud 

prevention, security, IT, medical, e-commerce, agriculture, energy, and social media. Detecting 

anomalies can give critical and actionable information in different scenarios.  

 

Time series, a sequence of data points consisting of successive measurements made over time, 

often arises when monitoring dynamic processes [21] and consistent with the definition in [15], 

anomaly is point in time where the system shows unusual behaviour and significantly different 
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from the normal behaviour.   In streaming data or time series signals, an anomaly is any 

unforeseen change in a pattern, it would be a point in time where the behaviour of the system 

is strange and unusual and substantially different from previous, normal behaviour. An 

anomaly may signify a negative change in the system, like possibly indicating an imminent 

failure of sensor or machine. An anomaly can also be positive, like an abnormally high number 

of web clicks on a page to buy new product, indicating more than normal demand. Anomalies 

in data distinguishes the abnormal behaviour with potentially useful information in either way. 

Anomalies could be spatial, where a specific data point can be deemed as anomalous with 

respect to the rest of data.  An anomaly can also be temporal, or contextual which are often 

tricky and hard to detect in real data streams. Detecting temporal anomalies is valuable as they 

can serve as an early warning for problems with the underlying system.  

 

The input dataset is said to be univariate if each data point in a series is single-component 

vector and respectively multivariate if each data point is a vector with more than one 

component, where we are considering univariate time series data set throughout the research.  

 

In general case, anomaly detection methods involve initial phase that is called learning before 

actual detections are made. Learning process can be categorized as supervised and 

unsupervised. During the learning phase, the parameters of the fundamental detection model 

are decided, and the dataset used for learning phase is known as training dataset. Unsupervised 

anomaly detection is approach, which does consider the labels. The methods based on 

unsupervised learning endeavour to detect the anomaly without precise knowledge whether the 

learning data points are actual anomalies or not. In unsupervised techniques the identification 

of anomalies is based on their deviation from the other (normal) data points, such that these 

techniques assume that [15] normal data points are far more frequent than anomalous instances. 

The primary focus of this thesis lies in the unsupervised methods. 

The supervised anomaly detection techniques require label for each data point in the training 

dataset which they use to learn differences between normal and anomalous instances. The 

supervised approach in the context of anomaly detection can be assumed as a significantly 

imbalanced binary classification. 

 

However, the learning process can be deemed by another aspect whether the detection method 

learns on a static dataset (offline) or a streaming dataset (online). Learning on the static dataset 
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is a conventional [8, 14]  way of learning for anomaly detection algorithms. It is assumed that 

all essential information can be acquired from the static training dataset prior to making actual 

detections which we usually refer to as offline learning. It means that the dataset must be 

available all at once and contain sufficient information. This methodology is not appropriate 

for situations where the complete training dataset is unavailable beforehand. In actual, there 

are numerous cases (such as medical, agriculture, IT security), where there is a bit to no data 

in the beginning is available but latest data arrives over time (streaming dataset). The anomaly 

detection methods must be able to start identifying anomalies as soon as possible with little of 

initial knowledge and adapt this information as brand-new data are available, which is refer to 

as incremental or online learning.  

 

Our research aspires to provide contemporary RNN [1, 25] based approach to handle both 

outlier/point anomalies and change points simultaneously in an online way for stime series.  

The chapter will present preliminary learning concept are given in 2.2. Related work for 

anomaly detection for time series will presented in 2.3 that followed to the literature of online 

anomaly detection methods in 2.4. In a nutshell the available literature for time series analysis 

for anomaly detection using neural networks analyses in 2.5. The need for model-based 

unsupervised non-parametric techniques and dynamic estimation of threshold debated in 2.6 

and 2.7. Finally, the fundamental structure of Long Short-Term Memory neural network and 

training through BPTT is described in 2.8. 

 

2.2 Preliminaries of Learning Concepts 

 

Machine learning employs two techniques: supervised learning and unsupervised learning. In 

the context of uncertainty, supervised learning constructs a model that makes predictions based 

on data. The model is trained on known input and output data so that it can reasonably predict 

future results. Unsupervised learning, on the other hand, seeks for patterns and structures in 

datasets. The system learns to make conclusions from unlabelled datasets. 

 

Simply said, a machine learning model learns by repetition and is fed information repeatedly 

until it improves at carrying out its intended job, such as properly recognising objects, 
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producing accurate weather forecasts, or detecting anomalies and change-points. This may be 

accomplished using either online or offline (batch) machine learning. 

 

2.2.1. Online Learning   

 

Online machine learning is a type of machine learning in which data is collected sequentially 

and used to update the best predictor for future data at each step. 

 

In other words, online machine learning occurs as data becomes available, either individually 

or in small groups known as mini-batches. The parameters of the learning algorithm are 

modified after learning from each unique training instance in online learning. Each learning 

step in online learning is rapid and inexpensive, and the model may learn from new information 

as it enters in real-time. The figure 2.1 depicts the online learning. 

 

 

 
 

Online learning is appropriate for machine learning systems that need to adapt to quickly 

changing situations and receive data in a continuous flow. Because models are trained with 

enormous amounts of collected data, additional time and resources, such as CPU, memory 

space, and disc input/output, are required. It also takes longer to deploy models to production 

 

 
Figure 2.1: Online Learning. Image adapted from [2] 
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because this can only be done at specific intervals based on the model's performance after being 

trained with new data. If a batch learning-trained model has to learn about new data, it must be 

retrained using the new dataset. This indicates that the fundamental drawback of batch learning 

over online learning is that batch learning requires a significant amount of time and resources 

for re-training, whereas online machine learning does not [2, 32]. 

 

The changes in weights and parameters that occur at a given phase in an online machine 

learning process are reliant on the example that is being displayed. If the model has already 

been deployed, the present condition of the model may also be a factor. As a result, the machine 

learning model is constantly exposed to new data and may improve itself through learning. 

While the machine learning model is offline trained and updated for the entire batch of data 

until it is ready for deployment or the use case that it is designed for [2, 32]. 

 
 

Online learning methods may also be used to train systems on massive datasets that would be 

too large to put in a single machine's main memory (this is also called out-of-core learning). 

The algorithm loads a subset of the data, performs a training step on that data, and then 

continues the process until all of the data has been processed[2, 32]. 

 

Online learning is data-efficient and adaptable. The learning rate is an essential characteristic 

of online learning systems that determines how quickly they should adapt to changing input. If 

we specify a high learning rate, the system will adapt quickly to new data. However, it has a 

tendency to forget previous data rapidly, and we don't want a spam filter to highlight just the 

most recent types of spam it has seen. If we pick a low learning rate, the system will have 

greater inertia, meaning it will learn more slowly, but it will also be less sensitive to noise in 

fresh data or sequences of non-representative data points [2, 22]. 

  

A big challenge with online learning is that if bad data is fed to the system, the system 

performances will gradually decline. To diminish this risk, the system needs to be monitored 

closely and promptly switch learning off and possibly it reverts to a previous working state if 

drop-in performance is detected. The input data is to be monitored and respond to abnormal 

data (i.e., using an anomaly detecting algorithm)  [10]. 
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A generalised online learning algorithm is demonstrated in Algorithm 2.1. This algorithm can 

be instantiated by substituting the prediction function 𝑓, loss function 𝑙 and update function 𝛥 

[32]. Online learning operates on a sequence of data examples with time stamps. At each step 

t, the learner receives an incoming example 𝑥𝑡 ∈ 𝑋  in a d-dimensional vector space, i.e., 𝑋 =

 ℝ𝑑. It first attempts to predict the class label of the incoming instance and  𝑌 =  {−1,+1} for 

binary classification tasks. After making the prediction, the true label 𝑦𝑡 ∈ 𝑌 is revealed, and 

the learners then computes the loss 𝑙 (𝑦𝑡, 𝑦̂𝑡) based on some criterion to measure the difference 

between the learner’s prediction and the revealed true label 𝑦𝑡. Based on the result of the loss, 

the learner finally decides when and how to update the classification model at the end of each 

learning step. The following algorithmic framework gives an overview of most online learning 

algorithm 2.1 for linear classification, where 𝛥(𝑤𝑡;  (𝑥𝑡, 𝑦𝑡)) denotes the update of the 

classification models. Different online learning algorithms in general are distinguished in terms 

of different definitions and designs of the loss function 𝑙(. ) and their various updating functions 

𝛥(. ) [32]. 

 

 

 

 

 

Algorithm 2.1: Online Learning 

Begin 

Step 1: Initialise: 𝑤1 = 0 

Step 2: for 𝑡 = 1,2, … , 𝑇 do 

Step 3: The leaner receives an incoming instance:  𝑥𝑡 ∈ 𝑋; 

Step 4: The learner predicts the class label: 𝑦̂𝑡 =  𝑓(𝑥𝑡;  𝑤𝑡) ; 

Step 5: The true class label is revealed from the environment: 𝑦𝑡 ∈ 𝑌 ; 

Step 6: The learner calculates the suffered loss: 𝑙 (𝑤𝑡;  (𝑥𝑡, 𝑦𝑡)) ; 

Step 7: if  𝑙 (𝑤𝑡;  (𝑥𝑡, 𝑦𝑡))  > 0 than 

Step 8:     The learner updates the classification model: 𝑤𝑡+1  ←  𝑤𝑡 +   𝛥(𝑤𝑡;  (𝑥𝑡, 𝑦𝑡)); 

Step 9:  end 

Step 10: end 
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2.2.2. Incremental Learning   

 

Incremental learning refers to online learning strategies which work with limited memory 

resources. This eliminates approaches that essentially work in batch mode for inference by 

storing all examples up to time step t in memory; instead, incremental learning must rely on a 

compact representation of the previously observed signals, such as efficient statistics of the 

data, an alternative compact memory model, or an implicit data representation in terms of the 

model parameters themselves. At the same time, despite its restricted memory resources, it 

must offer accurate results for all important parameters and relevant settings [33, 34]. 

 

Although the definitions of the two concepts are fuzzy, there is a subtle distinction between 

online learning and incremental learning approaches. In online learning, we merely know the 

features of the new data point, but without the label; then, respond and suffer the loss or penalty; 

and then utilise the loss to update the "model". The model here may not be a single model, but 

rather a collection of models that may be updated or removed as necessary. In incremental 

"learning," we acquire new labelled data points and attempt to update the previously trained 

model without using the complete dataset [33, 34]. 

 

Both learning approaches (online and incremental) strive to learn (update) a model on the fly 

in order to acquire the same model as the one learnt in a batch setting (i.e., on static data). 

Online learning trains a model when training examples arrive one by one (1-by-1), whereas 

incremental learning updates a model when a fresh batch of data instances arrives. It should be 

emphasised that all existing online learning frameworks may also be utilised for incremental 

learning since online learning algorithms can handle a batch of fresh data one at a time [34]. 

 

The model is changed in the online learning technique to accommodate fresh data. It is 

conceivable for the model to forget previously learnt inferences; a condition known as 

Catastrophic Interference. Whereas in the incremental approach, even as the model is updated, 

previous inferences are not forgotten. Hence an online learning is always incremental learning 

but incremental learning does not have to be online [33, 34]. 
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2.2.3. Adaptive Machine Learning 

 

Traditional ML comprises only two basic pipelines: one for training (data gathering) and 

another for prediction (responsible for data analysis). Before an ML model is released into the 

wild, it goes through a training phase in which its parameters for data gathering and analysis 

are determined. Developers employ batch learning approaches to train the model, in which the 

model receives the complete data set at once and generates the best predictions. Although we 

generally perceive AI motivations as "always learning, constantly developing," this is usually 

not the case if the model depends on old batch-based ML approaches. Traditional machine 

learning is static; it is based on characteristics that do not change, which makes it wonderful 

for horizontal scaling but causes issues in dynamic settings and sectors where data changes 

rapidly [15, 35]. 

 

Because there are only two pipelines for data gathering and analysis, and because typical ML 

models rely on prior data to produce new predictions, true, real-time insights are impossible to 

get in industries such as e-commerce, where trends are continuously changing[15, 35]. To 

address the problems inherent in classic ML models, researchers often choose one of two 

approaches: 

• Manually training for new data  

• Scheduling automatic training for new data  

Manual training for fresh data is a time-consuming approach that yields little improvement; 

thus, most developers use the second method. However, it is far from perfect. Even if automatic 

training and deployment are planned on a regular basis, the ML model will still be utilising 

stale data to generate predictions, even if it is only an hour old. To successfully execute a digital 

transformation and get as near to real-time predictions and learning as feasible, we require a 

model that is based on adaptive ML. Adaptive machine learning is a more sophisticated method 

that prioritises real-time data collecting and processing. As the name implies, it adapts quickly 

to new information and gives insights practically instantly. 
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Unlike regular ML, adaptive ML uses a single channel rather than two channels or two 

pipelines. Unlike batch learning, adaptive learning collects and analyses input in a progressive 

sequence rather than all at once. This permits adaptive ML models to monitor and learn from 

changes in input and output values; it allows the model to alter its data gathering, grouping, 

and analysis techniques in response to new information. As a result, as long as data is flowing 

in, adaptive machine learning models will continue to update and change to produce the best 

predictions for future data. We may obtain excellent performance and extreme accuracy. 

Perhaps more crucially, we will have a real-time system that will not become old or obsolete, 

making the investment of operating AI infrastructure well worth it [15, 35]. 

 

Adaptive machine learning has various distinct advantages that might be beneficial to 

researchers and companies alike. Its key advantages are as follows [15, 35]: 

 

• Robustness and Efficiency: The adaptive ML model's robustness and efficiency stem from 

its ability to easily manage enormous amounts of data. 

• Agility: Its agility is defined by its ability to respond to changes and modify operational 

circumstances to match your present requirements. 

• Accuracy: Because of their single-channel methodology and real-time data collecting and 

processing capabilities, adaptive ML models may deliver exact insights and forecasts in 

seconds. 

• Sustainability: When all of these benefits are combined, they provide a framework that 

makes ML models simply scalable and capable of managing enormous datasets in real-time. 

 

However, Adaptive machine learning models are more prone to catastrophic interference 

where the artificial neural networks tend to forget old information as they acquire new 

information. Fortunately, this can be easily avoided with online and incremental learning. 

Adaptive machine learning methods, on the other hand, are more vulnerable to catastrophic 

interference because artificial neural networks tend to lose old knowledge as they learn new 

information. Fortunately, with online and gradual learning, this is readily avoided [15, 35]. 
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The most advanced technology on the market is adaptive or online machine learning. It offers 

a wide range of capabilities and is poised to change the way we collect, analyse, and process 

data. Adaptive ML is significantly more dynamic than regular ML since it continually learns 

from changes in both input and output values. As more and more industries start relying on 

adaptive ML technology, it will become evident just how powerful these models can be  [35].  

 

2.3 Related work for Anomaly Detection and Change-Point 

Detection for Time Series: A Generic Overview  

 

Anomaly detection has been considered as one of the core research areas for a long time due 

to its ubiquitous nature [9, 15]. The diverse domains and the practical requirement of anomaly 

detection applications have created a huge literature dedicated to proposing new techniques or 

improving the existing ones. The common goal of anomaly detection techniques is to find 

patterns in streaming data that do not conform to the expected normal behaviour.  

 

Several anomaly detection (AD) techniques for time series exist in literature [16]. The surveys 

[9, 15, 20] give the overview of anomaly detection and change-point detection techniques in 

general and categorise the existing AD techniques based on their methodology (i.e. supervised, 

semi-supervised or unsupervised, model based or model free, parametric or non-parametric) 

and their application domain. 

 

In real-world applications, the time series is usually contaminated by anomalies or outliers that 

are abrupt observations deviating from the normal behaviour [15] where the underlying 

patterns of time series generally keep changing over time. The presence of outlier and change 

points can adversely affect the time series analysis and complicate the learning process [20].  

 

Yet the vast majority of methods summarized in [15] are for processing data generally in 

batches, and unsuitable for real-time streaming applications. Some anomaly detection 

algorithms are partially online [16]. They either have an initial phase of offline learning or rely 

on look- ahead to flag of previously seen anomalies. Most clustering based and kernel based 
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unsupervised techniques fall under the umbrella of such algorithms. Some examples include 

Online Novelty and Drift Detection Algorithm (OLINDDA) [36], Multiclass learning 

Algorithm for data Streams (MINAS) [37], and Distributed Matching-based Grouping 

Algorithm (DMGA) [38]. Self-adaptive and dynamic k-means [39] is another example that 

uses training data to learn weights prior to anomaly detection. Kernel-based recursive least 

squares (KRLS) [40] violates the principle of no look-ahead as it resolves conditionally flagged 

data instances a few time steps later to decide if they were anomalous or not.  

 

Examples from industry include Yahoo’s Extensible Generic Anomaly Detection System 

(EGADS) [41] and Netflix’s Robust Principle Component Analysis (RPCA) method [42] both 

of which require analysing the full dataset. Similarly, Symbolic Aggregate Approximation 

(SAX) [43] decomposing the full time series to generate symbols before detection anomalies. 

Other recent partial online anomaly and change-point detection techniques includes in [9, 10, 

20], although these techniques may work well in certain situations, but they are traditionally 

batch methods, and the focus of our research is on methods for online anomaly detection. 

Additional techniques proposed for industrial application includes Facebook Prophet [44], 

Donut:  Anomaly detection method based on variational auto-encoders (VAE) [45], Twitter’s 

open-source technique based on Seasonal Hybrid ESD [46].  Skyline [47] is another popular 

open-source project, which uses an ensemble of statistical methods for detecting anomalies in 

time series and HTM JAVA (Hierarchal Temporal Model Implemented in Java) [48], the both 

projects are part of Numenta Benchmark-NAB [7]).  

 

For anomaly detection of streaming data, the majority of methods used in practice are statistical 

techniques that are computationally lightweight [28]. Statistical based anomaly detection 

methods for streaming data includes Extreme Studentized Deviate (ESD) based outlier tests 

such as (also known as Grubbs’) [49] , k-sigma [50], Bayesian changepoint detection [51], 

Sliding Thresholds [28], Mu-Sigma (Threshold based on mean and standard deviation) [52], 

One and Two Class SVM for Cloud Computing [53], Gaussian-based Anomaly Detection [54], 

High Order Statistics (HOS) [55], Tukey Method [56], Relative Entropy Statistics [56], 

Typicality and eccentricity analysis [57] is an efficient approach as it does not requires any 

user-defined parameters. Most of these methods focus on spatial anomalies and limiting their 

usefulness in dealing with long short-term temporal dependencies [28].  
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Advanced time-series modelling and forecasting models are capable of detecting temporal 

anomalies in complex scenarios. Autoregressive Integrated Moving Average (ARIMA) [58] is 

a general-purpose approach for modelling temporal data stream with seasonality and it is 

effective at detecting anomalies in data steam with regular daily or weekly patterns. Automatic 

determination of seasonality is enable with extensions of ARIMA for certain applications [58]. 

A more recent model-based technique based on Tukey method [56] and relative entropy 

proposed in [56] is capable of handling temporal anomalies and have been developed for 

specific use cases but require precise domain knowledge and are not generalizable. Model-

based methods are often computationally efficient but lack of generalizability of these methods 

confines their applicability to general streaming applications [16]. Kalman filtering is very a 

common technique for detecting anomalies for streaming data, but their parameter tuning often 

requires explicit domain knowledge and depend on the choice of specific residual error models 

[59].  

 

Dimensionality is another reason that can make some technique restrictive for real-time 

streaming anomaly detection. For instance, online variants of principle component analysis 

(osPCA) [60] or window-based PCA [60] that can only effectively work with high-

dimensional, multivariate time series but can be projected onto a low dimensional space, 

techniques that require data labels, i.e., supervised classification-based methods [16], are 

typically inappropriate for real-time anomaly detection and incremental learning. 

 

Class imbalance [16] is another problem in streaming data analysis in addition to transitory 

anomalies and change-point, when there are only few anomalous data points in very large 

stream of data. Research efforts has been made to develop effective learning algorithm for 

streaming data to tackle anomalies, change points and class imbalance problem at the same 

time [61] . Synthetic Minority class Oversampling TEchnique (SMOTE) [62] learning with 

imbalanced class. Another method is Ensemble of Subset Online Sequential Extreme Learning 

Machine (ESOS-ELM) [63] which uses Online Sequential Extreme Learning Machine (OS-

ELM) as a basic classifier to improve the performance with class imbalanced data which is 

extended to tackle multi-class imbalanced data in [63]. Over sampling based Online Bagging 

(OOB) and Under sampling-based Online Bagging (UOB) [64] are learning algorithms which 

build an ensemble model to overcome the class imbalance in real time through resampling and 

time-decayed metrics. An ensemble method which handles the anomalies and change-points 
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and class imbalance with additional true label data limitation is developed in [65] while 

learning with random ensemble decision trees is introduced in [66].  

 

 

Thus, an important characteristic of real-world time series is that the definition of normal 

behaviour changes over time [28], and as the distribution of data changes, the model built on 

old data becomes inconsistent with the new data since a model trained on one input distribution 

is not guaranteed to generalize to the changed new input distribution. Under these 

circumstances, relying on a model trained in an offline manner on historical data may not be 

appropriate. Therefore, an online anomaly detection model is required which learn and update 

models incrementally under dynamically changing and non-stationary environments as new 

data arrives, in order to better capture the timely trend and the underlying patterns in the time 

series and does not require user pre-define parameter (i.e., pre-define threshold) and 

successfully handle the imbalanced class time series. 

 

2.4 Online Anomaly and Change-Point Detection Methods  

 

The identification of anomalies/outliers in temporal data has received a lot of attention in the 

literature [15]. The basic concept underlying the online anomaly detection and change-point 

detection methodologies is that the model's parameters are incrementally adjusted as new data 

comes in order to capture changing normal patterns in the data. Hierarchical Temporal Memory 

(HTM)-based models [7], self-learning online dynamic clustering approach  [67], and Kernel 

Density Estimates [68], and piecewise linear models of time series [69] are examples of online 

anomaly detection models. Research in [70] proposes a probabilistic auto-regressive (AR) 

model for determining both outliers and change points in non-stationary situations. The model 

is learned incrementally so that it forgets the effect of past data gradually and learns the new 

normal. In [71] proposes statistical strategies based on the multinomial goodness-of-fit test and 

the Tukey method. Research in [72] describes a modified k-means clustering and scoring 

algorithm for detecting abnormalities in periodic time series in real time. 
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ARMA models, for example, are used to analyse and anticipate future values by regressing the 

variable on its own previous values (AR) and modelling the error term as a linear mixture of 

present and past error terms (MA) for a particular time series. The time series can presumably 

be rendered stationary by differentiating between present and past values (ARIMA) [20]. When 

seasonality is factored in, we get a SARIMA model. Although there are basic principles [73] 

and libraries that can automatically identify parameters, these approaches are not flawless and 

can be quite sluggish  [73, 74] 

 

Facebook Prophet is an additive regression model that starts with a unique time series 

decomposition method (𝑦(𝑡) = 𝑔(𝑡) + 𝑠(𝑡) + ℎ(𝑡) + 𝜖𝑡)  that includes a piecewise linear or 

logistic growth curve trend 𝑔(𝑡), a yearly seasonal component modelled using Fourier series 

or a weekly seasonal component 𝑠(𝑡), and a user-supplied list of holidays ℎ(𝑡)  [44]. The error 

term is 𝜖𝑡, which is believed to be normally distributed. MAP (maximum a posteriori) 

optimization is used to determine parameters. By identifying transition points between concept 

drifts, Prophet may automatically detect changes in trends. If desired, the user can additionally 

designate custom change points. However, knowing where the transition points are ahead of 

time is required. Prophet was initially intended for daily time steps  and modifications have 

been made to deal with sub-day time steps, time steps bigger than a day may exhibit unexpected 

behaviour [74]. Multi-step forecasting RNNs may be trained to predict a window of time steps 

in the future given a window of time steps in the past. After an initial period of training, the 

multistep prediction RNN with GRU units described in [5] can adapt to concept drifts. 

 

The RNN is then progressively trained and tested to determine anomaly scores as an average 

of the prediction error. It is critical to compute the score as an average; a very short-term 

anomaly will only effect the anomaly score for a limited amount of time. If the anomaly score 

is continuously high, the RNN is alerted to adjust to the new normal by modifying its settings. 

 

Anomaly Detection (AD) on Twitter [46, 75] discovers anomalies by modifying the extreme 

studentized deviation test (ESD). As a pre-processing step, the time series is rendered stationary 

by employing a modified form of STL (seasonal and trend decomposition using LOESS), 

where the trend component is represented by the time series' median. According to the authors 
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of [75], the mean and standard deviation are extremely susceptible to anomalous data, but the 

median is statistically more resistant. Thus, instead of the mean, the authors use the median to 

compute the ESD test statistic, and instead of standard deviation, the authors utilise MAD 

(median of the absolute deviations from the sample median) to obtain the test statistic. 

Unfortunately, this strategy may not be suitable for dealing with concept drift. Twitter responds 

by explaining that anomalies are abnormal data points that occur at a certain point in time, 

whereas concept drifts (or breakouts) "ramp up from one steady state to another" [46]. The 

disadvantage of utilising ESD is that an upper constraint on the number of anomalies must be 

stated, or ESD will presume that up to half of the data is abnormal ([76]. 

 

Despite STL's inherent ability to accommodate missing time steps, Twitter's AD library will 

fail and recommend replacing NANs with interpolated values because Twitter AD utilises R's 

default stl library rather than the stlplus library. Donut [45] is a Python-based unsupervised 

anomaly detection system based on variational auto-encoders (VAE) [45]. VAE is a deep 

Bayesian network that uses a sliding window over the time series because it is not a sequential 

model. To train VAEs, the evidence lower bound (ELBO) is generally optimised using 

Stochastic Gradient Variational Bayes (SGVB). 

 

However, when training the VAE-based model for anomaly detection, abnormal patterns 

and/or missing points must be avoided as much as possible; thus, the authors use a modified 

version of ELBO to indicate when an anomaly has occurred (if a supervised task, but not 

required) or if there are missing points. This change allows Donut to recreate missing points 

using a missing data imputation approach based on MCMC (Markov chain Monte Carlo). The 

shortest time step is utilised to resample the time series, according to  [45]. The VAE can return 

the likelihood of a window (using the final data point of the window) and compute a probability 

density; however, the authors observe that this approach does not function well in reality. As a 

result, they use the variational posterior to calculate the "reconstruction likelihood" [74]. This 

probability density is not well-defined. It should be noted that several common anomaly 

detection "methods" were not taken into account because we do not want to compare 

frameworks but rather the anomaly detection methods themselves. Yahoo's EGADS [77] is an 

example of an anomaly detection framework. It consists of three distinct components: 
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forecasting, detection, and alerting. The forecasting component might be ARIMA, the detecting 

component could be prediction error, and the alerting component could be k-sigma. LinkedIn's 

Luminol, Etsy's Skyline, Mentat Innovation's datastream.io, eleme's banshee, Opprentice, and 

Lytics Anomalyzer are some more notable frameworks  [74]. 

 

Relative entropy and Pearson correlation were also employed to detect abnormalities 

dynamically [78]. Many of these strategies ignore the temporal element of time series and 

instead detect abnormalities using statistical features over a time interval. Our suggested 

method makes use of the features of RNNs, which are explicitly temporal models capable of 

coping with temporal dependencies. A lot of studies have recently gone into employing RNNs 

for anomaly identification in time series [5]. Recent research in [24] investigates incremental 

training of RNNs using adaptive gradient learning. This study focuses on robust time series 

forecasting in the face of noise, which includes anomalies and change points. It investigates 

local statistical aspects of time series in real time to automatically weight the gradients of loss 

of newly available observations with distributional properties of the data. For online learning 

in RNN, it employs adaptive Real Time Recurrent Learning (RTRL) [42]. Unlike our 

technique, the focus of this approach is on time series forecasting rather than anomaly 

identification. 

 

Hierarchical Temporal Memory (HTM) for anomaly identification provides a neuroscience-

inspired machine learning technique that models spatial and temporal patterns in streaming 

data [7]. HTMs are continually learning systems that automatically adjust to changing statistics 

and strive to capture the structural and algorithmic qualities of the neocortex. HTMs, on the 

other hand, do not require multi-step predictions to compute the anomaly score, which may be 

significant for early detection and hence early adaptation to certain sorts of changes (for 

example, in the frequency domain) for prediction-based models like HTMs. To the best of our 

knowledge, our study is one of the few that uses contemporary RNNs trained online for multi-

step prediction with applications to online anomaly detection and change-point adaptation. 
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2.5 Recurrent Neural Network for Time Series Analysis and 

Anomaly Detection 

 

Recurrent neural networks (RNNs), a class of deep learning methods particularly designed to 

model sequential data, currently receive increasing attention due to the capacity on learning 

insightful representations of sequences [1]. In addition, these methods, especially complex 

RNNs-based methods [19], are capable of effectively processing temporal data [19] and have 

been successfully applied to time series forecasting [21], especially when there exist sequential 

dependencies in data [79]. Complex RNNs, e.g., LSTM networks, provide this performance 

thanks to their memory to keep the past information and several control gates to regulate the 

information flow inside the network. 

 

Long Short-Term Memory (LSTM) are modern Recurrent Neural Network (RNN), with 

sophisticated recurrent hidden and gated units, are successful and widespread due to its ability 

to learn hidden long-term sequential dependencies and to allow online training of sequential 

data of indefinite duration. Many learning algorithms are proposed in literature for training of 

these modern recurrent networks i.e., Stochastic Gradient Descent (SGD) [80], Back 

Propagation Through Time (BPTT) [81], Real Time Recurrent Learning (RTLL)[82] that can 

train RNN in both ways, either offline or online. BPTT is standard training method for RNN 

and is a generalization of back-propagation for feed-forward networks [81], it is an instance 

of automatic differentiation in the reverse accumulation mode [83]. RTLL [82] is more 

computationally expensive online variant, which is an instance of automatic differentiation in the 

forward accumulation mode [84]. Along with training algorithm, a good choice of optimization 

algorithm boosts the training process. Literature in machine learning have several proposed 

optimization algorithms includes Root Mean Square Propagation (RMSProp) [85], Adaptive 

Gradient (AdaGrade) [86], Nesterov Accelerated Gradient (NAG) [87], Adaptive Momentum 

Estimation (Adam) [88], Nesterov-accelerated Adaptive Moment Estimation (Nadam) [89], 

Adaptive Delta (AdaDelta) [90] and etc.. RMSProp, AdaDelta and Adam are very similar 

algorithm, but Adam was found to slightly outperform, Adam is generally selected as the 

overall best choice for RNN training [19].  

 



Chapter 2: Literature Review     48 
 

 
 

RNN training using BPTT combining with different optimization algorithms has shown 

promising results in time series modelling and forecasting in both ways; offline [19] and online 

[23, 24, 91]. LSTM has been refined and promoted by many researchers in their work [19, 23, 

24, 91] and since of 2016, major technology companies including Google, Apple, Microsoft, 

and Baidu are using LSTM networks as one of the fundamental mechanisms in their products 

[7].  

 

Anomaly detection and training RNNs in an incremental manner for streaming data is a lesser 

explored area [5].  A recent work in [24] and [92] explores incremental training of RNNs by 

using an adaptive gradient learning.  The focus of this work is robust time series forecasting in 

the presence of noise including anomalies and change points. It uses adaptive Real Time 

Recurrent Learning (RTRL) [92] for online learning in RNN. Recently, a study derived the 

online RNN learning updates based on stochastic gradient descent, Extended Kalman Filter 

and Particle Filter algorithms while introducing a new gate in traditional LSTM architecture 

[91]. An efficient online gradient learning algorithm, Robust Adam (RoAdam) for LSTM is 

proposed in [23], to predict time series which is modified on the basis of Adam and robust to 

outliers. These existing approaches do not directly detect the outliers and adaptively tunes the 

learning rate of the stochastic gradient method when facing suspicious outliers. Unlike our 

approach, the focus of these approaches is primarily forecasting of time series and not anomaly 

detection. 

 

Recently, a stacked LSTM networks for anomaly detection in time series have been proposed 

in [26]. RNNs with LSTM cells are used to model the normal time series behaviour in an offline 

manner on historical normal data by training for multi-step ahead prediction. The prediction 

errors are then modelled to fit multivariate Gaussian distribution which is then used to estimate 

the likelihood of anomalous behaviour at a time instant. Similar approach for anomaly 

detection in ECG signals is proposed in [8]. While these approaches use RNNs for anomaly 

detection, they rely on a model trained in an offline fashion and do not address the challenges 

of changing behaviour of data. They assume fixed normal behaviour(s) and thus may not be 

suitable for non-stationary time series. Hence these methods would tend to detect a change or 

anomaly in normal behaviour as anomalous and fail to adapt as they are not learning in an 

online manner. As the common approach for training RNN for modelling time series using 
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historical data is in an offline manner [18] which is less likely to work where the real data 

streams come over the time with changing behaviour thus making the model irrelevant and 

ineffective [27][298].  Some more examples of offline anomaly detection model for streaming 

data are multi-scale LSTM (MS-LSTM) [93] Convolutional Neural Network (CNN and 1D-

CNN) [94], Deep Brief Networks (DBN) [95], Weighted Convolutional Autoencoder LSTM 

(WCAE-LSTM) [96] , Convolutional Autoencoder LSTM (CAE-LSTM) [96],  Attention 

Based Multi-Flow LSTM(AMF-LSTM) [97]. These techniques are trained on full normal data 

before actual start of detection anomalies and change-points which make them ineffective for 

dynamically changing environment, therefor, developing online model is necessary which can 

learn in online manner and capable to adapt to new norm of input data.  

 

In a wider scope, this section is motivated by the growing need to gain further insights into the 

underlying processes of detecting anomalies using the modern recurrent neural networks in an 

online way for continuous stream of time series. Therefore, in this section we focused on the 

development of online temporal anomaly detection model based on Recurrent Neural Networks 

(RNNs), specifically, Long Short Memory Networks (LSTMs) for time series anomaly 

detection to address the challenges posed by sudden abrupt changes or permanent changes in 

normal behaviour. Some examples of online anomaly detection model based on artificial neural 

networks for streaming data based on ANN are Online evolving Spiking Neural Network for 

Unsupervised Anomaly Detection (OeSNN-UAD) [98], DeepAnT: Anomaly Detection Using 

Deep Learning for Time Series using CNN [29], Online Disturbance Detection in Satellite 

Images Time Series (LSTM-SITS) [99], Sparse Recurrent Neural Network based Anomaly 

Detection (SPREAD) [100], Online Anomaly Detection Using RNN (Online RNN-AD) [5]. 

Most of the online model either detect anomaly or handle change-points [15, 20].  In particular, 

here we propose and presented Online anomaly detection and change-point detection model 

using LSTM which is trained by LSTMs incrementally as new data stream arrives and detect 

the anomalies and change-point if data point shows any suspicious anomalous behaviour. The 

model is trained incrementally as new data becomes available and is capable of adapting to the 

changes in the data distribution and able to predict the values for multiple time steps using 

historical readings. The prediction errors are used to detect anomalies and appropriately adapt 

to changes. A novel method is being utilized for anomaly detection where LSTM learning of 
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LSTMs parameters are learned with BPTT while anomaly detector parameters are updated on 

basis of online learning of Mean and Covariance of error distribution. 

 

2.6 Towards Model-based Unsupervised Anomaly Detection 

 

It is typically assumed that anomalies are rare and different. Many conventional unsupervised 

anomaly detection techniques are evaluated in the presence of small anomalies in training set, 

where anomalies are usually point anomalies. This is not appropriate in many real-life 

applications such as system fault detection or intrusion detection, where anomalies may be seen 

in set or clusters [16]. Sometime the fraction of anomalies might be higher than point 

anomalies, but they still are in the minority (i.e., Abnormal ECG signal). Additionally, in 

numerous applications the streaming data needs to be evaluated as it is produced in real-time 

and annotation of data instances in real time is often expensive in this context. Furthermore, 

the normal behaviour of streaming data may change over time, so, an anomaly detection 

technique must be able to train a precise model even when the training data is contaminated 

with undetermined anomalies, which is the main functionality of detecting anomalies in an 

unsupervised manner. 

 

A good anomaly and change-point detection should be model based to avoid storing and 

analysing a large volume of historical data that make it real or near real-time decisions 

regarding a new test instance. There are many model-free anomaly detection techniques 

proposed and studied in literature. Some examples of Kernel-based model-free anomaly 

detection techniques are Robust Kernel Density Estimation (RKDE) [101], Robust Kernel-

Based Local Outlier Detection (RKOF) [102]. Some of available well-studied Clustering-

Based model-free anomaly detection methods are Density-Based Spatial Clustering of 

Applications with Noise (DBSCAN) [103], Lagrangian Relaxation Facility Location with 

Outliers (LRFLO) [16],  Multi Observation Hidden Markov Model (MOHMM) [16]. Some 

examples of Distance and density-based model-free anomaly detection are Partition-based 

algorithm for mining outlier (PARTITION) [104], Hilbert Outlier (HilOut) [16], Bhattacharyya 

Distance Calculation for Anomaly Detection [105], Local Outlier Factor (LOF) [106].  
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All of above stated model-free techniques are unsupervised. The clustering-based methods with 

minor modifications are only model-free anomaly detection methods that can be used as model-

based techniques. This is because the concise information from clusters can be saved as a model 

to get rid of the individual training set. Though, clustering methods are designed for other 

purpose rather than anomaly detection, and thus are not necessarily efficient for this 

understated task [15].  

 

SmartSifter [107] is a parametric unsupervised model-based method which makes an 

assumption regarding the data distribution. Although this method is stated to be adaptive to 

non-stationary environments but its assumption involving the data distribution restricts its 

application for the data that comes from other distributions. Histogram-based outlier score 

(HBOS) [108], Balanced iterative reducing and clustering using hierarchies (BIRCH) [109], 

Outlier Removal Clustering (ORC) [110] , Isolation forest (iForest)  [111], Replicator neural 

networks (RNN) [112] and Unsupervised autoencoder (UAE) [16] are some examples of 

nonparametric model-based unsupervised methods. HBOS [108] is histogram based and is not 

able to accurately model the relationships between features for data. BIRCH [109] and ORC 

[110] are clustering-based and model-based unsupervised techniques and like other clustering-

based anomaly detection techniques are not amplified and optimised for anomaly detection in 

streaming non-stationary environment. Model-based non-parametric unsupervised method like 

UAE [16] is declared to be robust in modelling normal data when a training set is contaminated 

with an unseen anomaly, however, UAE [16] require a fairly large training set to train a good 

model. Model-based non-parametric unsupervised method like iForest [111] is a commonly 

used anomaly detection technique and has attractive properties, e.g., it does not require a 

distance or density-based divergence measure to be defined.  

 

Hence, we assume that there are only a few model-based unsupervised non-parametric 

techniques, and this area requires further research. Although there are hypothetically well-

founded model-based semi-supervised techniques, such as Support vector data description 

(SVDD) [16] and One-class support vector machine(OCSVM) [113] for anomaly detection and 

new techniques should be established for unsupervised model-based anomaly detection and 
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change-point detection to address the learning challenges when dealing in non-stationary 

environments with unlabelled training datasets in fully online manner.  

 

2.7 Toward Dynamic Estimation of Threshold 

 

Anomaly detection can also be formulated as a prediction problem. Anomalies are unexpected 

events, which makes them hard to predict. If we build a system that can predict the value of 

the next measurement quite well, we can compare that prediction with the actual measurement. 

If there is a large difference between what is predicted and what is measured, an anomaly 

probably occurred. Most anomaly detectors need the specification of a threshold value that has 

a substantial impact on the resultant true positive and false positive rate. The effect on the TPR 

and FPR, on the other hand, is exactly the reverse. There are several methods available in 

literature for computing threshold. The threshold estimation method is divided into static and 

dynamic estimation, that utilises in anomaly detection models. 

 

2.7.1 Statistical threshold estimation 

 

There are many machine learning methods out there to predict values for time-series. Some of 

them even come with tools to estimate confidence boundaries like ARIMA or Gaussian 

Processes. The output is typically a Gaussian, which tells how likely it is that the actual 

measurement will fall between certain boundaries. A commonly used approach is the 3 Sigma 

rule. If measurement is more than three standard deviations away from the average, this 

measurement is considered an anomaly. But changing the accepted standard deviation is like 

setting the false-positive rate. It does not capture whether a measurement, in this case, a 

response time, is an anomaly or not [15, 114]. 

 

2.7.2 Anomaly score 

 

Some approaches, such as Robust Random Cut Forest (RRCF), do not operate with Gaussian 

bounds [15]. RRCF is a tree-based approach for modelling data. When a new data point is 

added into the model, it checks to see if any adjustments are required to better fit the data. If 
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the prediction was accurate, no changes are required, but if the prediction deviated 

significantly, the tree would need to be adapted to fit the model better. RRCF returns an 

anomaly score that measures the change the model had to do to fit the data. If the tree in the 

model has a size of 256 (the default), the score can range anywhere between 0 and 256. Small 

modifications to the model result in a low score, but if the entire tree is modified, it can 

approach 256. If a range of 0 to 100% is desired, just divide the result by the tree's size. 

 

In general, a threshold can be set to, say, a 50% change in the tree. However, the problem of 

too many false positive predictions persisted, despite the fact that it was necessary to define a 

threshold for each statistic in order to get the optimal performance. The problem was 

determining the appropriate tree size for each of the criteria. More stable measures seldom used 

the complete tree, whereas noisy data saw many modifications just to mimic the predicted 

volatility in the data [20, 114]. 

 

2.7.3 Scaled minmax threshold estimation 

 

To tackle the thresholding problem, this is a different approach. The idea is that the learning 

from past data what a good threshold looks like. If this reasoning is applied to the output of the 

anomaly score of RRCF, it can ignore the negative values in the examples that follow. 

The anomaly detection model achieved best results in practice by setting the detection 

thresholds to 1.5 times the maximum (and minimum) deviation measured. The reason for this 

is that only significantly larger deviations than past deviations trigger an anomaly [114, 115]. 

2.7.4 Threshold estimation by maximizing 𝑭𝜷 − 𝒔𝒄𝒐𝒓𝒆 

 

The anomaly detection method that utilises the modern RNN based prediction model. The 

prediction model learned on normal training data sequences is used to compute the error vectors 

for each point in the validation and test sequences. The error vectors are modelled to fit a 

multivariate Gaussian distribution 𝒩 = 𝒩(𝜇 Ʃ). The likelihood 𝑝 of observing an error vector 



Chapter 2: Literature Review     54 
 

 
 

𝑒 is given by the value of 𝒩 at 𝑒. The error vectors for the points from normal validation 

sequence are used to estimate the parameters 𝜇 and Ʃ using Maximum Likelihood Estimation. 

An observation 𝑥(𝑡) is classified as ‘anomalous’ if 𝑝(𝑡) < 𝜏, else the observation is classified 

as ‘normal’. Some normal and anomalous validation sets are used to learn 𝜏 by maximizing 

𝐹𝛽 − 𝑠𝑐𝑜𝑟𝑒 (where anomalous points belong to positive class and normal points belong to 

negative class) [8, 26]. 

 

Most of the static threshold estimation are based in the 3-sigma rule but the exhibit the problem 

of higher false-positive rate. The anomaly detection method that utilises the modern RNN 

based prediction model estimates the threshold by maximizing 𝐹𝛽 − 𝑠𝑐𝑜𝑟𝑒 using normal and 

anomalous data sequence. These estimations are publicised as outperformed in an offline 

manner but not suitable for online anomaly detection. The Anomaly score and min-max 

threshold are the dynamic threshold estimation methods but still exhibit the problem of large 

false positive predictions [8, 26].      

 

The proposed anomaly detection and change-point detection technique is striving for fully on-

line performance; therefore, our novel proposed online model is not relying on any user define 

parameters but automatically defined/initialized after burn-in period and updated by model 

itself at each time step. The method for initializing the threshold after burn-in period and that 

online updating at each time step gives the promising results given in table 4.5 and 5.5 specially 

in multi-step ahead predictions.  

 

As the anomaly and change-point detection model is working online using unseen incoming 

data point 𝑥𝑡   from time series at time 𝑡, the updation of all model’s parameters including 

threshold is entirely depends on normal tagging of observation 𝑥𝑡, and the reason for not 

updating the model’s parameter is that we are not intended to learn the anomaly by LSTM but 

only wants to detect the anomaly and adapt the changes either transitory or permanent in data 

distribution. In that way we prevent the model to lead to a drastic change but adapt to the latest 

norm. 

 
 



Chapter 2: Literature Review     55 
 

 
 

2.8 Background: LSTM Recurrent Neural Network Learning 

Based on BPTT for Time Series Prediction  

 

Long Short-Term Memory (LSTM) [19]; is an recurrent neural network architecture that 

elegantly addresses the vanishing gradient problem using “memory units”.  These linear units 

have a self-connection of strength 1 and a pair of auxiliary “gating units” that control the flow 

of information from the unit. When the gating units are shut, the gradient can flow through the 

memory units without alteration for an indefinite amount of time, thus overcoming the 

vanishing gradient problem. While the gates never isolate the memory units in practice, this 

reasoning shows that the LSTM addresses the vanishing gradient problem in at least some 

situations, and indeed, the LSTM easily solve a number of synthetic problems with pathological 

long-range temporal dependencies that were previously believed to be unsolved by standard 

RNNs. LSTM has been refined and promoted by many researchers in their work [1, 8, 19] and 

is now widely used.  As of 2016, major technology companies 

including Google, Apple, Microsoft, and Baidu are using LSTM networks as fundamental 

components in new products [116-119]. 

 

LSTMs are similar to standard RNN; LSTMs are chained together in a form of repeating 

modules, figure 2.2. Instead of having a single neural activation function like in standard RNN, 

LSTM repeating module have various functionalities, interacting in a very special way.  Figure 

2.2 shows the single cell model and 2.3 illustrations chain structure.  

 

 

 

 

 

In figure 2.2, a single LSTM neural network is unfolded through time, “LSTM” looks at input 

𝑥 and outputs value 𝑦 over different time periods.  A feedback loop, as shown on the left-hand 

 
Figure 2.2: Depiction of LSTM Cell That Have Loop. 
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side of figure 2.3, when unfolded through time allows information to be passed from one time 

step 𝑡 of the network to the next. 

 

Fundamentally, LSTMs are explicitly designed to be embedded into multi-layer structure neural 

network model involving at least one hidden layer. The principle unit in the hidden layer of LSTM 

network is the memory cell, which replaces the hidden unit in “traditional” RNN in figure 2.2.  

 

The memory cell contains three adaptive, multiplicative gating units which gate input, forget and output 

to all cells. Each individual memory cell has at its core recurrent self-connected linear unit called the 

“Constant Error Carousel” (CECs), whose activation we call the cell state. The architecture of single  

LSTM unit is shown in figure 2.4. 

 

The CECs resolve the vanishing gradient problem as in the absence of new input or error signal to the 

memory cell the CECs local error back flow remaining constant; neither growing nor decaying. The 

CECs is protected from both forward flowing activation and backward flowing error by the input and 

output gate respectively. When gates are closed (activation-output is zero), irrelevant input and noise 

do not enter the cell, and the cell state does not agitate the remainder of the network 

 

Corresponding to all other RNN which trained with gradient descent, the LSTM also has two 

passes or phases: forward phase (activation of units) and learning phase (error calculations and 

weight updates). These phases would be explained in detail in the sections.    

 

 

Figure 2.3:  Depiction of an Unrolled LSTMs Cell with time. 
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2.8.1 LSTM Forward Phase 

 

Forward phase is also known as activation of units. Technically the figure 2.4 and 2.5 are same. 

Figure 2.5 describes the traditional view of forward phase of LSTM; which used by many 

researchers [120, 121] to explain the computational flow of their mathematical functions. 

Figure 2.5 shows that 𝑥𝑡  is input, 𝑐𝑡−1 and ℎ𝑡−1 are the cell state and hidden state at time 𝑡 −

1. The output of cell at time 𝑡 is 𝑐𝑡 and ℎ𝑡. Further explanation of two phases of LSTM are 

given below 

 

Let the input at time 𝑡 in the LSTM cell be 𝑥𝑡, the cell state from time 𝑡 − 1 and 𝑡 be 𝑐𝑡−1 

and 𝑐𝑡 and the output for time 𝑡 − 1 and t be ℎ𝑡−1 and ℎ𝑡  . The initial value of 𝑐𝑡  and ℎ𝑡   at 𝑡 

will be zero.  

 

 
Figure 2.4: A LSTM unit: A schematic diagram of the LSTM unit as introduces in [1].  
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.   

 

Step 1: Initialization of the weights.  

 

Weights for input gate: 𝑤𝑥𝑖 , 𝑤𝑥𝑔 , 𝑏𝑖 , 𝑤ℎ𝑖 , 𝑤ℎ𝑔 , 𝑏𝑔 

Weights for forget gate: 𝑤𝑥𝑓 , 𝑤ℎ𝑓 , 𝑏𝑓   

Weights for output gate: 𝑤𝑥𝑜 , 𝑤ℎ𝑜 , 𝑏𝑜 

 

Step 2: Passing through different gates.  

 

Inputs: 𝑥𝑡, ℎ𝑡−1 and 𝑐𝑡−1 are given to the LSTM cell  

     

Passing through input gate:  

 

          𝑧𝑔 = 𝑤𝑥𝑔 ∗ 𝑥𝑡  +   𝑤ℎ𝑔 ∗  ℎ𝑡−1 + 𝑏𝑔     (2.1) 

          𝑔 =   tanh (𝑧𝑔)       (2.2) 

          𝑧𝑖 = 𝑤𝑥𝑖 ∗ 𝑥𝑡  +   𝑤ℎ𝑖 ∗  ℎ𝑡−1 + 𝑏𝑖     (2.3) 

-  

Figure 2.5: Structure of the LSTM unit. Image adapted from [4]. 
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          𝑖 =  sigmoid(𝑧𝑖)       (2.4) 

          𝑖𝑛𝑝𝑢𝑡 𝑔𝑎𝑡𝑖𝑛𝑔 =  𝑔 ∗ 𝑖      (2.5) 

                      

Passing through forget gate:   

 

          𝑧𝑓 = 𝑤𝑥𝑓 ∗ 𝑥𝑡  +  𝑤ℎ𝑓 ∗  ℎ𝑡−1 + 𝑏𝑓     (2.6) 

          𝑓 =   𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑓)       (2.7) 

          𝑓𝑜𝑟𝑔𝑒𝑡 𝑔𝑎𝑡𝑖𝑛𝑔 =  𝑓       (2.8) 

 

Passing through the output gate:   

 

          𝑧𝑜 = 𝑤𝑥𝑜 ∗ 𝑥𝑡  +   𝑤ℎ𝑜 ∗  ℎ𝑡−1 + 𝑏𝑜     (2.9) 

          𝑜 =   𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑜)                                   (2.10) 

          𝑜𝑢𝑡𝑝𝑢𝑡 𝑔𝑎𝑡𝑖𝑛𝑔 =  𝑜                      (2.11) 

        

Step 3: Calculating the output ℎ𝑡 and current cell state 𝑐𝑡. 

   

Calculating the current cell state 𝒄𝒕 : 

          𝑐𝑡 = (𝑐𝑡−1 ∗  𝑓𝑜𝑟𝑔𝑒𝑡𝑖𝑛𝑔 𝑔𝑎𝑡𝑖𝑛𝑔) + 𝑖𝑛𝑝𝑢𝑡 𝑔𝑎𝑡𝑖𝑛𝑔                        (2.12) 

 

Calculating the output gate 𝒉𝒕: 

          ℎ𝑡 = 𝑜𝑢𝑡𝑝𝑢𝑡 𝑔𝑎𝑡𝑖𝑛𝑔 ∗ tanh (𝑐𝑡)                  (2.13) 

 

This concludes the forward phase of LSTM. 

 

2.8.2 LSTM Learning/Backpropagation Phase:  

 

Learning phase involve in calculating error and weights updation for LSTM network.  

Fundamentally, as in BPTT, once an error signal arrives at a memory cell ouput, it get scaled 

by the semilinear output function ℎ; subequnelty, it enters the memory cell’s linear CEC, where 

it can flow back. Once the error escape from the memory cell through an opening input gate; it 

get scaled once more  by the aditional semilinear function 𝑔, and then serves to chage incoming 

weight befor being truncated. 
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Gradient is calculated through the back propagation through time at time stamp t using the 

chain rule.  

Let the gradient pass down by the above cell be given in figure 2.5: 

 

       ∆𝐸 = 
𝑑𝐸

𝑑ℎ𝑡
                   (2.14) 

            

      If we are using MSE (mean square error) for error then, 

 

      ∆𝐸 = (𝑦𝑡 − ℎ𝑡)                  (2.15) 

 

Here 𝑦𝑡 is the original value and ℎ𝑡 is the predicted value at time 𝑡.      

               

  Gradient with respect to output gate   

 

      
𝑑𝐸

𝑑𝑜
=  

𝑑𝐸

𝑑ℎ𝑡
∗

𝑑ℎ𝑡

𝑑𝑜
= ∆𝐸 ∗ 

𝑑ℎ𝑡

𝑑𝑜
     (2.16) 

      
𝑑𝐸

𝑑𝑜
=  ∆𝐸 ∗ tanh(𝑐𝑡)       (2.17) 

           

  Gradient with respect to 𝑐𝑡    

 

      
𝑑𝐸

𝑑𝑐𝑡
= 

𝑑𝐸

𝑑ℎ𝑡
∗  

𝑑ℎ𝑡

𝑑𝑐𝑡
= ∆𝐸 ∗ 

𝑑ℎ𝑡

𝑑𝑐𝑡
         (2.18) 

     
𝑑𝐸

𝑑𝑐𝑡
=   ∆𝐸 ∗ 𝑜 ∗ (1 − tanh2(𝑐𝑡))     (2.19) 

 

  Gradient with respect to input gate 
𝑑𝐸

𝑑𝑖
 , 

𝑑𝐸

𝑑𝑔
 

 

      
𝑑𝐸

𝑑𝑖
=  

𝑑𝐸

𝑑𝑐𝑡
∗  

𝑑𝑐𝑡

𝑑𝑖
       (2.20) 

      
𝑑𝐸

𝑑𝑖
=  ∆𝐸 ∗ 𝑜 ∗ (1 − tanh2(𝑐𝑡)) ∗  𝑔    (2.21) 

  

      Similarly,  

 

      
𝑑𝐸

𝑑𝑔
=  ∆𝐸 ∗ 𝑜 ∗ (1 − tanh2(𝑐𝑡)) ∗  𝑖     (2.22) 
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  Gradient with respect to forget gate   

 

      
𝑑𝐸

𝑑𝑓
=  ∆𝐸 ∗ 

𝑑𝐸

𝑑𝑐𝑡
∗  

𝑑𝑐𝑡

𝑑𝑡
        (2.23) 

      
𝑑𝐸

𝑑𝑓
=  ∆𝐸 ∗ 𝑜 ∗ (1 − tanh2(𝑐𝑡)) ∗ 𝑐𝑡−1       (2.24) 

            

  Gradient with respect to 𝑐𝑡−1      

 

      
𝑑𝐸

𝑑𝑐𝑡−1
= ∆𝐸 ∗ 

𝑑𝐸

𝑑𝑐𝑡
∗  

𝑑𝑐𝑡

𝑑𝑐𝑡−1
        (2.25) 

 

      
𝑑𝐸

𝑑𝑐𝑡−1
= ∆𝐸 ∗ 𝑜 ∗ (1 − tanh2(𝑐𝑡)) ∗ 𝑓       (2.26) 

 

  Gradient with respect to output gate weights: 

 

   
𝑑𝐸

𝑑𝑤𝑥𝑜
= 

𝑑𝐸

𝑑0
∗  

𝑑𝑜

𝑑𝑤𝑥𝑜
= ∆𝐸 ∗ tanh(𝑐𝑡) ∗ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑜) ∗ (1 − 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑜)) ∗  𝑥𝑡 (2.27) 

 

   
𝑑𝐸

𝑑𝑤ℎ𝑜
= 

𝑑𝐸

𝑑0
∗  

𝑑𝑜

𝑑𝑤ℎ𝑜
= ∆𝐸 ∗ tanh(𝑐𝑡) ∗ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑜) ∗ (1 − 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑜)) ∗  ℎ𝑡−1 (2.28) 

 

    
𝑑𝐸

𝑑𝑏𝑜
= 

𝑑𝐸

𝑑0
∗  

𝑑𝑜

𝑑𝑏𝑜
= ∆𝐸 ∗ tanh(𝑐𝑡) ∗ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑜) ∗ (1 − 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑜))  (2.29) 

 

   Gradient with respect to forget gate weights: 

 

   
𝑑𝐸

𝑑𝑤𝑥𝑓
= 

𝑑𝐸

𝑑𝑓
∗  

𝑑𝑓

𝑑𝑤𝑥𝑓
      (2.30) 

  
𝑑𝐸

𝑑𝑤𝑥𝑓
= ∆𝐸 ∗ 𝑜 ∗ (1 − 𝑡𝑎𝑛ℎ2(𝑐𝑡)) ∗ 𝑐𝑡−1 ∗ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑓) ∗ (1 − 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑓)) ∗  𝑥𝑡(2.31) 

 

  
𝑑𝐸

𝑑𝑤ℎ𝑓
=  

𝑑𝐸

𝑑𝑓
∗  

𝑑𝑓

𝑑𝑤ℎ𝑓
      (2.32) 

𝑑𝐸

𝑑𝑤ℎ𝑓
= ∆𝐸 ∗ 𝑜 ∗ (1 − 𝑡𝑎𝑛ℎ2(𝑐𝑡)) ∗ 𝑐𝑡−1 ∗ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑓) ∗ (1 − 𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑓)) ∗  ℎ𝑡−1   (2.33) 

 

     
𝑑𝐸

𝑑𝑏0
= 

𝑑𝐸

𝑑𝑓
∗  

𝑑𝑓

𝑑𝑏0
      (2.34) 

     
𝑑𝐸

𝑑𝑏0
= ∆𝐸 ∗ 𝑜 ∗ (1 − 𝑡𝑎𝑛ℎ2(𝑐𝑡)) ∗ 𝑐𝑡−1 ∗ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑓) ∗ 1 − 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑓))    (2.35) 
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Gradient with respect to input gate weights: 

     

   
𝑑𝐸

𝑑𝑤𝑥𝑖
= 

𝑑𝐸

𝑑𝑖
∗  

𝑑𝑖

𝑑𝑤𝑥𝑖
     (2.36) 

   
𝑑𝐸

𝑑𝑤𝑥𝑖
= ∆𝐸 ∗ 𝑜 ∗ (1 − 𝑡𝑎𝑛ℎ2(𝑐𝑡)) ∗ 𝑔 ∗ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑖) ∗ (1 − 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑖)) ∗  𝑥𝑡 (2.37) 

 

   
𝑑𝐸

𝑑𝑤ℎ𝑖
= 

𝑑𝐸

𝑑𝑖
∗  

𝑑𝑖

𝑑𝑤ℎ𝑖
     (2.38) 

   
𝑑𝐸

𝑑𝑤ℎ𝑖
= ∆𝐸 ∗ 𝑜 ∗ (1 − 𝑡𝑎𝑛ℎ2(𝑐𝑡)) ∗ 𝑔 ∗ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑖) ∗ (1 − 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑖)) ∗  ℎ𝑡−1(2.39) 

 

   
𝑑𝐸

𝑑𝑏𝑖
= 

𝑑𝐸

𝑑𝑖
∗  

𝑑𝑖

𝑑𝑏𝑖
      (2.40) 

   
𝑑𝐸

𝑑𝑏𝑖
= ∆𝐸 ∗ 𝑜 ∗ (1 − 𝑡𝑎𝑛ℎ2(𝑐𝑡)) ∗ 𝑔 ∗ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑖) ∗ 1 − 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧𝑖)) (2.41) 

 

   
𝑑𝐸

𝑑𝑤𝑥𝑔
= 

𝑑𝐸

𝑑𝑔
∗  

𝑑𝑔

𝑑𝑤𝑥𝑔
     (2.42) 

   
𝑑𝐸

𝑑𝑤𝑥𝑔
=  ∆𝐸 ∗ 𝑜 ∗ (1 − 𝑡𝑎𝑛ℎ2(𝑐𝑡)) ∗ 𝑖 ∗ (1 − 𝑡𝑎𝑛ℎ2(𝑧𝑔)) ∗ 𝑥𝑡   (2.43) 

 

   
𝑑𝐸

𝑑𝑤ℎ𝑔
= 

𝑑𝐸

𝑑𝑔
∗  

𝑑𝑔

𝑑𝑤ℎ𝑔
     (2.44) 

   
𝑑𝐸

𝑑𝑤ℎ𝑔
= ∆𝐸 ∗ 𝑜 ∗ (1 − 𝑡𝑎𝑛ℎ2(𝑐𝑡)) ∗ 𝑖 ∗ (1 − 𝑡𝑎𝑛ℎ2(𝑧𝑔)) ∗  ℎ𝑡−1 (2.45) 

 

   
𝑑𝐸

𝑑𝑏𝑔
= 

𝑑𝐸

𝑑𝑔
∗  

𝑑𝑔

𝑑𝑏𝑔
      (2.46) 

   
𝑑𝐸

𝑑𝑏𝑔
= ∆𝐸 ∗ 𝑜 ∗ ((1 − 𝑡𝑎𝑛ℎ2(𝑐𝑡)) ∗ 𝑖 ∗ (1 − 𝑡𝑎𝑛ℎ2(𝑧𝑔))  (2.47) 

 

Subsequently that all weights connections of LSTM model are updated and modified using 

the gradient values derived in equations (2.16-6.47) using (6.21): 

w⃑⃑⃑  (updated) = w(old) + gradient(𝑤)       (2.48) 

 

The above described steps of training is summarised in generalized algorithm for in algorithm 

2.2. 
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Algorithm 2.2: Long Short-Term Memory (LSTM) 

Input: Data instances from Time Series  

Output: Single/Multi-step Predictions 

begin 

Step 1: Initialise input data weight and bias: 𝑤𝑥𝑔 , 𝑤𝑥𝑖 , 𝑏𝑔 , 𝑏𝑖  , 𝑤𝑥𝑓 , 𝑏𝑓 , 𝑤𝑥𝑜 , 𝑏𝑜  

Step 2: Initialise recurrent weight: 𝑤ℎ𝑔, 𝑤ℎ𝑖 , 𝑤ℎ𝑓 , 𝑤ℎ𝑜 

Step 3: Set initial LSTM cell state 𝑐𝑡−1 and cell output ℎ𝑡−1 

Step 4: At time  𝑡 the 𝑥𝑡, ℎ𝑡−1 and 𝑐𝑡−1 are given to the LSTM cell 

// Forward phase of LSTM 

Step 5: Input and input gate computation 

             𝑖𝑛𝑝𝑢𝑡 ∶    𝑔 =  𝑡𝑎𝑛ℎ(𝑤𝑥𝑔 ∗ 𝑥𝑡  +  𝑤ℎ𝑔 ∗  ℎ𝑡−1 + 𝑏𝑔) 

             𝑖𝑛𝑝𝑢𝑡 𝑔𝑎𝑡𝑒  𝑖 =  𝜎(𝑤𝑥𝑖 ∗ 𝑥𝑡  +   𝑤ℎ𝑖 ∗  ℎ𝑡−1 + 𝑏𝑖) 

Step 6: Forget gate computation 

             𝑓𝑜𝑟𝑔𝑒𝑡 𝑔𝑎𝑡𝑒 ∶    𝑓 =  𝜎(𝑤𝑥𝑓 ∗ 𝑥𝑡  +   𝑤ℎ𝑓 ∗  ℎ𝑡−1 + 𝑏𝑓) 

Step 7: Output gate computation 

             𝑜𝑢𝑡𝑝𝑢𝑡 𝑔𝑎𝑡𝑒 ∶    𝑜𝑡 =  𝜎(𝑤𝑥𝑜 ∗ 𝑥𝑡  +   𝑤ℎ𝑜 ∗  ℎ𝑡−1 + 𝑏𝑜) 

Step 8: Computing cell state 

             𝑐𝑒𝑙𝑙 𝑠𝑎𝑡𝑒 ∶    𝑐𝑡 = (𝑐𝑡−1 ⊙ 𝑓) + (𝑔 ⊙  𝑖) 

Step 9: Computing output 

            𝑜𝑢𝑡𝑝𝑢𝑡 ∶    ℎ𝑡 = 𝑡𝑎𝑛ℎ(𝑐𝑡) ⊙ 𝑜 

//End of forward Phase  

//Start of backpropagation phase of LSTM using BPTT 

Step 10: Gradient with respect to output gate using equation 2.17 

Step 11: Gradient with respect to 𝒄𝒕  and o 𝒄𝒕−𝟏 using equation 2.19 and 2.26 

Step 12: Gradient with respect to input gate using equation 2.21 and 2.22 

Step 13: Gradient with respect to forget gate using equation 2.24 

Step 14: Gradient with respect to output gate, forget gate, input gate using equations 2.27-2.47 

Step 15: Update weights using equation 2.48 

//End of backpropagation phase of LSTM using BPTT 

End 
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2.9 Summary    

 

In this chapter, we reviewed anomaly detection techniques from the perspective of being offline 

and online anomaly detection that are model-based or model-free. Although there have been 

several studies on semi-supervised model-based methods and unsupervised model-free, but 

there is less focus on unsupervised model-based anomaly detection. However, growing 

requirement for online processing of data as it is generated in real-time in dynamically 

changing environments, makes a demand for effective and efficient model-based anomaly 

detection. Afterward a section is dedicated to exploring the online anomaly detection method. 

Consequently, we devote the subsequent chapters of this thesis to developing online model-

based unsupervised anomaly detection technique for unlabelled datasets in non-stationary 

environments. Need of dynamic threshold estimation of model is discussed in subsequent 

sections that follows the detailed LSTM training using BPTT. We investigate the effectiveness 

of proposed novel methods for anomaly detection in this thesis.  
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Chapter 3 

Online Anomaly Detection and Change Detection for 

Univariate Time Series Using LSTM: A 

Methodology 

 

The approach for anomaly and change-point detection is developed in the presented chapter 

which will be tested for Transitory Anomalies/Outlier detection in Chapter 4 and for Permanent 

Anomalies/Change-Point detection in Chapter 5. The section 3.1 gives introduction to the 

chapter followed by the approach which is discussed in step-by-step detail in section 3.2. 

Performance evaluation metrics will be discussed in section 3.3 and followed by the chapter 

summary which is given in section 3.4.     

 

3.1 Introduction  

 

Mankind is on the quest of digital world, and we are encountered with tremendous increase in 

the accessibility of streaming, time-series data which is essentially driven by the upsurge of 

interconnected real-time data sources. This derived streaming data presents technical 

challenges and opportunities. Though, the real streaming data is habitually complicated with 

anomalies and change points, which can lead the training and detecting models deviating from 

the underlying patterns of the time series, particularly when the model trains in the context of 

online learning mode. 

 

A significant problem for streaming analytics is an anomaly detection which identifies the 

points when the underlying distribution of a time series abruptly changes and deviate from 

normal behaviour, either transitory (point anomaly) or permanent (change-point). Therefore, 
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the fundamental capability of streaming data analysis is to learn and model streaming data in 

an unsupervised fashion and detect bizarre, anomalous behaviours in real-time. The communal 

approaches of training one model in an offline way using historic data are probable to fail under 

non-stationary and dynamically changing environments where the definition of normal 

behaviour of streaming data changes over time and making the model irrelevant and ineffective 

to streaming especially for very imbalance class and rare-class time series [16].  

 

Nevertheless, several shortcomings confine to the use of some existing anomaly and change-

point detection methods in real-world applications. First, several anomaly detection techniques 

work in offline manner, where the entire time series needs to be stored before anomaly 

detection can be performed [9, 26].  These approaches of training one model in an offline way 

using historical data are probable to fail under non-stationary and dynamically changing 

environments where the definition of normal behaviour of streaming data changes over time 

making the model irrelevant and ineffective to streaming especially for very imbalance class 

and rare-class time series [16]. Second, the development made in for anomaly detection has 

been mostly based on supervised machine learning algorithms that require labelled datasets. 

Though, collecting and annotating labelled streaming datasets is difficult, time-consuming, and 

even too costly, while it requires domain knowledge from experts. Therefore, anomaly 

detection has been great challenge for researchers and constrained by the availability of labelled 

datasets  [16]. Finally, most anomaly detection techniques require user-defined parameters 

(e.g., threshold) that need to be chosen based on the observed data, which limits their 

applicability to new unseen data  [16].  To address these issues, we propose an online Anomaly 

Detection and change detection system for univariate time series based on LSTM [1]  that uses 

an on-line estimate of the error distribution for anomaly detection that does not require prior 

distributional knowledge for detecting point anomalies/outliers and change points and 

effectively handles un-labelled univariate time series.  

 

The proposed online model is trained incrementally as new data stream becomes available and 

is capable of adapting to the changes in the data distribution. LSTM is used to make single or 

multi-step predictions of the time series, and the prediction errors are used to detect anomalies 

and change points as well as update the model. Large prediction error is used to indicate 

anomalous behaviour. Further, the prediction errors are used to update the proposed model in 
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such a way that anomalies and change points do not lead to a drastic change in the model but 

rapidly adapts to the new norm of input data distribution. The idea of using prediction error for 

anomaly detection comes from [8, 26]. But publicised approach in [8, 26] produces the 

challenge for streaming data as firstly it is an off-line approach to be effective in off-line mode 

and not dealing with the streaming data in an online manner and secondly, it worked only in 

supervised setting such that all the parameters (e.g., threshold)  selection and tweaking was 

pre-defined and done manually on the bases of labelled time series that explicitly showing 

normal behaviour, finally, this off-line approach only works for short term anomalies and not 

able to handle the permanent changes in data stream.  

 

To actually detecting the anomalies and change-point and initializing the anomaly detecting 

parameters, model must be train for burn-in period using the LSTM. Whereas it must be made 

sure that during the burn-in period the model must learn with only the normal data for that 

reason label are used. So, we can say that anomaly detection model does not assume any labels 

in the data stream learning except during evaluation and burn-in learning period of LSTM. 

After burn-in period of training with only normal data model starts actual anomaly detection. 

We assume that our algorithms get the correct answer either normal or anomalous but only 

after model make the prediction. It is online because we see what actually happened and we 

see what we predicted would happen, and if they are sufficiently different, we call it an 

anomaly. We don't know what should have happened. So, it is online. The proposed anomaly 

detection and change-point detection technique is striving for fully on-line performance; 

therefore, our novel proposed online model is not relying on any user define parameters but 

automatically defined and updated by model itself. 

 

This chapter presented the proposed novel approach, which consists of two fundamental 

phases: LSTM learning phase that train in online way to generate prediction error and anomaly 

detection phase that use statistics of error to detect different anomalies either short-term or 

long-term (section 3.2). We validate the effectiveness of the proposed online novel approach 

via experiments on publicly available three real-world and four synthetic benchmark datasets 

[6, 27] and compare the results in term of Area Under Curve (AUC) with state of-the-art 

algorithm available in literature [5] and are demonstrated in chapter 4 and 5. 
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3.2 The Proposed Novel Online Approach for Anomaly 

Detection and Change-point Detection in Time Series   

 

We assume that the LSTM model for the time series is that model which is able to predict the 

next few steps i.e., 1 or 5 or 10 timesteps into the future based on history. Specifically, if a time 

series forecasting model is able to predict the values at next few steps in future well, it has 

effectively learned to capture the significant temporal characteristics in the time series.  

 

Presuming for stationary time series, once trained offline or in batch, such a model is likely to 

outperform [8, 26] and predict the time series delineating normal behaviour but perform 

inadequately on the time series prediction task corresponding to anomalous behaviour. This 

idea has been effectively applied to several domains where a temporal model for normal 

behaviour is learned based on LSTM, as LSTM performs well on temporal data due to its 

parameter efficiency and capability to extract long-term trends in the encountered univariate 

time series [19]. 

 

In the online way, such a model of normal behaviour needs to be updated in an incremental 

manner as the true value becomes available, the error is backpropagated through the network 

to improve the prediction.  At same time, we use the most recent prediction error(s) to serve 

following primary purposes in an online manner: 

 

i) The prediction error vector is modelled to compute the statistics of error (i.e., mean 𝜇 , 

and covariance 𝑉). 

ii) The multi-dimensional prediction error(s) are modelled to fit a multivariate Gaussian 

distribution  𝒩 = 𝒩(𝜇 𝑉).  which is then used to estimate the likelihood of anomalous 

behaviour at a time instant. 

iii) Multi-dimensional normal model of the prediction error is updated.  

 

The dimensions of error model are determined by the prediction horizon i.e. 1-d in case of one 

step ahead prediction, 5-d or 10-d in case of 5 or 10 step ahead predictions of time series. When 

the size of the prediction error is large, the probability of the observed error will be very small, 
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indicating an anomaly. Significant properties of a good online anomaly detection model based 

on prediction errors are following: 

 

• If there is a small chunk of anomalous values for example point anomalies, the model should 

not be updated. Rather the updation step for model’s parameters should be restrained. 

• If there is a change in streaming values being observed over a significant period of time, the 

model should be able to quickly adapt to the latest norm by updating the parameters. 

 

 

 

Overall, the proposed online anomaly and change-point detection model consists of two 

modules. The first module, Time Series Predictor that predicts time stamps for a given 

 
 

Figure 3.1:  Steps of Online Anomaly Detection and Change-Point Detection for Proposed 

Univariate Time Series (OLACD) 
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prediction horizon and the second module, Anomaly Detector is responsible for tagging the 

given time series data points as anomalous or normal.  

 

We next describe our approach and show how multi-step predictions are obtained using LSTMs 

and then used for anomaly detection and as well as incremental model updation. Overall steps 

of the proposed model are illustrated in algorithm 3.1. The input and output of the model are 

portrayed in figure 3.1. 

 

 

3.2.1. Time Series Predictor  

 

The predictor module of proposed online anomaly and change-point detection model is based 

on LSTMs. LSTM has been employed in a wide range of streaming applications in a range of 

different capacities due to its parameter efficiency and primarily because of its capability to 

automatically discover complex features without having any explicit domain knowledge. This 

automatic feature learning capability makes the LSTMs a good candidate for online time series 

anomaly detection. Therefore, proposed model employs LSTMs as multi-step ahead predictor 

for time series. Like other artificial neural networks, a LSTMs uses training data to adapt and 

learn its parameters (weights and biases) to perform the anticipated desired task. In proposed 

online model, the parameters of the network are learned using BPTT and optimized using 

Adam. The idea of learning or training of a recurrent neural network is to reduce the error.   

 

In this forecasting module, the cost function computes the difference between the network's 

predictions and the desired prediction. In the learning process, that difference is minimized 

during training by adapting the weights and biases of the network. In order to leverage LSTM 

for forecasting, time series data need to be changed in a compatible format to operate on it.  

Input time series data are transformed into several sequences of overlapping windows of size 

𝑤. This window size defines the number of time steps in history, which are taken into account 

and referred as a history window. The number of time steps required to be predicted is referred 

to as prediction window or prediction horizon of size 𝑙. In some studies, prediction window is 

also known as Forecasting Horizon [122].  
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Consider a univariate time series 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑡} , where each point 𝑥𝑖 ∈ 𝑅 in time series 

represents the data recording at single time instance.  At time 𝑡, we use a history window of 

length 𝑤 as raw input time series 𝑖𝑡: 
 

       𝑖𝑡 = 𝑥𝑡−𝑤−𝑙+1   …    𝑥𝑡−𝑙               (3.1)      

 

The LSTM model obtained at time 𝑡 − 1 with weight parameters 𝑊𝑡−1 is used to obtain the 𝑙 

steps ahead forecast 𝑥̂𝑡−𝑙+1 … 𝑥̂𝑡 corresponding to last 𝑙 raw observed values 𝑜𝑡  :  

𝑜𝑡  =  𝑥𝑡−𝑙+1   …    𝑥𝑡                    (3.2)

     

The raw input 𝑖𝑡  and raw target output 𝑜𝑡   are appropriately scaled in online manner (every 

data point of input stream is scaled immediately in incremental manner but only when it appears 

to the model) if needed before feeding it to the latest LSTMs network represented with weight 

parameters 𝑊𝑡−1. The prediction error in forecasting output 𝑜𝑡 by processing input  𝑖𝑡 using the 

LSTM weights 𝑊𝑡−1  are used to compute the anomaly detection parameter 𝜇𝑡−1 , 𝑉𝑡−1 , 𝜏𝑡−1 

and update the LSTM to 𝑊𝑡 and anomaly detector parameters to 𝜇𝑡 , 𝑉𝑡 , 𝜏𝑡. We next describe 

these steps in detail:   

 

A) Online Input Scaling: 

 

Deep learning recurrent neural network models learn a mapping from input and to an output 

variable. As a result, the scale and distribution of the domain data may change for each variable. 

Input variables may have distinct units (for example, feet, kilometres, and hours), implying that 

the variables have different scales. 

 

Differences in scaling among input variables may exacerbate the difficulty of the simulated 

problem. Substantial input values (for example, a spread of hundreds or thousands of units) can 

result in a model that learns large weight values. A model with large weight values is frequently 

unstable, which means it may perform poorly during learning and be sensitive to input values, 
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resulting in larger generalisation error. When employing recurrent neural network models, 

scaling input variables is crucial. 

 

The input scaling is an important for numerical stability of training the LSTM that standardize 

the range of data else the time series can take unbounded values. We transform the 

values of numeric variables of time series so that the transformed data points have specific 

supportive properties. We are only transforming the range of time series data but not changing 

the shape of the distribution of data. The scaling of time series is done in an online way; each 

data point of time series is scaled only when it is required and available for training and 

anomaly detection. Let suppose 𝑥 is real time series and 𝑦 is normalized time series, then linear 

scaling/normalization of each data point of time series is done in online way using equation 3.3 

in such a way that 𝑥𝑀𝑎𝑥 scales to 𝑦𝑀𝑎𝑥 and 𝑥𝑀𝑖𝑛 scales to 𝑦𝑀𝑖𝑛. 

𝑦 = 𝑚𝑥 + 𝑏      (3.3)  

where   

𝑚 = (𝑦𝑀𝑎𝑥 − 𝑦𝑀𝑖𝑛)/(𝑥𝑀𝑎𝑥 − 𝑥𝑀𝑖𝑛) 

𝑏 =
𝑦𝑀𝑎𝑥 + 𝑦𝑀𝑖𝑛

2 𝑚 𝑥𝑀𝑎𝑥 + 𝑥𝑀𝑖𝑛
 =  [

𝑦𝑀𝑎𝑥 + 𝑦𝑀𝑖𝑛

2(𝑥𝑀𝑎𝑥 + 𝑥𝑀𝑖𝑛)
] [

𝑥𝑀𝑎𝑥 − 𝑥𝑀𝑖𝑛

𝑦𝑀𝑎𝑥 − 𝑦𝑀𝑖𝑛
] 

 

Such that 𝑥𝑀𝑎𝑥 & 𝑥𝑀𝑖𝑛 are maximum and minimum points estimated from original time 

series; the range possibly consist of only normal data points, while 𝑦𝑀𝑎𝑥 & 𝑦𝑀𝑖𝑛 are desired 

maximum and minimum range of time series. Each point in the raw input 𝑖𝑡 as well as the raw 

output 𝑜𝑡 is transformed using scaling parameter m and b.  

 

B) Multi-Step Ahead Prediction for Time Series: 

 

For univariate time series forecasting there is one linear unit in the input layer and 𝑙 linear units 

in the output layer such that there is one unit for each of the 𝑙 future predictions horizon. The 

recurrent units in a hidden layer are fully connected through recurrent connections above it 

through feedforward connections. A sample RNN-LSTM architecture is presented in figure 

3.2. The LSTM based RNN can be considered to be a function with weight parameters 𝑊𝑡−1 
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that takes scaled input 𝑖𝑡 and provides estimates for output 𝑜𝑡 after going through the set of 

computations in Equation 2.1 with a linear output layer at the top, so as to provide estimates 

𝑜̂𝑡 corresponding to observed values 𝑜𝑡:  

 

𝑜̂𝑡 = 𝑓𝐿𝑆𝑇𝑀 (𝑖𝑡,𝑊𝑡−1)      (3.4)  

 

 

 

C) Prediction Error Estimation 

 

Given an estimated value 𝑥̂𝑡
𝑘 for 𝑥𝑡

𝑘 using equation 3.5, the prediction error vector estimate 𝑒𝑡
𝑘 

for point 𝑥𝑡 is 𝑒𝑡 =  [𝑒𝑡
1 , 𝑒𝑡

2 , . . . ,  𝑒𝑡
𝑙], where 𝑒𝑡

𝑘 is the error difference between 𝑥𝑡 and its 

predicted value 𝑥̂𝑡 at time 𝑡 for each 𝑙 prediction where 𝑘 = 1,2, . . 𝑙. Error for every 𝑙 prediction 

is given by equation 3.5:  

𝑒𝑡
𝑘 =

|𝑥𝑡
𝑘− 𝑥̂𝑡

𝑘  |

𝑥𝑡
𝑘    𝑓𝑜𝑟 𝑘 = 𝑡 − 𝑙 + 1…  𝑡       (3.5)  

The dimensions of error vector  𝑒𝑡 are determined by the prediction horizon  𝑙, i.e., 1-d in case 

of  𝑙 = 1 which is one step ahead prediction, 5-d or 10-d in case of 𝑙 = 5 ,10 which is 5 or 10 

step ahead predictions of time series. 

 
 

Figure 3.2:  A LSTM delineating 𝑙-step ahead predictions with one hidden layer with 𝑐 

LSTM cells and a linear output layer with 𝑙 neurons representing with 𝐿 
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The prediction error 𝑒𝑡  in forecasting output 𝑜𝑡 by processing input  𝑖𝑡 using the LSTM 𝑊𝑡−1 

is used to compute the anomaly detection parameter 𝜇𝑡−1 , 𝑉𝑡−1 , 𝜏𝑡−1 (mean, covariance and 

threshold). The  𝑝𝑡 is the probability of an error vector 𝑒𝑡 after applying Multivariate Gaussian 

Distribution 𝒩 = 𝒩(𝜇 𝑉). When the size of the prediction error 𝑒𝑡  is large, the probability 

  𝑝𝑡  of the observed error 𝑒𝑡  at time 𝑡 will be very small, indicating an anomaly. If the system 

indicate an anomaly then the parameter 𝑊𝑡−1, 𝜇𝑡−1 , 𝑉𝑡−1 , 𝜏𝑡−1  would be restrained while if 

the system tag 𝑥𝑡  as normal at 𝑡 time stamp than the LSTM parameter 𝑊𝑡−1update to 𝑊𝑡 and 

anomaly detector parameters update to 𝜇𝑡 , 𝑉𝑡 , 𝜏𝑡. We next describe the steps followed by 

anomaly detector after estimation of error vector in detail. 

 

3.2.2 Anomaly Detector  

 

Once the prediction 𝑥̂𝑡 at time stamp 𝑡 is made by the Time Series Predictor and error vector 

𝑒𝑡 is estimated that is passed to this module than this module detects anomalies in a given time 

series data points in an incremental manner by following some define steps. First, anomaly 

detector parameters i.e.,  𝜇𝑡(𝑚𝑒𝑎𝑛), 𝑉𝑡(𝑐𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 ) , 𝜏𝑡(𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) are computed using 𝑒𝑡. 

The likelihood  𝑝𝑡 of an error vector 𝑒𝑡 is given by applying Multivariate Gaussian Distribution 

𝒩 = 𝒩(𝜇 𝑉). The probability   𝑝𝑡  of the observed error 𝑒𝑡  at time 𝑡 will be very small, 

indicating an anomaly, when the size of the prediction error 𝑒𝑡  is large. The threshold 𝜏 ,which 

is fundamental requirement in most of the anomaly detection algorithm, unlike other online 

anomaly detector method [15, 26], the threshold 𝜏 , is not predefined but only initialized 

automatically by model at once and then updated at every time stamp of time series in an online 

way along with other statistics, mean 𝜇 and covariance 𝑉. Overall steps followed by anomaly 

detector are described in detail: 

 

A)  Online Learning of Anomaly Detection Parameter 

 

The prediction error vector 𝑒𝑡 estimated from LSTM based time series predictor is modelled to 

compute the statistics of error (i.e., mean 𝜇 , covariance 𝑉& threshold 𝜏), these statistics are 

served as parameters for proposed anomaly detection model. The dimensions of error vector  
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𝑒𝑡 are determined by the prediction horizon 𝑙. For example, if prediction horizon 𝑙 = 1 which 

is one step ahead prediction, then dimension of 𝑒𝑡 is 1 i.e., 1-d. Whereas if prediction horizon 

𝑙 = 5 which is 5 steps ahead prediction of time series in future than dimension of 𝑒𝑡 is 5 that is 

5-d and so on.  We learned the anomaly detection parameter for one dimension with some 

specified formulas given in equation 3.6-3.8 that utilize  1 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙  𝑒𝑡. But AD-

parameters for multiple dimensions are computed separately with equations 3.9-3.15 that 

utilize 𝑙 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙  𝑒𝑡, where 𝑙 is prediction horizon. The idea of updating the statistics 

of error for 𝑙 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙 error vector is come from J.L. Shapiro in 2019 [30].  

 

Online Learning of Anomaly Detection Parameters for one step prediction: 

 

Let 𝑒1 , … , 𝑒𝑡 , …  be a set of real-valued error calculated from LSTM training, with a 

corresponding time series of size 𝑡, the online mean 𝜇 and variance 𝜎2 are be calculated as 

following: 

 

𝜇1 = 𝑒1; 

𝜎1 
2 = 0; 

𝜇𝑡+1 =
𝑡

𝑡+1
𝜇𝑡  + 

1

𝑡+1
𝑥𝑡+1    (3.6)  

𝜎𝑡+1 
2 =

𝑡

𝑡+1
𝜎𝑡

2  + 
(𝑥𝑡+1− 𝜇𝑡+1 )

2

𝑡+1
 − (𝜇𝑡 − 𝜇𝑡+1)

2   (3.7)  

𝜏𝑡+1 =
2 𝜋1/2

 Γ(1/2)
∗  [ 𝜒1

2(𝛼)]1/2 ∗  |𝜎𝑡 
2|1/2    (3.8)  

 

Where Γ(. ) is the gamma function,  𝜒1
2(𝛼) is chi-square probability with 1 degrees of freedom 

which is equal to number of predictions horizon 𝑙 = 1 while |𝜎2| is determinant of variance. 

The value 𝛼 (alpha) is the significance level for chi-square test of independence, which is the 

probability of rejecting the null hypothesis when it is true. For example, a significance level of 

0.01 indicates a 1% chance of concluding that 𝑥𝑡 is anomalous at time 𝑡 and 99% chance of 𝑥𝑡 

being concluded as normal data point.  The value of 𝛼  is automatically selected by model 

before starting to detect the anomalies in real streaming and it will than remain fixed for rest 

of time series enacted for anomaly detection.  
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On-line learning of AD Parameters for multi-step prediction: 

 

Let 𝑒1 , … , 𝑒𝑘 , …  be an unending sequence of l-dimensional real-valued error vectors calculated 

from LSTM training. Each of the l components of the vectors will be denoted with superscript. 

So,  𝑒𝑘 
𝑖 is the 𝑖𝑡ℎ component of the vector X𝑘 .The online mean 𝜇 is calculated with following: 

𝜇𝑡+1 = 
𝑡

𝑡+1
𝜇𝑡 + 

𝐞t+1 

𝑡+1
     (3.9)  

 

And for all 𝑖 components,   

𝜇𝑡+1 
𝑖 = 

𝑡

𝑡+1
𝜇𝑡
𝑖 + 

𝑒𝑡+1
𝑖

𝑡+1
     (3.10)  

Covariance 𝐕 is calculated as following: 

 

𝐕𝑡 = 
1

𝑡
∑ (𝐞𝑘 − 𝜇𝑡)(𝐞𝑘 − 𝜇𝑡)

T𝑡
𝑘=1 ;  𝑙 ∗ 𝑙 matrix,with componets   (3.11)  

V𝑡 
𝑖𝑗

= 
1

𝑡
∑ (𝑒𝑘

𝑖 − 𝜇𝑡
𝑖)(𝑒𝑘

𝑗
− 𝜇𝑡

𝑗
)𝑡

𝑘=1     (3.12)  

𝐕𝑡+1 = 
𝑡

𝑡+1
𝐕𝑡 + 

(𝐞𝑡+1− 𝜇𝑡)(𝐞𝑡+1− 𝜇𝑡)
T

𝑡+1
  − (𝜇𝑡 − 𝜇𝑡+1)(𝜇𝑡 − 𝜇𝑡+1)

T   (3.13)  

(𝐞𝑘 − 𝜇𝑡)
T  is transpose of (𝑒𝑘 − 𝜇𝑡) , (𝐞𝑡+1 − 𝜇𝑡)

T is transpose of  (𝐞𝑡+1 − 𝜇𝑡) while 

(𝜇𝑡 − 𝜇𝑡+1)
T is transpose of  (𝜇𝑡 − 𝜇𝑡+1)  

 

For all 𝑖and𝑗  components, 

V𝑡+1 
𝑖𝑗

= 
𝑡

𝑡+1
V𝑡 

𝑖𝑗
+ 

(𝑒𝑡+1
𝑖 − 𝜇𝑡

𝑖)(𝑒𝑡+1
𝑗

− 𝜇𝑡
𝑗
)

𝑡+1
− (𝜇𝑡

𝑖 − 𝜇𝑡+1
𝑖 )(𝜇𝑡

𝑗
− 𝜇𝑡+1

𝑗
)  (3.14)  

 

Threshold 𝜏 is updated using following: 

𝜏𝑡+1 =
2 𝜋𝑙/2

𝑙 Γ(𝑙/2)
∗  [ 𝜒𝑙

2(𝛼)]𝑙/2 ∗  |𝑉𝑡|
1/2   (3.15)  
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Where 𝑙 is number of predictions, Γ(. ) is the gamma function,  𝜒𝑙
2(𝛼) is chi-square probability 

with 𝑙 degrees of freedom which is equal to number of predictions and |𝑉| is determinant of 

covariance matrix. The 𝛼 (alpha) is the significance level for chi-square test of independence 

which is selected automatically by model after sufficient training of time series for some time 

steps before initiating the anomaly detector module and remain same for rest of stream that 

encountered for anomaly detection.   

 

B) Initialization of Anomaly Detection Parameters 

 

The assumptions we are using is that the first few hundred data points are supposed to be as 

normal data points and that does not contain any anomalies and we carefully ensure that for 

testing purpose by manually looking at the time series data set. We first learn the LSTM 

prediction model for few hundred incoming normal data point from time series and compute 

the prediction error for each trained data point in an incremental fashion. After training of 

LSTM for few hundred normal time series data points we initiate our anomaly detector model 

by initializing the anomaly detector parameters.  

  

Initialization of Mean: 

 

After training of LSTM for few hundred normal time series data we get an error vector for 

trained data points. Let e1 , … , ek be a sequence of l-dimensional real-valued error vectors 

calculated from LSTM training. We initiate the Mean 𝜇1 by assigning the last error vector as 

first vector of Mean as in equation 3.16: 

 

𝜇1 = 𝑒k ;      (3.16)  

Initialization of Covariance: 

 

Let 𝑒1 , … , ej, … , ek be a sequence of l-dimensional real-valued error vectors calculated from 

LSTM training for few hundred normal time series data points. d-dimension correspond to the 

number of predictions and each of the l-components of the vectors will be denoted with 

superscript. So,  𝑥𝑘 
𝑖   is the 𝑖𝑡ℎ component of the vector X𝑘 where 𝑖 = 1… 𝑙.  So, for initialising 

the Covariance Matrix, we first calculate the standard deviation for each l-dimensional real-
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valued error vectors by skipping the few very initial error vector values using equation 3.17; 

as in the beginning the error would be high and reduced/converged with the proceeding of 

LSTM model learning. 

 

𝑆𝑡𝑑𝑖 =  𝑆𝑡𝑑. 𝐷𝑒𝑣𝑖( 𝑒𝑗
𝑖,… , 𝑒𝑘

𝑖 ) ;     (3.17)  

 

The equation gives us vector of standard deviation containing l components; such that one 

standard deviation is calculated for each l-dimension.  

 

Here if we have 𝑙 number of predictions we need to initialize the Covariance Matrix of size 

𝑙 ∗ 𝑙 . So, we initialize the zero valued  𝑙 ∗ 𝑙   Covariance Matrix 𝑽1 and assign each value from 

standard deviation vector  𝑆𝑡𝑑 to the diagonal that corresponding to 𝑙.  

𝐕1 = [

    𝑆𝑡𝑑1 0
 0 𝑆𝑡𝑑2

0    0
0     0

0      0
0       0

   ⋱ 0
0  𝑆𝑡𝑑𝑙

]  ;  𝑙 ∗ 𝑙 matrix     

 

Initialization of Threshold: 

 

Considering the equation 3.15, 𝜋 is constant, Γ is gamma function, 𝑙 is number of predictions,  

𝑽1 is first initialized 𝑙 ∗ 𝑙   covariance matrix,  𝜒𝑙
2 is Chai square statistics with 𝑙 degree of 

freedom. So, there is only value of 𝛼 which need to be initialized for the initialization of 

threshold value. For this purpose we first find the standard deviations for each l-dimensional 

real-valued error vectors given as 𝑆𝑡𝑑 = [𝑆𝑡𝑑1 , . . ., 𝑆𝑡𝑑𝑙] by skipping the few very initial error 

vector values as per equation 3.17, and taken the mean of that standard deviations, i.e. 

𝑚𝑒𝑎𝑛(𝑆𝑡𝑑) which gives only one value of standard deviation. The reason for skipping the few 

very initial error vectors is that, at start of LSTM training and for very few trainings of time 

series data points the value of error would be high as and we need to wait for sufficient training 

to be procced until the error vectors would be stabilised around its convergence to nearly zero. 

Afterward, 𝛼 (alpha) is decided as per equation 3.18 and threshold 𝜏 is initialized using 

equation 3.19 we initialize the threshold, the formula for initialisation and updation of 𝜏 is 

depicted and derived from [123]. 
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𝛼 = [𝑚𝑒𝑎𝑛(𝑆𝑡𝑑 )]𝑙         (3.18)  

𝜏1 =
2 𝜋𝑙/2

𝑙 Γ(𝑙/2)
∗  [ 𝜒𝑙

2(𝛼)]𝑙/2 ∗  |𝑉1|
1/2    (3.19)  

 

C) Anomaly Detection Using Prediction Error Distribution  

 

 

The assumptions we are using is that we first learn the prediction model for each incoming data 

point from time series using LSTMs in an online way, and then estimate the error vector that 

pass on to anomaly detector module to compute the prediction error distribution for that trained 

data point. For the incremental prediction error distribution for every data point of time series 

at each time stamp, the online estimation of mean, covariance and threshold should be done 

using their respective recursive set of equations 3.6-3.15, which is then used to detect the 

anomaly. We are assuming that the initial standard deviation is selected from the normal error 

signal and that is the maximum value of normal range of error signal that achieve after some 

sufficient LSTM model learning i.e., time series prediction model learns in continuous regime 

for few streaming data points until the error value become stable. 

 

Let suppose 𝑙 predictions are predicted for the input 𝑥𝑡, the error vector 𝑒𝑡 for data point 𝑥𝑡 is 

𝑒𝑡
𝑙 = [𝑒𝑡

1 , … , 𝑒𝑡
𝑙]. The Multivariate Gaussian Distribution  𝑀𝑉𝒩(𝜇 𝑉)  is fitted to the error 

vector, where 𝜇  is mean and 𝑉 is covariance matrix.  

 

𝑝𝑡 =
1 

√|𝑉 |(2𝜋)𝑑
𝑒𝑥𝑝−

1

2
 (𝑒𝑡−𝜇)′𝑽−𝟏 (𝑒𝑡−𝜇)

   (3.20)  

 

The  𝑝𝑡 is the probability of an error vector after applying Multivariate Gaussian Distribution 

using equation 3.20. An observation 𝑥𝑡 is classified as ‘anomalous’ if  𝑝𝑡 < 𝜏𝑡  at time stamp 

𝑡, else the observation is classified as ‘normal’, where anomalous points belong to positive 

class and normal points belong to negative class).  
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D) Updating the Model Parameters Updation  

 

Once the observation 𝑥𝑡 is decided and tagged as anomalous, none of parameter including 

LSTM and anomaly detector are updated but restrained such that: 𝑊𝑡 = 𝑊𝑡−1, 𝜇𝑡 = 𝜇𝑡−1, 

𝑉𝑡 = 𝑉𝑡−1 , 𝜏𝑡 = 𝜏𝑡−1. Whereas if observation 𝑥𝑡 at time 𝑡 is decided and tagged as normal 

than then LSTM parameters (weights 𝑊) are updated using BPTT and anomaly detection 

parameters (mean 𝜇 , covariance 𝑉& threshold 𝜏) are updated by values of parameter computed 

using 3.6-3.15. The updation of model’s parameters is entirely depends on normal tagging of 

observation 𝑥𝑡, and the reason for not updating the model’s parameter is that we are not 

intended to learn the anomaly by LSTM model but only wants to detect the anomaly and adapt 

the changes either transitory or permanent in data distribution.  

 

It is to be noted that the 𝑀𝑉𝒩-probability estimation of error controls the update of model 

parameters as when the size of the prediction error is large, the probability of the observed error 

will be very small, indicating an anomaly. Since the probability and threshold are computed 

for prediction horizon of 𝑙 steps, a point anomaly or a very short-term anomaly will lead to very 

small probability estimated for observing large error only for a very short period of time. This 

ensures that no significant updates to the model parameters are made if probability is small that 

indicating an anomaly. On the other hand, a small probability estimation over a period of time 

due to change points leads to small probability estimation for a significantly large period of 

time leading to continuous changes and performing no updation. In this case we introduce a 

change detection counter, if the model continuously estimates small probabilities, then the 

counter value decides and consider it as change point and start updating till the model 

parameters are adapted to predict the new normal behaviour well and the estimated 

probabilities increases accordingly. It is important that the change detection counter must be 

at least greater than twice of prediction horizon 𝑙 ; such that 𝑐ℎ𝑎𝑛𝑔𝑒 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑢𝑛𝑡𝑒𝑟 >

2 ∗ 𝑙 . All the above-described steps for online anomaly change detection model are 

summarised and demonstrates in algorithm 3.1.  
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Algorithm 3.1: Online Anomaly Detection and Change-point Detection  

Input: Single/Multi-step Predictions of LSTM for data instances from Time Series 

Output: Data instance classify as normal or anomalous 

Begin 

Step 1:  Set burn-in period and architecture of LSTM network such as input, hidden and output 

units. Where l is equal to number of output units.  

Step 2:  Perform algorithms 2.2 for LSTM from Step 1-9  

Step 2:  l-dimensional Predictions of LSTM given to the AD model after burn-in period 

Step 3: l-dimensional prediction error estimation after LSTM burn-in period using equation 3.5 for 

observation 𝑥𝑡   

Step 4: Initialise AD parameters and 𝛼 (alpha):  𝜇1, 𝑉1, 𝜏1 after LSTM burn-in period using 

equations 3.16, 3.17, 3.18 and 3.19 

Step 5: Learning of AD parameters at time step 𝑡 

             For one-step prediction learn 𝜇𝑡, 𝜎𝑡 
2, 𝜏𝑡   using equations 3.6, 3.7 and 3.8  

             For multi-step prediction learn 𝜇𝑡, 𝑉𝑡, 𝜏𝑡  using equations 3.9-3.15 

Step 6: Multivariate gaussian distribution 𝑀𝑉𝒩(𝜇 𝑉) is fitted to the l-dimensional prediction        

error vector, where 𝑝𝑡 is the probability of error vector  

Step 7: if   

             the observation 𝑥𝑡  is classified as anomalous if  𝑝𝑡 < 𝜏𝑡  at time step t 

             else 

              the observation 𝑥𝑡 is classified as normal 

Step 8: if  

             𝑥𝑡 is classified as anomalous. 

              No updates of all parameters at time 𝑡 such that 

              𝑊𝑡 = 𝑊𝑡−1 .     𝜇𝑡 =  𝜇𝑡−1,   𝑉𝑡 = 𝑉𝑡−1, 𝜏𝑡 = 𝜏𝑡−1 

              else 

              update AD parameter learned at current time step 𝑡 such that 
                        

              update all LSTM parameters using equations 2.16-2.48 

End 
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3.3 Performance Evaluation Metrices for OLACD 

 

The anomaly detection can be considered as a special case of binary classification problem on 

data with extremely unbalanced classes [16]. Therefore, the well-known metrics based on the 

confusion matrices are usable also in the context of anomaly detection and change-point 

detection. 

 

Before discussing the specific performance metrics, the definition of the confusion matrix that 

is used in this thesis is presented. The confusion matrix is 2 × 2 matrix in the following form: 

 

[
𝑇𝑃 𝐹𝑃
𝐹𝑁 𝑇𝑁

] 

 

where TP (True Positives) is number of anomalous data points correctly labelled by the 

detector, FP (False Positives) is the number of normal data points incorrectly labelled as 

anomalous, FN (False Negatives) is the number of anomalous data points incorrectly labelled 

as normal and TN (True Negatives) is the number of normal data points correctly labelled as 

normal. 

 

Some of the useful performance metrics that we can employ to evaluate anomaly and change 

detection algorithms are summarized below. While these are described in the context of binary 

classification, they can each be extended to classification of a greater number of classes by 

providing the measures for each class independently or in combination [9, 10, 124].  

 

Accuracy: It calculated as the ratio of correctly classified data points to total data points. This 

measure provides a high-level idea about the algorithm’s performance [9, 10, 124].  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

Given the huge, expected imbalance between classes (anomalous and normal data points), 

some popular classification metrics such as Accuracy is irrelevant for anomaly detection. The 
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companion to accuracy is Error Rate, which is computed as 1 - Accuracy. Accuracy and Error 

Rate do not provide insights on the source of the error or the distribution of error among the 

different classes. Even the trivial anomaly detector (null detector) where every data point 

labelled as normal (TP = 0) would have very high accuracy  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑛𝑢𝑙𝑙 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑁
 

 

Because the number of anomalous instances is expected to be considerably lower than number 

of normal instances and therefore 𝑇𝑁 + 𝐹𝑁  ≅  𝑇𝑁  ⇒ 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑛𝑢𝑙𝑙 ≅ 1. On the other side, 

the true positive rate (or recall or sensitivity) and false positive rate are very suitable metrics 

because they describe properties that are certainly expected from a good anomaly detection 

system: 

 

The Accuracy is considered as ineffective for evaluating performance in a class-imbalanced 

dataset, which is typical for anomalies and change point detection, because they consider 

different types of classification errors as equally important. Sensitivity and G-mean are useful 

metrics to utilize in this case. 

 

Sensitivity: Which also referred to as Recall or the true positive rate (TPR). This refers to the 

portion of an anomalous class of interest (Anomalies and Change Points) that was recognized 

correctly. 

  

𝑆𝑒𝑛𝑠𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

Specificity: Which also referred to as the true negative rate (TNR). This refers to the portion 

of a normal class of interest that was recognized correctly.  

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁𝑅 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
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G-mean:  Anomaly and change point detection typically results in a learning problem with an 

imbalanced class distribution because the ratio of changes to total data is small. As a result, G-

mean is commonly used as an indicator of model performance. This utilizes both Sensitivity 

and Specificity measures to assess the performance of the algorithm both in terms of the ratio 

of positive accuracy (Sensitivity) and the ratio of negative accuracy (Specificity) [9, 10, 124]. 

 

𝐺 − 𝑚𝑒𝑎𝑛 = √𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 × 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦  

 

Precision: This is calculated as the ratio of true positive data points (anomalies and change 

points) to total points classified as anomalous[9, 10, 124].  

𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

F-score: This measure provides a way to combine Precision and Recall as a measure of the 

overall effectiveness of a anomaly detection and change-point detection algorithm. F-measure 

is calculated as a ratio of the weighted importance of Precision and Recall[9, 10, 124].  

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =  2 × 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

Receiver Operating Characteristics Curve (ROC):  ROC-based assessment facilitates 

explicit analysis of the trade-off between true positive and false positive rates. This is done by 

plotting a two-dimensional graph with the false positive rate on the x axis and the true positive 

rates on the y axis. An anomaly detection and change-point detection algorithm produce a 

(TPR, FPR) pair that corresponds to a single point in the ROC space. One algorithm can 

generally be considered as superior to another if its point is closer to the (0,1) coordinate (the 

upper left corner) than the other. To assess the overall performance of an algorithm, we can 

look at the Area Under the ROC curve, or AUC [5, 9, 10, 20, 124].  

 

Area Under Curve (AUC): Most anomaly detectors require definition of some threshold value 

[16] (here 𝛼 (alpha) value for significance level for chi-square test is considered to calculate 

the threshold) that significantly influences the resulting true positive rate and false positive 
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rate. However, the impact on the TPR and FPR is exactly the opposite. Two edge cases are 

recognized: 𝛼 value that causes all data points to be labelled as anomalous (TPR =

1, high FPR) and the opposite value that causes all data points to be labelled as normal (TPR =

0, FPR = 0) ; given that the used dataset contains at least one normal and one anomalous data 

point. Important information about the properties of an anomaly detection system can be gained 

by observing the changes in its behaviour (relation between TPR and FPR) while modifying 

the 𝛼 value by binary search. This observation can be formalized by plotting the receiver 

operating curve (ROC) and calculating the area under curve (AUC). The ROC can be obtained 

by simply plotting the 2-D points with coordinates given by 𝑥 → 𝐹𝑃𝑅, 𝑦 → 𝑇𝑃𝑅 for various 𝛼 

values and applying the trapezoidal rule. This definition implies that anomaly and change 

detectors with higher AUC are better (intuitively, higher TPR is gained with lower increase in 

FPR) [5, 9, 10, 20, 123.  

 

3.4 Chapter Summary    

 

We have introduced the online anomaly detection and change-point detection for univariate 

time series in section 3.1.  We proposed a novel online anomaly detection method using LSTM. 

Our novel approach is divided into two modules: First, time series prediction using LSTM and 

second, anomaly detector.  Both modules of proposed approach are discussed in detail in 

section 3.3. Every anomaly detection system needs some evaluation metrices to check the 

validity and efficiency of respective model, we are used TPR, FPR and AUC that discussed in 

section 3.3. In next chapters we demonstrate the experimental results based on proposed 

technique and will compare the results in term of AUC with one of existing online anomaly 

detection model. To ensure the validity and efficiency of our proposed novel method we use 

same the time series data set utilized by existing online method in literature with that we are 

comparing our experimental results.      
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Chapter 4 

Online Point Anomaly Detection for Univariate 

Time Series  

 

The approach for anomaly and change-point detection which was developed in Chapter 3 is 

presented for verified on Transitory Anomalies in the presented chapter. The section 4.1 gives 

introduction to the chapter. Data sets description will be given in section 4.2, followed by the 

experimental setup in 4.3. Experimental results for Online Anomaly and Change-Point 

Detection (OLACD) model are demonstrated in section 4.4 that followed by the discussion and 

conclusion in 4.5.    

 

4.1 Introduction  

 

This chapter presented the experimental design and implementation of proposed online novel 

anomaly detection and change-point detection technique that utilised to experimentally validate 

the model for univariate time series and targeted the transitory/short-term anomalies. The main 

objective of the presented section of research report is to investigate and hence understand and 

start to build a comprehensive knowledge for experimental design and implementation for 

proposed novel online anomaly detection model specifically for short-term anomaly detection. 

As described in chapter 3 the novel online anomaly and change-point detection model first 

learn the prediction model for each incoming data point from time series  {𝑥1, 𝑥2, … , 𝑥𝑡},  using 

LSTMs in an online way and compute the error vectors. Second, the anomaly detector that 

estimate of the error vectors is pass on to this to compute the prediction error distribution for 

each trained data point. For the incremental prediction error distribution for every data point of 

time series at each time stamp 𝑡, the online estimation of mean (𝜇𝑡), covariance (𝑉𝑡)  and 

threshold (𝜏𝑡) should be done using their respective recursive set of equations 3.6-3.15, which 

is then used to detect the anomaly. The error vector 𝑒𝑡 are modelled to fit a Multivariate 
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Gaussian distribution 𝑀𝑉𝒩(𝜇𝑡 𝑉𝑡) to handle the error vector of size 𝑙 (the prediction horizon) 

generated by the LSTM learning model trained for multi-step predictions. The likelihood 𝑝𝑡 of 

observing an error vector 𝑒𝑡 is given by the value of 𝑀𝑉𝒩 at 𝑒𝑡. The dimension of error vector 

is determined by the prediction horizon. An observation 𝑥𝑡  is classified as ‘anomalous’ if 𝑝𝑡 <

𝜏𝑡  at time stamp 𝑡, else the observation is classified as ‘normal’, where anomalous points 

belong to positive class and normal points belong to negative class. Unlike other online 

anomaly detection method [15] our proposed model is not relying on user pre-defined 

parameter such as threshold 𝜏, rather it adapts the threshold and updated with each time step in 

an incremental manner.  

 

The series of experiments, which enabled the author to comprehend proposed novel online 

algorithms for unsupervised training and anomaly detection of time series in an online way. 

One of our goals and indeed a requirement of experiments are to develop the necessary 

mathematical knowledge to enable anomaly detection (AD) in an online manner for continuous 

stream of data. Once the required online anomaly detection model has been appropriately 

working for one-step ahead prediction, we extended the experiments to multi-step ahead 

predictions; as recently the LSTMs has become a norm for designing and implementing various 

computing machines [115] that efficiently handles the spatial and temporal dependencies in 

streaming data. The proposed AD model is then experimentally validated, and its results are 

comparing with the existing anomaly detection techniques.  

 

We validate the efficiency of the proposed novel approach for point anomalies of univariate 

time series via experiments on publicly available and proprietary two real-world and one 

synthetic benchmark datasets [4] and compare the results in term of Area Under Curve (AUC) 

with state of-the-art online anomaly detection algorithm available in literature and the research 

article was publicised by Saurav et. al. in 2018  [5] with title ‘Online Anomaly Detection with 

Concept Drift Adaptation using Recurrent Neural Networks’ in 2018. Saurav et. al.  use Gated 

Recurrent Unit (GRU), a modern RNN for incremental training that generate the error and then 

model that error to compute the Anomaly Score and afterward use the anomaly score to decide 

the anomalous behaviour of time series. Furthermore, the technique is utilizing local 



Chapter 4: Online Point Anomaly Detection for Univariate Time Series      88 

 

 
 

normalization for data pre-processing before presenting the incoming streaming data to 

anomaly detection model. 

 

We consider several variants of non-stationary real-valued univariate time series where 

statistical components (i.e., mean or the standard deviation) of the time series values over a 

window change with time. In this chapter we are analysing the proposed online anomaly 

detection system performance for transitory changes i.e., point anomalies. These changes may 

happen suddenly, or continuously.  For the purpose of comparing the model evaluation results 

in term of AUC we consider the same data set that are used in existed research [5]. We first 

describe the datasets considered for experimental evaluation, then describe anomaly detection 

model setup and hyperparameters selection process followed by results and observations. 

 

4.2 Data Sets Description  

 

We consider two real-world and one synthetic univariate time series which are taken from 

Yahoo Webscope3 [27] The datasets are considered to cover at least one of the scenarios as 

identified in  for example point anomalies or outliers. Yahoo Webscope3 is anomaly detection 

benchmark which is a publicly available data set released by Yahoo Labs consists of 367 real 

and synthetic time series with point anomaly labels. Each time series consists of 1420 - 1680 

instances. The benchmark is further divided into four sub-benchmarks namely A1 Benchmark, 

A2 Benchmark, A3 Benchmark, and A4 Benchmark. A1 Benchmark contains real Yahoo 

membership login data, which tracks the aggregate status of logins on Yahoo network [27], 

while, other three sub-benchmarks comprise of synthetic data. A2Benchmark and 

A3Benchmark contain only outliers or point anomalies which are present on random positions, 

while A4Benchmark also contains change-point anomalies. In each data file, there is a Boolean 

attribute ‘label’ indicating if the value at the particular time stamp is tagged as anomalous or 

normal. In addition to value and label, A3Benchmark and A4Benchmark contain the additional 

attributes such as change-point, noise, trend, and seasonality. However, we are discarding all 

the additional fields and only using value attribute for all the experiments excepting for testing. 

The main reason for selecting this data set for evaluation is the availability of the point 

anomalies labels, which are not commonly available in publicly available streaming data sets. 
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Secondly, a publicised online anomaly detection approach used same data set and shown their 

results in term of AUC, and we will compare our results with that state-of-the art available 

online algorithm for anomaly detection  [5]. 

 

Let the input at time 𝑡 in the LSTM cell be 𝑥𝑡, the cell state from time 𝑡 − 1 and 𝑡 be 𝑐𝑡−1 

and 𝑐𝑡 and the output for time 𝑡 − 1 and t be ℎ𝑡−1 and ℎ𝑡  . The initial value of 𝑐𝑡  and ℎ𝑡   at 𝑡 

will be zero.  

 

Description of all data sets that used for transitory anomaly detection are graphically 

demonstrated in figure 4.1 and summarised in table 4.1. Figure 4.1(a) shows Yahoo 

A1Benchmark/real 3.csv which is periodic time series having 1461 observation including 15 

anomalies at 2 different locations. 4.1(b) is Yahoo A1 Benchmark/real 9.csv that is periodic 

time series having 1461 observations that includes 8 anomalies at 4 different locations and 

figure 4.1(c) is Yahoo A2 Benchmark/synthetic 13.csv which is periodic continuous time series 

having 4 anomalies at 2 different positions with 1421 total observations. Figure 4.2(b) shows 

the scaling for Yahoo A2 Benchmark/synthetic 13.csv times series. Blue region in sub-plots of 

figures 4.1 and 4.2 shows the normal time series recordings while red colour represents the 

anomalous region. Normal data points are labelled with zeros while all anomalous points have 

labelled with ones.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE 4.1: SUMMARY OF ALL DATA SETS USED FOR TRANSITORY 

ANOMALY DETECTION  
 

UNIVARIATE INPUT TIME SERIES 

TOTAL 

OBSERVATIONS 

NORMAL 

OBSERVATIONS 

ANOMALOUS 

OBSERVATIONS 

Yahoo A1Benchmark/real 3  

   

1461 1446 15 

   

Yahoo A1Benchmark/real 9  

   

1461 1453 8 

   

Yahoo A2Benchmark/synthetic 13 

   

1421 1417 4 
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(a) Yahoo A1Benchmark/real 3 
 

 
 

(b) Yahoo A1Benchmark/real 9 
 

 
 

(c) Yahoo A2Benchmark/synthetic 13 
 

 

Figure 4.1: Dataset/Time Series description used for online anomaly detection using LSTM. 

 

4.1(a) Yahoo A1 Benchmark/real 3.csv is periodic time series having 15 anomalies at 2 different 

points 4.1 (b) Yahoo A1 Benchmark/real 9.csv is periodic time series having 8 anomalies at 4 

different locations, 4.1(c) Yahoo A2 Benchmark/synthetic 13.csv is periodic continuous time series 

4 anomalies at 2 different positions. Blue colour in all plots shows the normal time series recordings 

and red colour describe the anomalous recordings.   
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4.3 Experimental Setup 

 

For each observed dataset, we train the initial RNN model in an incremental fashion 

(continuously updating the network parameters at each time step) over first 30% of time steps. 

For LSTM based model, the network with 1 hidden layer and various number of LSTMs in 

hidden layer is used for generating the prediction error. We used learning rate 𝜂 = 0.01 for all 

cases. Further, we experimented with prediction horizon of l = 1, 5, 10. We are utilizing grid 

search to find the best architecture such as number of LSTM nodes in a hidden layer. We choose 

fixed RNN history window (h_𝑤) of length 100 for all experiments.  

 

Our online idea of using statistics of error computed by RNN is fetched from the offline and 

supervised techniques proposed by Chauhan et al. in 2015 [12] where they suppose a time 

series  𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑡}, where 𝑥𝑡 is arriving at time 𝑡 and make one/multiple prediction and 

calculate an error vector 𝑒𝑡  at time 𝑡 for 𝑥𝑡−1from normal training set using RNN. The error 

vector 𝑒𝑡 is supposed to be one dimensional in case of one step-a-head predictions and 𝑙 −

𝑑𝑖𝑚𝑒𝑛𝑡𝑖𝑜𝑛𝑎𝑙 version case of 𝑙 𝑠𝑡𝑒𝑝 𝑎 ℎ𝑒𝑎𝑑 prediction for point 𝑥𝑡−1. Afterward Multivariate 

Gaussian Distribution fitted to the error vectors on the normal validation set. 𝑝𝑡 is the 

probability of an error vector 𝑒𝑡 after applying Multivariate Gaussian Distribution 𝒩 =

𝒩(𝜇 𝑉) and used the Maximum Likelihood Estimation to select the parameters 𝜇 and 𝑉 from 

normal validation set; and used validation set that contain both normal and anomalous values 

to learn the threshold τ by maximizing 𝑓 − 𝑠𝑐𝑜𝑟𝑒. All the observations in their test data are 

classified as ‘anomalous’ if 𝑝 <  𝜏, else classified as ‘normal’. The anomaly prediction model 

proposed by Chauhan et al. [12] is work purely in an offline manner and supervised controlled 

environment thus, not appropriate for online prediction and anomaly detection of streaming 

data.   

 

Unlike the off-line techniques published by [8, 26] that model the error to detect anomalies 

which searched the best threshold for the labelled validation data sets, which allows them to 

set a threshold to separate normal data from anomalies. Rather, we are doing unsupervised 

learning and get an automatic initialization of threshold 𝜏 on every single time series straight 

after burning period of LSTM training for 30% data points of series. Once sufficient training 

is done for considered time series than proposed model starts the anomaly detection and update 
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the threshold in such an online way that it will adapt the changes in time series. Generally, each 

time series has its own characteristics, and finding a generic value of significance level 𝛼 

(alpha) which works for all of the time series is not a straightforward task and may not work 

properly. Therefore, to keep every process in-line with the online methodology, the value of 

significance level 𝛼 (alpha) is also automatically selected by the model which is described in 

section 3.2.2(B) of earlier chapter.  

 

4.4 Experimental Results for Transitory Anomalies using 

Online Anomaly and Change Detection Model  

This section gives detailed results set produced by each experiment and provides analysis 

and conclusion directly related to the aggregation of analytics of each experiment. The 

results of implemented experiments for online proposed methodology are explored for 

analysis; thus, evaluated in order to produce an evaluation conclusion (4.5). The performance 

evaluation metrics described in chapter 3 are adopted for the experimental validation that 

aim to prove the effectiveness and efficiency of online anomaly detection algorithm.  

 

4.4.1 Online LSTM Training and Prediction Error 

 

Considering the experimental setup discussed in section 4.3 and the parameter setting given 

the table 4.1. Figure 4.3 (b), 4.4 (b) and 4.5 (b) shows the observational values of time series.  

Figure 4.3 (c), 4.4 (c) and 4.5 (c) shows the prediction error for 1 step-ahead predictions for 

Yahoo A1Benchmark/real 3, Yahoo A1Benchmark/real 9 and for Yahoo 

A2Benchmark/synthetic 13 respectively. The figure 4.3 (d), 4.4 (d) and 4.5 (d) shows the 

prediction for 5 step-ahead predictions for Yahoo A1Benchmark/real 3, Yahoo 

A1Benchmark/real 9 and for Yahoo A2Benchmark/synthetic 13 respectively while figure 4.3 

(e), 4.4 (e) and 4.5 (e) give the prediction error for 10 step-ahead predictions for Yahoo 

A1Benchmark/real 3, Yahoo A1Benchmark/real 9 and for Yahoo A2Benchmark/synthetic 13 

respectively. The figures 4.3(c-e), 4.4(c-e) 4.5(c-e) shows that there is higher prediction error 

for anomalous region of time series as compare with the normal regions and this predictions 

error is further used in anomaly detection model in incremental manner.  
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(a) Legends of subfigures (b)-(e) 
 

 
 

(b) Yahoo A1Benchmark/real 3 (c) 1 Step-a-head prediction error for Yahoo 

A1Benchmark/real 3 

 

  
(d) 5 Step-a-head prediction error for Yahoo 

A1Benchmark/real 3 

(e) 10 Step-a-head prediction error for Yahoo 

A1Benchmark/real 3 

 
 

Figure 4.2: Results for Online LSTM Prediction for A1Benchmark/real 3 datasets. 
 

4.3 (a) give the legends of subfigures. In (b)-(e) time steps are given on x-axis. In (b)-(e) y-axis 

shows the observational values. Figure 4.3(a) present the time series, 4.3 (b) demonstrates the 

prediction error for 1-step ahead and shown in green colour, figure 4.3(c), shows the prediction error 

for 5-step ahead prediction and presented in cyan colour while 4.3(e) represents the prediction error 

for 10-step ahead which shown in magenta colour. Respected prediction error values are given in 

(b)-(e). Red colour in figure 4.3(a) represents the anomalous points in data stream and blue colures 

represents the normal points in time series. There are total fifteen anomalous points at two different 

locations for Yahoo A1Benchmark/real 3 data set, there is one anomalous point happen between 

400 and 600, while there are set of 14 consecutive anomalous points occur between 1200 and 1400 

and shown in sub-figure (b). Data instances of time series are given on x-axis, while prediction error 

values are given on y-axis in figure (c-e).  The high peaks of respected l step-a-head prediction error 

in (c)-(e) exhibit the presence of anomalies/outlier in data stream given in (b). 
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(a) Legends of subfigures (b)-(e) 

 

 
 

(b) Yahoo A1Benchmark/real 9 (c) 1 Step-a-head prediction error for Yahoo 

A1Benchmark/real 9 

 

  

(d) 5 Step-a-head prediction error for Yahoo 

A1Benchmark/real 9 

(e) 10 Step-a-head prediction error for Yahoo 

A1Benchmark/real 9 
 

 

Figure 4.3: Results for Online LSTM Prediction for A1Benchmark/real 9 datasets. 
 

4.4(a) give the legends of subfigures. In (b)-(e) time steps are given on x-axis. In (b)-(e) y-axis 

shows the observational values. Figure 4.4(a) present the time series, 4.4 (b) demonstrates the 

prediction error for 1-step ahead and shown in green colour, figure 4.4(c), shows the prediction 

error for 5-step ahead prediction and presented in cyan colour while 4.4(e) represents the 

prediction error for 10-step ahead which shown in magenta colour. Respected prediction error 

values are given in (b)-(e). Peaks in (b)-(e) shows the higher values exhibit the presence of 

anomalies/outliers. Red colour in figure 4.4(a) represents the anomalous points in data stream and 

blue colures represents the normal points in time series. There are total eight anomalous points at 

four different locations for Yahoo A1Benchmark/real 9 data set, there are four anomalous point 

happen between 400 and 600, one anomalous points between 700-800, one outlier between 800-

900 while there are two anomalous points occur between 1200 and 1300 and shown in sub-figure 

4.4 (b). Data instances of time series are given on x-axis, while prediction error values are given 

on y-axis in figure (c-e). The high peaks of respected l step-a-head prediction error in 4.4(c)-(e) 

demonstrate the presence of anomalies/outlier in data stream given in 4.4(b). 
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(a) Legends of subfigures (b)-(e) 

 

  
(b) Yahoo A2Benchmark/synthetic 13 (c) 1 Step-a-head prediction error for Yahoo 

A2Benchmark/synthetic 13 

 

  
(d) 5 Step-a-head prediction error for Yahoo 

A2Benchmark/synthetic 13 

(e) 10 Step-a-head prediction error for Yahoo 

A2Benchmark/synthetic 13 

 
 

Figure 4.4: Results for Online LSTM Prediction for Yahoo A2Benchmark/synthetic 13 

datasets. 
 

4.5 (a) give the legends of subfigures. In (b)-(e) time steps are given on x-axis. In (b)-(e) y-axis 

shows the observational values. Figure 4.5(a) present the time series, 4.5(b) demonstrates the 

prediction error for 1-step ahead and shown in green colour, figure 4.5(c), shows the prediction error 

for 5-step ahead prediction and presented in cyan colour while 4.5(e) represents the prediction error 

for 10-step ahead which shown in magenta colour. Respected prediction error values are given in 

(b)-(e). Peaks in (b)-(e) shows the higher values exhibit the presence of anomalies/outliers. Red 

colour in figure 4.5(a) represents the anomalous points in data stream and blue colures represents 

the normal points in time series. There are total four anomalous points at two different locations for 

Yahoo A2Benchmark/synthetic 13 dataset, there are two anomalous point happen between 500 and 

600, and two anomalous points between 750-850 and shown in sub-figure 4.5(b). Data instances of 

time series are given on x-axis, while prediction error values are given on y-axis in figure (c-e). The 

high peaks of respected l step-a-head prediction error in 4.5 (c)-(e) show the presence of 

anomalies/outlier in data stream given in 4.5(b). 
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4.4.2 Online OLACD Results at Model’s Initialized 𝜶 

 

The lists of experiments are described in table 4.1. Column three of table 4.1 gives the 

architecture for each experiment, i.e., 1-25-5 shows that there are three-layer architecture that 

includes one input, one hidden and one output layer; it also shows that here is one neuron/node 

at input layer, hidden layer consist of 25 nodes and there are 5 neurons/ nodes at output layer. 

Further, we experimented with prediction length 𝑙 = 1, 5, 10 such that the different models 

trained for each value of 𝑙. We choose fixed window length 𝑤 = 100 for all experiments. 

 

 

 

Table 4.3 give the OLACD results produced by online Anomaly Detection model for each 

experiment where 𝛼 (alpha) is initialized by model itself before starting the actual anomaly 

detection. The data points of each data set that considered for anomaly detection is shown in 

column two of table 4.3, AD-model’s initialised alpha value, True Positive Rate (TPR), True 

Negative Rate (TNR), False Positive Rate (FPR) and False Negative Rate (FNR) for each 

experiment are given in subsequent column. The last column of table 4.3 gives the True 

Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN) tagged by 

online anomaly detection model in each experiment for respective benchmark for univariate 

time series.  

 

TABLE 4.2: DEPICTION OFA LIST OF EXPERIMENTS IMPLEMENTED FOR 

POINT ANOMALY DETECTION USING OLACD 
 

EXP# MAPPING INPUT TIME SERIES NETWORK STRUCTURE 

1 

Yahoo A1Benchmark/real 3 

1-25-1 

2 1-25-5 

3 1-50-10 

4 

Yahoo A1Benchmark/real 9  

1-25-1 

5 1-25-5 

6 1-40-10 

7 

Yahoo A2Benchmark/synthetic 13 

1-25-1 

8 1-25-5 

9 1-25-10 

 

 



Chapter 4: Online Point Anomaly Detection for Univariate Time Series      97 

 

 
 

Anomaly detection results for all three data sets for each l-step ahead prediction are plotted in 

figures 4.6, 4.7 and 4.8, the datasets are collected from Yahoo Anomaly Benchmark [27], 

which are universally adapted to verify the performance of anomaly/change point detection 

models [5].  

 

 

The model is able to detect 13 out 15 anomalous points for Yahoo A1Benchmark/real 3 in case 

of 1-step ahead prediction shown on 4.6(c), correctly detect 4 out of eight anomalous points in 

case of Yahoo A1Benchmark/real 3 shown in 4.7(c) and only detect 2 out of 4 anomalous 

points in case of Yahoo A2Benchmark/synthetic 13 demonstrated in figure 4.8(c). So, we could 

say that the 1-step ahead prediction is the case of late detection. Whereas in 5-steps ahead and 

10 steps ahead prediction for all three datasets OLACD is successfully able to detect all 

anomalous points at model’s initialize alpha (𝛼). So, the True Positive Rate for all three 

datasets in case of multi-step prediction is 1 and very small False Positive Rate (FPR), which 

verify that proposed OLACD model is robust to outlier in multi-step ahead settings and capable 

to detect the outlier/point anomalies in streaming data. In all sub-figures of figure 4.6, 4.7 and 

4.8, the blue colours dots represent the true normal predictions, red colour dots show the true 

anomalous prediction, yellow colour shows the false alarm/ false anomalies predictions, while 

green colour shows the false normal predictions. 

 

TABLE 4.3: OLACD-LSTM EXPERIMENTAL RESULTS AT MODEL’S INITIALIZED 𝛼 
FOR UNIVARIATE TIME SEREIS WITH TANSITORY ANOMALIES 

 

# OF 

PREDICTIONS 

 PERFORMANCE MEASURES 

DATA 

POINTS 

ALPHA TPR TNR FPR FNR [TP,FN,FP,TN] 

YahooA1 Benchmark Real-3      

1 962 0.0625 0.8667 0.9947 0.0053 0.1333 [13,2,5,942] 

5 958 1.0380e-05 1 0.9905 0.0095 0 [15,0,9,934] 

10 953 1.2112e-11 1 0.9872 0.0128 0 [15, 0,12,926] 

YahooA1 Benchmark Real-9   

1 962 0.0083 0.5 0.9455 0.0545 0.5 [4,4,52,902] 

5 958 2.5372e-07 1 0.9435 0.0565 0 [8,0,48,802] 

10 953 6.79641e-20 1 0.9527 0.0473 0 [8,0,40,805] 

YahooA2 Benchmark Synthetic-13 

1 922 0.0041 0.5 0.9989 0.0011 0.5 [2,2,1,917] 

5 918 1.1291e-06 1 0.9836 0.0164 0 [4,0,15,899] 

10 913 4.3403e-12 1 0.9813 0.0187 0 [4,0,17,892] 
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OLACD is initializing alpha (𝛼) using equation 3.18 which would remain fix during complete 

test run of one experiment. OLACD model only initialize the value of alpha (𝛼) burning period 

of LSTM training. The propose OLACD model initialize 0.0625, 1.0380e-05 and 1.2112e-11 

as alpha for 1,5,10 step ahead prediction for Yahoo A1Benchmark/real 3 dataset after utilizing 

400 points for training. Similarly, 0.0083, 2.5372e-07 and 6.79641e-20 is initialized by model 

for Yahoo A1Benchmark/real 3 dataset for 1,5,10 step ahead prediction respectively after 

utilizing 400 points for training. In the same way 0.0041, 1.1291e-06 and 4.3403e-12 

respectively alpha are initialized by model after utilizing 400 data points for training for Yahoo 

A2Benchmark/synthetic 13.  

 

It is revealed that the OLACD predicts the number of false anomalies while detecting the true 

anomalies and it is shown in table 4.2, figure 4.6, 4.7 and 4.8 that algorithm is capable to handle 

the short-term anomalies in such as way these transitory anomalies do not lead to a radical 

change in the model. It is also demonstrated that the model learn with single step-a-head 

predictions is more reluctant and less responsive to anomalies as compared to multi step-a-

head predictions. For instance, for all three datasets the model trained with multi-step-ahead 

predictions predicts all anomalous point while model trained with single step-a-head prediction 

is less responsive and reluctant to early detection of anomalous regions/points. Whereas in 

almost all case the model trained with multi-step-ahead predictions are producing more false 

alarm as compared to single step-a-head prediction. 
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(a) Legends of subfigures (b)-(e) 

 

  

(b) Yahoo A1Benchmark/real 3: Ground Truth (c) Anomalies/Change Point Detection for 1 

Step-a-head Prediction for Yahoo 

A1Benchmark/real 3 

  
(d) Anomalies/Change Point Detection for 5 

Step-a-head Prediction for Yahoo 

A1Benchmark/real 3 

(e) Anomalies/Change Point Detection for 10 

Step-a-head Prediction for Yahoo 

A1Benchmark/real 3 
 

 

 
 

Figure 4.5:  AD-LSTM Results for Yahoo A1Benchmark/real 3 Datasets at AD-Model’s 

Initialized 𝛼. 
 

Figure 4.6 (a) gives the legends of subfigures. Ground truth observations are shown in 4.6 (b), where 

all blue colour represents the normal points and red colour represents the anomalous points/outliers. 

4.6(e), gives the anomaly detection for 1-step ahead prediction, 4.6 (d) shows the anomaly detection 

for 5-step ahead prediction and 4.6(e) gives the anomaly detection for 10-step ahead prediction for 

Yahoo A1Benchmark/real 3 time series. The colour codes for true anomalous observations are red, 

true normal are blue, false anomalous are yellow and false normal observations are green. There are 

total fifteen anomalous points at two different locations for Yahoo A1Benchmark/real 3 dataset and 

shown in sub-figure 4.6(b). OLACD is able to detect the 13 anomalous points out of 15 in 1-step 

ahead prediction demonstrated in sub-plot 4.6(b) while able to detect all anomalous points in 5-steps 

ahead and 10-step ahead prediction represented in 4.6(d) and 4.6(e).  
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(a) Legends of subfigures (b)-(e) 

 

  
(b) Yahoo A1Benchmark/real 9: Ground Truth (c ) Anomalies/Change Point Detection for 1 

Step-a-head Prediction for Yahoo 

A1Benchmark/real 9 

 
 

(d) Anomalies/Change Point Detection for 5 

Step-a-head Prediction for Yahoo 

A1Benchmark/real 9 

(e) Anomalies/Change Point Detection for 10 

Step-a-head Prediction for Yahoo 

A1Benchmark/real 9 
 

 

 

Figure 4.6:  AD-LSTM Results for Yahoo A1Benchmark/real 9 Datasets at AD-Model’s 

Initialized 𝛼. 
 

Figure 4.7 (a) gives the legends of subfigures. Ground truth observations are shown in 4.7 (b), where 

all blue colour represents the normal points and red colour represents the anomalous points/outliers. 

4.7(e), gives the anomaly detection for 1-step ahead prediction, 4.7(d) shows the anomaly detection 

for 5-step ahead prediction and 4.7(e) gives the anomaly detection for 10-step ahead prediction for 

Yahoo A1Benchmark/real 3 time series. The colour codes for true anomalous observations are red, 

true normal are blue, false anomalous are yellow and false normal observations are green. There are 

total eight anomalous points at four different locations for Yahoo A1Benchmark/real 9 data set and 

shown in sub-figure 4.7 (b). OLACD is able to detect the 4 anomalous points out of 8 in 1-step ahead 

prediction demonstrated in sub-plot 4.7(b) while able to detect all anomalous points in 5-steps ahead 

and 10-step ahead prediction represented in 4.7(d) and 4.7(e).  
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(a) Legends of subfigures (b)-(e) 

 

  
(b) Yahoo A2Benchmark/synthetic 13: Ground 

Truth 

(c ) Anomalies/Change Point Detection for 1 

Step-a-head Prediction for Yahoo 

A2Benchmark/synthetic 13 

  

(d) Anomalies/Change Point Detection for 5 

Step-a-head Prediction for Yahoo 

A2Benchmark/synthetic 13 

(e) Anomalies/Change Point Detection for 10 

Step-a-head Prediction for Yahoo 

A2Benchmark/synthetic 13 
 

 

 

Figure 4.7:  AD-LSTM Results for Yahoo A2Benchmark/synthetic 13 Datasets at AD-Model’s 

Initialized 𝛼. 
 

Figure 4.8 (a) gives the legends of subfigures. Ground truth observations are shown in 4.8 (b), where 

all blue colour represents the normal points and red colour represents the anomalous points/outliers. 

4.8(e), gives the anomaly detection for 1-step ahead prediction, 4.8(d) shows the anomaly detection 

for 5-step ahead prediction and 4.8(e) gives the anomaly detection for 10-step ahead prediction for 

Yahoo A1Benchmark/real 3 time series. The colour codes for true anomalous observations are red, 

true normal are blue, false anomalous are yellow and false normal observations are green. There are 

total four anomalous points at two different locations for Yahoo A2Benchmark/synthetic 13 dataset 

and shown in sub-figure 4.8(b). OLACD is able to detect the 2 anomalous points out of 4 in 1-step 

ahead prediction demonstrated in sub-plot 4.8(b) while able to detect all anomalous points in 5-steps 

ahead and 10-step ahead prediction represented in 4.8(d) and 4.8(e).  
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4.4.3 Online Anomaly Detection Model’s Performance Metrics Results 

 

To evaluate the anomaly detection methods on different time series, we use the standard metrics of 

precision, recall, F-score accuracy, G-mean and Area Under Curve (AUC). Table 4.4 summarise the 

performance metrics results of online anomaly detection model in three data sets.  

 

 

As it shown in table 4.4 that accuracy is always high when model is able to detect the maximum 

number is anomalies regardless of the higher number of false positive detection. The measure 

recall is pretty straight forward as it is refers to the portion of an anomalous class of interest 

(anomalous points) that was recognized correctly. So, recall is always higher when model 

detect all the high number of anomalous points.  Precision (also called positive predictive 

value) is the fraction of relevant instances among the retrieved instances. Therefore, the model 

gives the high precision only when it able to predict all possible anomalous points and very 

less false predictions which is shown in table 4.4. The proposed anomaly detection model 

performance results given in table 4.4 demonstrates that F-score is always higher when there is 

high precision because F-score is the harmonic mean of a system's precision and recall values. 

As it shown in table 4.4 that accuracy is always high when model is able to detect the maximum 

number is anomalies regardless of the higher number of false positive detections. Therefore, 

due to the class imbalance, accuracy is not a good measure. Many researchers measure the G-

TABLE 4.4: PERFORMANCE METRICES FOR UNIVARIATE TIME SEREIS WITH 

TANSITORY ANOMALIES 
 

Performance Measures 

# of 

Pred. 

Data 

points 

Alpha 

(𝜶) 
TP FN FP TN Precision  Recall 

F-

score 
Accuracy 

G-

mean 
AUC 

YahooA1 Benchmark Real-3      

1 962 0.0625 13 2 5 942 0.722 0.867 0.788    0.993   0.928 0.932 

5 958 1.04E-05 15 0 9 934 0.625 1.000 0.769 0.991   0.995 0.997 

10 953 1.21E-11 15 0 12 926 0.556 1.000 0.714 0.987   0.994 0.993 

YahooA1 Benchmark Real-9   

1 962 0.0083 4 4 52 902 0.071 0.500 0.125 0.942 0.688 0.828 

5 958 2.54E-07 8 0 48 802 0.143 1.000 0.250 0.944 0.971 0.985 

10 953 6.80E-20 8 0 40 805 0.167 1.000 0.286 0.953 0.976 0.969 

YahooA2 Benchmark Synthetic-13 

1 922 0.0041 2 2 1 917 0.667 0.500 0.571 0.997 0.707 0.748 

5 918 1.13E-06 4 0 15 899 0.211 1.000 0.348 0.984 0.992 0.995 

10 913 4.34E-12 4 0 17 892 0.190 1.000 0.320 0.981 0.991 0.987 
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mean which is commonly used as an indicator of model’s performance in case with an 

imbalanced class distribution because the ratio of changes to total data is small. This utilizes 

both Sensitivity and Specificity measures to assess the performance of the algorithm both in 

terms of the ratio of positive accuracy (Sensitivity) and the ratio of negative accuracy 

(Specificity). It is shown in table 4.4 that the G-mean measure of the anomaly detection model 

is always higher when model is able to predict the maximum number of anomalies/true positive 

and values of G-mean is compromised when model predicts the false predictions. The 

performance in AUC is given all data set in table 4.4 which will further discussed in subsequent 

section. 

 

4.4.4 Online Anomaly Detection Model’s Performance Results in Term of AUC 

 

To serve the purpose of validating our proposed novel online anomaly detection algorithm we 

are using same data sets and performance measures (e.g., AUC) used by existing online 

anomaly detection technique proposed by Saurav et. al. in 2018 [5] and comparing our results 

in term of Area Under ROC Curve (AUC), which is given in table 5.3. Although the value of 

𝛼 (Alpha) is chosen by AD model by itself but to generate the Receiver Operating 

Characteristic Curve (ROC, each experiment is repeated with different values of 𝛼 (Alpha). 

Whereas different values of 𝛼 will be find as per equation 4.1, including 𝛼0 = 0 and 𝛼1 = 1 

for 𝑛 = 0.  

 

To finding the different value of significance level 𝛼 (Alpha) we reduce the AD-Model’s 

initialized 𝛼 (alpha) using equation 5.1 and perform the experiments repeatedly until we find 

the no difference in True Positives and False Positives in two/more consecutive run using same 

parameter specified in table 5.1.  Let 𝑛 is experiments number which performed for particular 

 𝛼, so we repeatedly find the reduced value of alpha as: 

𝛼𝑛+1 =
1

2𝑛
     (4.1)  

Where  

𝛼1 = 𝑂𝐿𝐴𝐶𝑃𝐷 𝑀𝑜𝑑𝑒𝑙′𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑑 𝑉𝑎𝑙𝑢𝑒 
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The method of initialization of 𝛼  is described in chapter 3. Table 4.3 give the experimental 

results at model’s initialized 𝛼 alpha. Then Area under ROC is calculated using trapezoidal 

rules.  
 

Performance for proposed OLACD is given by Area under the Receiver Operating Curve 

(AUC-ROC). AUC - ROC curve is a performance measurement for classification problem at 

various thresholds settings. ROC is a probability curve which is a graphical plot that illustrates 

the diagnostic ability of a binary classifier system as its discrimination alpha (𝛼) value is 

varied, and AUC represents degree or measure of separability.  

 

In a Receiver Operating Characteristic (ROC) curve the true positive rate (TPR) is plotted in 

function of the false positive rate (FPR) for different cut-off points. Each point on the ROC 

curve represents a TPR/FPR pair corresponding to a particular alpha (𝛼). A test with perfect 

discrimination (no overlap in the two distributions) has a ROC curve that passes through the 

upper left corner (100% TPR, 100% FPR). Therefore, the closer the ROC curve is to the upper 

left corner, the higher the overall accuracy of the system [5]. 

 

To find out the Area Under ROC Curve (AUC), each experiment is repeated with different 

values of 𝛼 (Alpha) for same time series to produce the Receiver operating characteristic 

(ROC) curve. Whereas different values of 𝛼 for each subsequent experiment is find as per 

equation 4.1, including  𝛼1 = 1 for 𝑛 = 0. As per equation 4.1 𝛼 will very quickly be zero, so 

the experiment is done for 𝛼0 = 0 as well. Then Area under ROC is calculated using 

trapezoidal rules. The performance of proposed OLACD model is represented in terms of area 

under the receiver operating characteristic curve. 

 

The lower left most corner of ROC in each subfigure of figure 4.9, shows that if 𝛼=0, every 

data point is considered by model as normal so at 𝛼=0, TPR=0 and FPR=0. But at 𝛼= 1, every 

data point is considered as anomaly, so at 𝛼=1, TPR=1 and FPR=1, which is shown in upper 

right corner of ROC.  
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(a) Legend of Subfigures 

 

   
(b) AUC for Yahoo 

A1Benchmark/real 3: 1 step-a-

head Predictions  

(c) AUC for Yahoo 

A1Benchmark/real 3: 5 step-

a-head Predictions 

(d) AUC for Yahoo 

A1Benchmark/real 3: 10 step-a-

head Predictions 

   
(e) AUC for Yahoo 

A1Benchmark/real 9: 1 step-a-

head Predictions  

(f) AUC for Yahoo 

A1Benchmark/real 9: 5 step-

a-head Predictions 

(g) AUC for Yahoo 

A1Benchmark/real 9: 10 step-a-

head Predictions 

   
(h) AUC for Yahoo 

A2Benchmark/synthetic 13: 1 

step-a-head Predictions  

(i) AUC for Yahoo 

A2Benchmark/synthetic 13: 5 

step-a-head Predictions 

(j) AUC for Yahoo 

A2Benchmark/synthetic 13: 10 

step-a-head Predictions 

 

Figure 4.8: AUC for Proposed Anomaly Detection Algorithm. 

 

False positive rate (FPR) is given on x-axis and True positive rate (TPR) is given on y-axis of all 

subfigures.4.9 (b), (e) and (h) shows the AUC for 1-step Prediction for their respective datasets. 4.9 

(c), (f) and (i) are AUC for 5-step Prediction while 4.9 (d), (g) and (j) gives the AUC for 10-step 

Prediction for their respective time series. Legends for each sub-figure given in 4.9 (a). AUC for 

Yahoo A1Benchmark/real 3 dataset is 0.932, 0.997, 0.993 respectively for 1, 5 and 10 step-a-head 

predictions shown in 4.9 (b), (c) and (d). AUC for Yahoo A1Benchmark/real 9 dataset is 0.828, 

0.985, 0.969 respectively for 1, 5 and 10 step-a-head predictions shown in 4.9 (e), (f) and (g). AUC 

for Yahoo A2Benchmark/synthetic 13 dataset is 0.748, 0.995 and 0.987 respectively for 1, 5 and 10 

step-a-head predictions shown in 4.9 (g), (i) and (j).   
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AUC for three of observed change point time series are demonstrated in figure 4.9. AUC for 

Yahoo A1Benchmark/real 3 dataset is 0.932, 0.997, 0.993 respectively for 1, 5 and 10 step-a-

head predictions shown in 4.9 (b), (c) and (d). AUC for Yahoo A1Benchmark/real 9 dataset is 

0.828, 0.985, 0.969 respectively for 1, 5 and 10 step-a-head predictions shown in 4.9 (e), (f) 

and (g). AUC for Yahoo A2Benchmark/synthetic 13 dataset is 0.748, 0.995 and 0.987 

respectively for 1, 5 and 10 step-a-head predictions shown in 4.9 (g), (i) and (j). 

 

4.5 Discussion and Conclusion   

 

We have proposed a novel anomaly detection algorithm using LSTM (OLACD) that detects 

the anomalies based on the statistics of predictions error, details of model and methodology is 

given in chapter 3. In this chapter several experiments are undertaken as a means to fully 

comprehend the effectiveness and validity of OLACD algorithm. The formulated training and 

anomaly detection algorithm are experimentally analysed by implementing nine experiments 

using fully connected LSTMs model; train with backpropagation through time (BPTT), 

mapping univariate time series and these were implementing in MATLAB. Details of all 

experiments along with the parameter is given in table 4.2, where comparison of performance 

results in term of AUC is illustrated in table 4.5.  

 

TABLE 4.5: COMPARISON OF RESULTS IN TERM OF AUC FOR PROPOSED 

ONLINE ANOMALY DETECTION AND CHANGE-POINT DETECTION MODEL 

USING LSTM FOR UNIVARIATE TIME SEREIS WITH Saurav et. al. [5] 
 

 PERFORMANCE RESULTS FOR TIME SERIES  

DATA SETS PREDICTION 1 PREDICTION 5 PREDICTION 10 

AUC                       
(Saurav et. al. [5]) 

AUC                        

(PROPOSED) 
AUC                       

(Saurav et. al. [5]) 
AUC                        

(PROPOSED) 
AUC                       

(Saurav et. al. [5]) 
AUC                        

(PROPOSED) 
YahooA1 

Benchmark 

Real-3      

0.985 0.932 0.959 0.997 0.967 0.993 

YahooA1 

Benchmark 

Real-9      

0.879 0.828 0.779 0.985 0.792 0.969 

YahooA2 

Benchmark 

Synthetic-

13 

0.630 0.748 0.716 0.995 0.869 0.987 
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The anomaly detection techniques uses statistics of error for anomaly detection in offline way 

for a batch of data is proposed in [8, 14]. The techniques proposed in  [8, 14] are not effective 

for streaming data as they only computes error statistics when full batch of data is trained on 

normal training data set and then perform anomaly detection on normal and anomalous test 

data sets, which make these techniques ineffective for time series data. One of the online 

versions of technique that computes the statistics of error for streaming data and use these 

statistics for either transitory (outlier) anomaly detection or permanent (change-point) anomaly 

detection is proposed by Saurav et. al. in 2018  [5], which computes anomaly score based on 

error statistics and update the model parameter accordingly. Saurav et. al. in 2018  [5] validates 

the results of their online model in term of Area Under ROC Curve (AUC).  

 

As our proposed novel approach for anomaly detection is work in an online manner for 

streaming data and we also validate the results of our online approach in term of AUC, so we 

are comparing our results with online anomaly detection technique proposed by Saurav et. al. 

in 2018  [5]. For producing direct comparison, we are using same data sets and performance 

measures to validate our online anomaly detection model that use In [5].Hence, the 

performance of proposed novel online anomaly detection model is compared with the model 

by Saurav et. al. [5] in term of AUC and comparison is given in table 4.5. The results of 

investigations show that the proposed OLACD is working as good as the existing online model 

proposed in [5] in some cases, and novel OLACD is working better than existing model in most 

of case as shown in table 4.5. Proposed OLACD model seems to be robust to anomalies while 

working with multi-step ahead predictions as compare with the 1-step ahead prediction.   

 

It is shown in table 4.3, 4.4 and 4.5  that OLACD model is less responsive to short-term 

anomalies in the 1-step ahead predictions and performing late detection rather than early 

detection, whereas the 1-step ahead predictions give advantage in term that it detect small 

number of false positves as compare to the multi-step ahead  predictions.  So, the AUC for 1-

step ahead predictions for two data sets is lower than the model propsed in [5], for instance the 

AUC for YahooA1 Benchmark Real-3 data set for 1-step ahead prediction is 0.932, and for 

YahooA1 Benchmark Real-9 data set for 1-step ahead prediction is 0.828 which is lower than 

the  online model of  Saurav et. al. [5] that is 0.985 for YahooA1 Benchmark Real-3 data set 
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and 0.828 for YahooA1 Benchmark Real-9 data set.  In one case OLACD give the better results 

for 1-step ahead prediction for  YahooA2 Benchmark Synthetic-13 that is 0.748 which is bigger 

than the model  given in  [5] that is 0.630. 

 

Comparison results demonstrats that our propsed online anomaly detection algorithm is more 

robust to the outlier when it work in multi-steps ahead predictions and performing early 

anomaly that is one of the main characteristics of anomaly detection techniques.  Therefore, 

the AUC for 5-step ahead predictions for all three compared datasets is higher than the model 

propsed in [5], for instance the AUC for YahooA1 Benchmark Real-3 data set for 5-step ahead 

prediction is 0.997, for YahooA1 Benchmark Real-9 dataset is 0.985 and for YahooA2 

Benchmark Synthetic-13 dataset that is 0.995.  Which are prety higher in most cases than the 

model given in [5]  that is  0.959 for YahooA1 Benchmark Real-3 dataset, 0.779 for  YahooA1 

Benchmark Real-9 dataset and 0.716 for YahooA2 Benchmark Synthetic-13 dataset.   

Consequently, the AUC for 10-step ahead predictions for all three compared data sets is higher 

than the model propsed in [5], for illustrate the AUC for YahooA1 Benchmark Real-3 dataset 

for 10-step ahead prediction is 0.993, for YahooA1 Benchmark Real-9 dataset is 0.969 and for 

YahooA2 Benchmark Synthetic-13 dataset that is 0.987. Which are higher than the model given 

in [5] that is 0.967 for YahooA1 Benchmark Real-3 dataset, 0.792 for  YahooA1 Benchmark 

Real-9 dataset and  0.869 for YahooA2 Benchmark Synthetic-13 dataset. 

 

The AUC for 10-step ahead predictions for all three compared datasets is also higher than the 

model given in [5], for illustration the AUC for YahooA1 Benchmark Real-3 data set for 1-

step ahead prediction is 0.993, for YahooA1 Benchmark Real-9 dataset is 0.969 and for 

YahooA2 Benchmark Synthetic-13 dataset that is 0.987.  Which are higher than the model given 

in [5]  that is  0.967 for YahooA1 Benchmark Real-3 dataset, 0.779 for  YahooA1 Benchmark 

Real-9 dataset and  0.716  for YahooA2 Benchmark Synthetic-13 dataset. Consequently, 

Therefore, the AUC for 5-step ahead predictions for all three compared data sets is higher than 

the model propsed in [5], for instance the AUC for YahooA1 Benchmark Real-3 dataset for 1-

step ahead prediction is 0.993, for YahooA1 Benchmark Real-9 dataset is 0.969 and for 

YahooA2 Benchmark Synthetic-13 dataset that is 0.987. Which are higher than the model given 
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in [5] that is 0.967 for YahooA1 Benchmark Real-3 dataset, 0.792 for  YahooA1 Benchmark 

Real-9 dataset and  0.869 for YahooA2 Benchmark Synthetic-13 dataset. 

 

It is given in table 4. 2 that model trained with  1 -step ahead predictions produces less number 

of false positives as comapre to multi-step predictions (5-steps ahead or 10-steps ahead) so we 

can say that there is a trad off between early anomaly detection and prediction horizon, but 

OLACD model is more resposive to outlier in multi-step ahead predictions.     
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Chapter 5 

Online Change Point Detection for Univariate Time Series  

 

The methodology for anomaly and change-point detection which was developed in Chapter 3 

is verified for Permanent Anomalies/Change-Points in this chapter. The section 5.1 delivers 

introduction to the chapter. Different types of change-points are discussed in 5.3 which is 

followed by datasets description in section 5.3. The experimental setup is determined in 5.4 

while the experimental results for Online Anomaly and Change-Point Detection (OLACD) 

model for change-point data sets is demonstrated in section 5.5 that followed by the discussion 

and conclusion in 5.6.    

 

5.1 Introduction  

 

This chapter presented the experimental design and implementation of proposed novel anomaly 

detection technique Online Anomaly Detector for Univariate Time Series (OLACD) that 

utilised to experimentally validate the model for the change point detection of univariate time 

series. The main objective of the presented section of research report is to investigate and hence 

understand and start to build a comprehensive knowledge for experimental design and 

implementation of proposed OLACD model for change point detection in time series. As 

described in chapter 3 OLACD model is working in two parts. First, The Univariate time series 

prediction using LSTM which will first learn the prediction model for each incoming data point 

from time series 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑡}, using LSTMs in an online way and compute the error 

vectors. Second, the anomaly detector that estimate of the error vectors is pass on to this to 

compute the prediction error distribution for each trained data point. For the incremental 

prediction error distribution for every data point of time series at each time stamp 𝑡, the online 

estimation of mean (𝜇𝑡), covariance (𝑉𝑡)  and threshold (𝜏𝑡) should be done using their 

respective recursive set of equations 3.6-3.15, which is then used to detect the change point or 

set of change points. The error vector 𝑒𝑡 are modelled to fit a multivariate Gaussian distribution 
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𝑀𝑉𝒩(𝜇𝑡 𝑉𝑡) as the error vector is multidimensional in case of multistep-a-head predictions.  

The likelihood 𝑝𝑡 of observing an error vector 𝑒𝑡 is given by the value of 𝑀𝑉𝒩 at 𝑒𝑡. The 

dimension of error vector is determined by the prediction horizon. When 𝑑 consecutively 

𝑥𝑡 observations are classified as ‘anomalous’ if 𝑝𝑡 < 𝜏𝑡 at their respective time stamp 𝑡 then 

it considers as change point. where anomalous points belong to positive class and normal points 

belong to negative class. Unlike other online anomaly detection method [15] our proposed 

model is not relying on user pre-defined parameter such as threshold 𝜏, rather it adapts the 

threshold and updated with each time step in an incremental manner.  

 

The series of experiments, which enabled the author to comprehend OLACD algorithms for 

LSTM training and anomaly detection of time series in an online way. One of our goals and 

indeed a requirement of experiments are to develop the necessary mathematical knowledge to 

enable anomaly detection (AD) in an online way for continuous data. Once the required 

OLACD model has been appropriately working for one-step ahead prediction, we extended the 

experiments to multi-step ahead predictions; as recently the LSTMs has become a norm for 

designing and implementing various computing machines [19] that efficiently handles the 

spatial and temporal dependencies in streaming data. The proposed OLACD for change point 

detection is then experimentally validated and its results are comparing with the existing 

anomaly detection techniques.  

 

We validate the efficiency of the proposed novel approach for change point detection of 

univariate time series via experiments on publicly available and proprietary three real-world 

[ref..] and two synthetic datasets [base paper] and compare the results in term of Area Under 

Curve (AUC) with algorithm proposed by Saurav et. al. in 2018  [5], where they found 

single/multi-dimensional error and compute anomaly score using error vector, afterward the 

RNN was updated based on anomaly score and pre-process the input data using local 

normalization [5]. 

 

 

We consider several variants of non-stationary real-valued univariate time series where 

statistical components (i.e., mean or the standard deviation) of the time series values over a 

window change with time. In this chapter we are analysing the proposed OLACD system 
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performance for permanent changes i.e., change point, which either one change point or set of 

change points. These changes may happen suddenly, or continuously. We first describe the 

datasets considered for experimental evaluation, then describe change point detection model 

setup and hyperparameters selection process followed by results and observations. 

 

5.2 Change point for Streaming Data  

 

Humankind is on the expedition to digitalise the world and today’s world is changing very fast 

and these changes occur in every aspect of life. Consequently, the capability to identify, adapt, 

and respond to the change play a significant role in all aspects of life. The real physical world 

is habitually represented in a variety of model or information system and the changes in the 

real physical world are indicated in terms of the changes in data or model built from that data. 

Thus, the nature of data is changing with time. The advancements in technology results in the 

data flood. The volume of data generated has been estimated to exceed the 6.7ZB in 2020 

zettabytes in 2020 as reported in the IDC Survey [125]. The data deluge makes the traditional 

techniques including traditional parallel models and distributed framework inappropriate for 

analysing, processing, interpretation and storing these gigantic data sets. Data surges require a 

new generation of computing tools and methods that Jim Gray calls the 4th paradigm in 

scientific computing [126]. There have been some emerging computing paradigms that meet 

the requirements of big data such as Parallel batch processing model perhaps it only deals with 

the stationary massive data [9]. Nevertheless, the progressing data continuously arrives with 

high speed and, indeed, online data stream processing is the main approach to dealing with the 

problem of three characteristics of big data that includes big volume, big velocity, and big 

variety. The streaming data processing is a model of big data processing. Streaming data is 

temporal data in nature and in addition the streaming data may include spatial characteristics, 

such as, the geographic information systems can produce spatial-temporal data stream. 

Streaming data processing have been implementing in real-world systems such as InforSphere 

Streams (IBM) [127], Rapidminer Streams Plugin [128], StreamBase [129] and Massive online 

Analysis (MOA) [130]. To cope with the high-speed data streams, a hybrid model that 

combines the benefits of both streaming data processing model and parallel batch processing 

model is proposed, such as S4 [131], Storm [132], and Grok [133]. 
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One of the challenges facing by streaming data processing is the changing nature of streaming 

data. The capability to identifying changes or patterns in the fundamental processes generating 

data contributes to the accomplishment of processing high-speed data streams. Thus, in 

dynamically changing and nonstationary environments, the data distribution can change over 

time, yielding the phenomenon of change point [9].  

 

‘Change detection is the process of identifying differences in the state of an object or 

phenomenon by observing it at different times or different locations in space’. In the streaming 

context, ‘change detection is the process of segmenting a data stream into different segments 

by identifying the points where the stream dynamics changes’[9]. Change detection detects 

whether a change occurs and react to the presence of the change. The problem of detecting and 

locating the change has been investigated in the computational science and statistics in the 

problems of change point detection (CPD). Methods for CPD can be roughly categorized as a) 

offline vs. online, b) univariate vs. multivariate and c) model-based vs. nonparametric [9]. 

Traditionally in machine learning, previously collected data is processed in an offline mode. 

For example, predictive models are trained using historical data which is presented as an input 

data and output data. Models trained in such a manner can be afterwards utilised for predicting 

the output for latest/new unseen input data.  

 

However, very often in real world the data comes in the form of streams. It is impractical and 

often infeasible to accommodating large volumes of streaming data in the machine’s main 

memory, therefore, only an online processing is appropriate. In case of online processing, 

predictive models can be trained incrementally by continuously updating data.  

 

But computational efficiency is not the only issue in learning from data streams. Many data 

streams research deal with adaptive learning only to some extent, though the main focus 

remains on generating learning algorithms incremental and optimizing the stability and balance 

of computational resources and the predictive accuracy.  

 

Learning algorithms are frequently employed in dynamic environments, which are changing 

unexpectedly over time and one of the advantageous and appropriate property of these 
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algorithms is their ability of incorporating the new unseen data. If the data-generating process 

is not rigorously and precisely stationary that primarily applies to most of the real-world 

applications, the underlying changes, which we are predicting, may be changing over time. The 

ability to adapt to such changes can be seen as a natural and desired extension for the 

incremental learning systems [20, 55] that learn predictive model sample by sample. Adaptive 

learning algorithms can be considered as advanced and sophisticated incremental learning 

algorithms that are capable to adapt to progression of the data-generating process over time. 

 

Adaptive learning refers to updating predictive models online during their operation to react to 

the change point. Over the last decade, research related to learning with change detection has 

been increasingly growing, and many change-aware adaptive learning algorithms have been 

developed  [9]. 

 

Several research and reviews are limited to specific application. A set of requirements for 

complex adaptive systems to be used for defence [17 and for soft sensors [18]. The article [19] 

focuses on describing various ways in which data distribution can change over time and only 

covers adaptation technique in brief from the dataset shift community perspective but, mostly 

leaving out the works on change point detection and concept drift. In this chapter we identified 

that change occurs in time series using novel online change detection method that means 

showing a change point, or a set of change points in time series, while all forecasting process 

is work in online/incremental manner.  

 

5.2.1 Types of Changes in Data Over Time 

 

A data stream can be described as a hypothetically infinite sequence of one-dimensional values, 

𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑡}, where 𝑥𝑡 is arriving at time 𝑡. Assume that these vectors are generated by 

a data source 𝑆1, but that at some time, this data source 𝑆1 is replaced with another source, 𝑆2. 

The purpose is to detect from the data that the source has changed from 𝑆1 to 𝑆2. A univariate 

time series problem for streaming data is demonstrated in Figure 5.1, where significant change 

in the mean is observing and it assume that it would be sufficient to identify the change [3]. 

 



Chapter 5: Online Change-Point Detection for Univariate Time Series   115 
 

 
 

 

’Change’ is a broad term, difficult to describe and measure, and extremely determined on the 

application at hand. Since change is context-dependent, it is useful to differentiate it so that we 

can reason about the type of change we want to detect.  

  

 

Gama [20] distinguishes the two dimensions of analysis of change in streaming data; the causes 

of change, and the rate of change and we primarily consider that how a single variable in a 

 
 

Figure 5.1: Sample streaming data with a change point at t= 1000 from Data Source 1 to 

Data Source 2. 
 

  

(a) Abrupt/Sudden Change 

 
(b) Gradual Change 

  
(c) Incremental Change (d) Re-occurring Concepts 

 

Figure 5.2: Illustration of types of changes over time between two sources, S1 and S2  [3] 
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sequence might change over time. There are four frequent patterns of change over time which 

are frequently considered and examined in the literature [20], that are demonstrated in a single 

variable in figure 5.2. A change can be abrupt/sudden [3], change occurs where 𝑆1 is replaced 

with 𝑆2 at a single time point 𝑡 shown in figure 5.2(a) at 𝑡 = 5 . An example of such a change 

might be a catastrophic sensor failure, or replacement of a sensor with another sensor that has 

a different calibration in a chemical plant. 

 

When a change occurs over a range of time points than it is described in the literature as a 

gradual change where data points are sampled with growing probability over time from 𝑆2 and 

with reducing probability from 𝑆1, until the concept has changed completely to 𝑆2. For instance, 

a person gets a product they have never bought before and buys it. Getting developed a buying 

preference, then in subsequent shopping trips they buy this product with increasing frequency 

until it become a primary choice. This category of change referred to [3] as gradual change 

and is illustrated in Figure 5.2(b).  

 

A change can be incremental if it is defined by a slow progression from 𝑆1 to 𝑆2 via several 

mixed intermediate concepts, as demonstrated in Figure 5.2(c). An example could be sensor 

slowly wears off and becomes less accurate. The type of change is a reoccurring concept, 

where a previously encountered concept reappears periodically but unpredictably, shown in 

Figure 5.2(d). A fifth category from Gama  [20], which has not been considered as change 

rather it is outliers. This is because change detection algorithms should ideally be robust to 

noise and outliers and one of the challenges for change point detection algorithms is not to mix 

the true change with an outlier [3] or noise, which refers to a once-off random deviation or 

anomaly. No adaptivity is needed in the case of outlier. Changes can be further characterized 

by severity, predictability, and frequency [20]. 

 

5.3 Data Sets Description  

 

Much of the world’s data is streaming, time-series data, where anomalies and changes in 

streaming data give significant information in critical situations; examples abound in domains 

such as finance, IT, security, medical, and energy. Detecting anomalies and change points in 

streaming data is a difficult task, requiring detectors/algorithms to process data in real-time and 
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learn though simultaneously making predictions. One of the few benchmarks to adequately test 

and score the efficacy of real-time anomaly detectors, the Numenta Anomaly Benchmark 

(NAB) [6] attempts to provide a controlled and repeatable environment to test and measure 

anomaly detection algorithms on streaming and time series data which now a days consider as 

one of the benchmark datasets for evaluation and verification of novel anomaly detection 

techniques [5]. The ideal anomaly detector would possibly detect all anomalies and change 

points as soon as possible, generate no false alarms, working with real-world time-series data 

and automatically adapt to changing statistics of input stream.  

 

It is often exorbitantly expensive to collect an accurately labelled anomalous data instances 

that covers all different categories of anomalous behaviour [29]. An important element of the 

NAB dataset is the enclosure of real-world data with anomalies and change points for known 

causes. NAB dataset was proposed as a quality collection of time-series data with labelled 

anomalies and change points. NAB dataset is considerably well suited to be a standard 

benchmark for streaming applications in research community. The NAB repository [6] is open 

source and publicly available and contains the data along with scripts which consist of the 

Numenta Anomaly Benchmark (NAB) datasets. NAB is a novel benchmark for evaluating 

algorithms for detecting anomalies and change points in streaming, real-time applications 

which is composed of over 50 labelled real-world and artificial timeseries data. For the purpose 

of comparing the model evaluation results in term of AUC we consider the same data set that 

are used in existed research [5]. 

 

We consider three real-world and two synthetic univariate time series which are taken or 

derived from Numenta Anomaly Benchmark (NAB) [6]. The source for the cases considered 

from NAB datasets are provided in Table 5.1. We consider change points in amplitude domain 

(i.e., change in the range of values taken) as well as in frequency domains (i.e., change in 

periodicity for periodic time series). More specifically, the datasets are considered to cover at 

least one of the following scenarios (as identified in [20]):  

 

• Sudden change due to mean change (figures 5.3a).  

• Continuous change (figures 5.3b): continuous change in the normal range of values.  

• Incremental change in amplitude domain (figure 5.3c): containing various intermediate 

ranges of values while changing from one range of values to another over a significant time. 
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• Sudden change due to change in frequency for periodic time series (figure 5.3d). 

• Sudden change due to amplitude change in periodic series (figure 5.3e).  

 

Each time series in NAB consists of several instances of data at different time stamps. In each 

data file that comprises of time series data instance and a Boolean attribute ‘label’ indicating 

if the value at the particular time stamp is tagged as anomalous or normal. We are using value 

attribute as input time series for all the experiments. The main reason for selecting this data set 

for evaluation is the availability of the change point anomalies labels, which are not commonly 

available in publicly available streaming data sets. Secondly, a published online anomaly 

detection approach used same data set and shown their results in term of AUC, and we will 

compare our results with that available online anomaly detection algorithm [5]. 

 

Figure 5.3 illustrates the five time series data sets which we considered for experimental 

validation of proposed online change detection, time steps are displayed on x-axis and 

observation values are shown in y-axis, anomalies and change points are illustrated with red 

colour while blue colours is defined for normal observations. 

 

Figure 5.3(a) and (b) shows the dataset taken from NAB repository [6] which are univariate 

time series having 4032 observations including 4027 normal data points and 2 change point 

and 3 anomalies (3 anomalous data points are considers as outlier at first location in figure 

5.3(a and b)). In both figures 5.3 (a and b) the 3 anomalous points (outlier) are shown in red 

colour and existed at time 947, 948 and 949 while two single change points are existed at time 

2586 and 3594. The time series shown in 5.3(a) has sudden changes due to mean change while 

the time series given in 5.3(b) is showing continuous changes at two different locations of time 

and 3 anomalies (outlier). Figure 5.3(c) is also taken and derived from NAB repository [6] that 

comprises of 4032 observations 3966 normal observation and 1 anomaly (comprises of 3 

values) and 2 change points that comprises the set of 63 observation. In figures 5.3 (c) the 3 

anomalous points (outlier) are shown in red colour and existed at time 947, 948 and 949 while 

first set of change points are existed at time 2586-2622 and first set of change points are existed 

at time 3594-3621. This time series is showing incremental change in amplitude domain 

containing various intermediate ranges of values while changing from one range of values to 

another over a significant time.  
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(a)  NAB- Sudden Change 

 
(b) NAB-Continuous Change 

 
(c) NAB-Incremental Change 

 
(d) Sine-Frequency Change 

 
(e) Sine-Amplitude Change 

 

Figure 5.3: Dataset/Time Series illustration used for change point detection using LSTM. 
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The two synthetic data sets are designed using sine wave which represents the multiple change 

point in frequency and amplitude domain. The figure 5.3(d) is demonstrated frequency change 

in sine wave dataset which is generated by combining three different frequencies and amplitude 

of 2 and noise with mean 1 and standard deviations of 0.01. The first sine wave is comprising 

of 5000 observations with 1000 observation per cycle shown in figure 5.3(d) at time 0 to 5000, 

second sine wave is comprising of 5000 observations and 333 observations per cycle shown in 

figure 5.3(d) at time 50001 to 10000 and finally the third sine signal is comprising of 5000 

observations with 200 observations per cycle shown in figure 5.3(d) at time 10001 to 15000. 

Thus, there are altogether 15000 observations with 14466 normal data points and two sets of 

change points, such as 333 set of change point observation at 5001 to 5334 and 201 set of 

change point observation at 10001 to 10202 that is demonstrated in figure 5.3(d). 

 

The figure 5.3(e) is illustrated amplitude change for sine wave dataset which is created by 

combining of three different amplitude and same frequency (333 observation per cycle) and 

noise with mean 1 and standard deviations of 0.01. The first sine signal is comprising of 5000 

observations with 333 observation per cycle with amplitude of 0.5 starting at time 0 to 5000 

figure 5.3(e), second sine signal is comprising of 4000 observations with 333 observations per 

cycle starting at time 5001 to 9000 with amplitude of 2 and third sine signal is comprising of 

5000 observations with 333 observations per cycle with amplitude of 0.5, starting at time 9001 

to 14000. Thus, there are altogether 14000 observations with 13334 normal data points and two 

sets of change points, such as first set of 333 change point observation starting at time 5001 to 

5333 and second set of 333 point for change point starting at 9001 to 9333 that is demonstrated 

in figure 5.3 (e). 

 

Blue region in plots shows the normal time series recordings while red colour represents the 

anomalous region. Normal data points are labelled with zeros while all anomalous points have 

labelled with ones. The labels for synthetic data set are generated by author while all labels for 

NAB datasets are taken from NAB repository [6] which is publicly available. Description of 

all data sets that used for change-point detection are summarised in table 5.1. 
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5.4 Experimental Setup 

 

For each observed dataset, we train the initial RNN model in an incremental fashion 

(continuously updating the network parameters at each time step) at least approximately first 

10-15% of time steps. In case of periodic time series, we continuous the training that cover at 

least one complete cycle and sufficiently two-three cycles, i.e., in case of sine series we must 

continue the learning and train at least two complete non-anomalous sine wave cycles, so that 

LSTM gather sufficient information regarding series that help to correctly detect any 

significant change based on built historical training.  For LSTM based model, the network with 

1 hidden layer and various number of LSTMs in hidden layer is used for generating the 

prediction error. We used learning rate 𝜂 = 0.01 for all cases. We are utilizing grid search to 

find the best architecture such as number of LSTM nodes in a hidden layer. Further, we 

TABLE 5.1: DEPICTION OFA LIST OF EXPERIMENTS IMPLEMENTED FOR 

CHANGE-POINT DETECTION USING OLACDTABLE 5.2: SUMMARY OF ALL DATA 

SETS USED FOR ANOMALY AND CHANGE_POINT DETECTION  
 

UNIVARIATE 

INPUT TIME 

SERIES 

TOTAL 

OBSERVATIONS 

NORMAL 

OBSERVATIONS 

ANOMALOUS 

OBSERVATIONS 

NUMBER OF 

CHANGE -

POINTS  

SET OF CHANGE 

-POINTS   

OBSERVATIONS  

NAB 

Sudden 

Change 

     

4032 4027 3 2 2 

     

NAB 

Continuous 

Change  

     

4032 4027 3 2 2 

     

NAB 

Incremental 

Change 

4032 3966 3 

 
CP1=38 

CP2 = 28 

Total = 66 

2 

 

 
 

Sudden 

frequency 

change 

(Sine 

Wave) 

15000 14466 0 2  

CP1=333 

CP2 = 201 

Total = 534 

Sudden 

amplitude 

change 

(Sine 

Wave) 

14000 13334 0 2 

CP1=333 

CP2 = 333 

Total = 666 
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experimented with prediction horizon of l = 1, 5, 10. We choose fixed RNN history window 

(h_𝑤) of length 100 for all experiments.  

 

Therefore, unlike supervised anomaly detection technique proposed by [8, 26] where they 

searched the best threshold for each sub-benchmark time series based on the validation data. 

Rather, in our proposed novel unsupervised online anomaly detection algorithm, we get an 

automatic initialization of threshold 𝜏 after burning period of LSTM training for 10-15% data 

points of normal time series. Once sufficient training is done for considered time series than 

proposed model starts the anomaly detection and update the threshold in an online way that so 

that it will adapt the changes in time series. As discuss in earlier chapter 3, the model 

evaluation, threshold initialization and its updates are directly related with the good choice of 

significance level 𝛼 (alpha). Usually, each time series has its own characteristics, and finding 

a generic value of significance level 𝛼 (alpha) which works for all of the time series is not an 

easy task and may not work appropriately. Thus, to keep every process in-line with the online 

methodology, the value of significance level 𝛼 (alpha) is also automatically selected by the 

model which is described in section 3.2.2(B) of earlier chapter.  

 

In considered case of change point detection we introduce a change detection counter in online 

anomaly detection methodology, whereas, if the model continuously estimates small 

probabilities, then the counter value decides and consider it as change point/set of change points 

and start updating till the model parameters are adapted to predict the new normal behaviour 

well and the estimated probabilities increases accordingly. It is important that the change 

detection counter must be at least greater than twice of prediction horizon 𝑙; such that change 

detection counter > 2 ∗ 𝑙  and in case of periodic time series change detection counter must at 

least be the quarter of one period/cycle of series. For example, the sine signal shown in figure 

5.3 (e) where the sine signal has 333 values per cycle/period, we set change detection counter 

= 100. To keep in line with online methodology the change detection counter is selected before 

starting the training and anomaly detection from the first 15-20% of data considered for 

training.  
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5.5 Experimental Results for Change Point Detection using 

OLACD 

This section gives comprehensive results set produced by each experiment and provides 

analysis and conclusion directly related to the accumulation of each analysis. The results of 

implemented OLACD experiments are investigated for analysis; thus, evaluated in order to 

produce an evaluation conclusion (section 5.6). The performance evaluation metrics 

described in chapter 3 are adopted for the experimental validation that aim to prove the 

effectiveness and efficiency of OLACD algorithm.  

 

5.5.1 Online LSTM Training and Prediction Error 

 

Considering the experimental setup discussed in section 5.4 and the parameter setting given 

the table 5.1. Figure 5.4(b), 5.5 (b), 5.6 (b), 5.7(b) and 5.7(f) shows the observational values of 

time series;  figure 5.4 (c), 5.5 (c), 5.6 (c), 5.7 (c) and 5.7 (g)  shows the prediction error for 1 

step-ahead predictions; figure 5.4 (d), 5.5 (d), 5.6 (d), 5.7 (d) and 5.7 (h) demonstrate the 

prediction error for 5 step-ahead predictions; figure 5.4 (e), 5.5 (e), 5.6 (e), 5.7 (e) and 5.7 (i) 

reveal the prediction error for 10 step-ahead predictions for NAB Sudden Change dataset, NAB 

Continuous Change dataset, NAB Incremental Change datasets, Sine Frequency Change and 

Sine Amplitude change data sets respectively.  

 

The figures 5.4(c-e), 5.5(c-e) 5.6(c-e), 5.7(c-e) 5.7(g-i) shows that there is higher prediction 

error for anomalous region of time series as compare with the normal regions and this 

predictions error is further used in anomaly and change-point detection model in incremental 

manner.  

 

5.5.2 Online Change Point Detection Results  

 

The lists of experiments are described in table 5.2. Column three of table 5.2 gives the 

architecture for each experiment, i.e., 1-25-5 shows that there are three-layer recurrent neural 
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network architecture that includes one input, one hidden and one output layer; it also shows 

that here is one neuron/node at input layer, hidden layer consist of 25 neurons (e.g., LSTM 

Cells) and there are 5 neurons/ nodes at output layer. Further, we experimented with prediction 

length 𝑙 = 1, 5, 10 such that the different models trained for each value of 𝑙. We choose fixed 

window length 𝑤 = 100 for all experiments. 

 

 

 

 

 

TABLE 5.2: DEPICTION OFA LIST OF EXPERIMENTS IMPLEMENTED FOR 

CHANGE-POINT DETECTION USING OLACD 

EXP# MAPPING INPUT TIME SERIES NETWORK STRUCTURE 

1 

Sudden Change 

1-25-1 

2 1-25-5 

3 1-25-10 

4 

Continuous Change 

1-25-1 

5 1-25-5 

6 1-25-10 

4 

5 

6 

Incremental Change 

1-25-1 

1-25-5 

1-25-10 

7 

8 

9 

Sudden frequency change (Sine Wave) 

1-30-1 

1-25-5 

1-40-10 

10 

11 

12 

Sudden amplitude change (Sine Wave) 

1-30-1 

1-25-5 

1-25-10 
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(a) Legends of subfigures (b)-(e) 

 

  

(b) NAB Sudden Change (c) 1 Step-a-head prediction error for NAB 

Sudden Change 

  
(d) 5 Step-a-head prediction error for NAB 

Sudden Change 

(e) 10 Step-a-head prediction error for NAB 

Sudden Change 
 

Figure 5.4: Results for Online LSTM Prediction for NAB Sudden Change datasets. 

 

5.4 (a) give the legends of subfigures. In (b)-(e) time steps are given on x-axis. In (b)-(e) y-axis 

shows the observational values. Figure 5.4(a) present the time series, 5.4 (b) demonstrates the 

prediction error for 1-step ahead and shown in green colour, figure 5.4(c), shows the prediction error 

for 5-step ahead prediction and presented in cyan colour while 5.4(e) represents the prediction error 

for 10-step ahead which shown in magenta colour. Respected prediction error values are given in 

(b)-(e). Red colour in figure 5.4(a) represents the anomalous points in data stream and blue colures 

represents the normal points in time series. There are total 5 anomalous data points in NAB Sudden 

Change datasets at three different locations that includes 2 single change point and 3 short-term 

anomalies. 3 anomalous data points are considered as outlier at first location in figure 5.4(b) while 

subsequent single anomalous points are considered as change-point. Data instances of time series 

are given on x-axis, while prediction error values are given on y-axis in figure (c-e).  The high peaks 

of respected l step-a-head prediction error in (c)-(e) exhibit the presence of anomalies/outlier in data 

stream given in (b). 
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(a) Legends of subfigures (b)-(e) 

 

  
(b) NAB Continuous Change (c) 1 Step-a-head prediction error for NAB 

Continuous Change 

  
(d) 5 Step-a-head prediction error for NAB 

Continuous Change 

(e) 10 Step-a-head prediction error for NAB 

Continuous Change 
 

Figure 5.5: Results for Online LSTM Prediction for NAB Continuous Change datasets. 
 

5.5 (a) give the legends of subfigures. In (b)-(e) time steps are given on x-axis. In (b)-(e) y-axis 

shows the observational values. Figure 5.5(a) present the time series, 5.5(b) demonstrates the 

prediction error for 1-step ahead and shown in green colour, figure 5.5(c), shows the prediction error 

for 5-step ahead prediction and presented in cyan colour while 5.5(e) represents the prediction error 

for 10-step ahead which shown in magenta colour. Respected prediction error values are given in 

(b)-(e). Red colour in figure 5.5(a) represents the anomalous points in data stream and blue colures 

represents the normal points in time series. There are total 5 anomalous data points in NAB 

continuous Change datasets at three different locations that includes 2 single change point and 3 

short-term anomalies. 3 anomalous data points are considered as outlier at first location in figure 

5.5(b) while subsequent single anomalous points are considered as change-point 5.5(b). Data 

instances of time series are given on x-axis, while prediction error values are given on y-axis in 

figure (c-e).  The high peaks of respected l step-a-head prediction error in 5.5(c)-(e) exhibit the 

presence of anomalies/outlier in data stream given in 5.5(b). 
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(a) Legends of subfigures (b)-(e) 

 

  
(b) NAB Incremental Change (c) 1 Step-a-head prediction error for NAB 

Incremental Change 

  
(d) 5 Step-a-head prediction error for NAB 

Incremental Change 

(e) 10 Step-a-head prediction error for NAB 

Incremental Change 
 

Figure 5.6: Results for Online LSTM Prediction for NAB Incremental Change datasets. 
 

5.6(a) give the legends of subfigures. In (b)-(e) time steps are given on x-axis. In (b)-(e) y-axis shows 

the observational values. Figure 5.6(a) present the time series, 5.6(b) demonstrates the prediction 

error for 1-step ahead and shown in green colour, figure 5.6(c), shows the prediction error for 5-step 

ahead prediction and presented in cyan colour while 5.6(e) represents the prediction error for 10-

step ahead which shown in magenta colour. Respected prediction error values are given in (b)-(e). 

Red colour in figure 5.6(a) represents the anomalous points in data stream and blue colures 

represents the normal points in time series. There are total 66 anomalous data points in NAB 

Incremental Change datasets at three different locations that includes 2 multiple sets of change point 

and 3 short-term anomalies. 3 anomalous data points are considered as outlier at first location in 

figure 5.6(b) while subsequent multiple anomalous points are considered as change-point. 5.6(b). 

Data instances of time series are given on x-axis in figure (c-e), while prediction error values are 

given on y-axis.   The high peaks of respected l step-a-head prediction error in5.6(c)-(e) exhibit the 

presence of anomalies/outlier in data stream given in 5.6(b). 
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(a) Legends of subfigures (b)-(i) 

 

 
(b) Sine Frequency Change 

   
(c) 1 Step-a-head Prediction for Sine 

Frequency Change 

(d) 5 Step-a-head Prediction for Sine 

Frequency Change 

(e) 10 Step-a-head Prediction for Sine 

Frequency Change 

 
(f) Sine Amplitude Change 

   
(g) 1 Step-a-head Prediction for Sine 

Amplitude Change 

(h) 5 Step-a-head Prediction for Sine 

Amplitude Change 

(i) 10 Step-a-head Prediction for Sine 

Amplitude Change 

 

 

Figure 5.7: Results for Online LSTM Prediction for Synthetic datasets. 
 

5.7 (a) give the legends of subfigures. In (b)-(i) time steps are given on x-axis. In (b) and(f) y-axis 

shows the observational values, where red colour represents the anomalous series and blue colures 

represents the normal time series. Respected prediction error values are given in (c), (d), (e), (g), (h) 

and (i). Peaks in (c)-(e) and (g)-(i) shows the higher values exhibit the presence of change. 5.5 (a) 

give the legends of subfigures. In (b)-(i) time steps are given on x-axis. In (b) and(f) y-axis shows 

the observational values, where red colour represents the anomalous series and blue colures 

represents the normal time series. Data instances of time series are given on x-axis, while 

prediction error values is given on y-axis in (c-e, g-i).   Respected prediction error values are 

given in (c), (d), (e), (g), (h) and (i). Peaks in (c)-(e) and (g)-(i) shows the higher values exhibit the 

presence of change. 
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Table 5.3 give the OLACD results produced by online Anomaly Detection model for each 

experiment where alpha is initialized by model. The data points of each data set that considered 

for change detection is shown in column two of table 5.3. True Positive Rate (TPR), True 

Negative Rate (TNR), False Positive Rate (FPR) and False Negative Rate (FNR) for each 

experiment are given in subsequent column. The last column of table 5.3 gives the True 

Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN) tagged by 

OLACD model in each experiment for respective benchmark univariate time series.  

 

Anomaly and change-point results for all five data sets for each l-step ahead prediction are 

plotted in figures 5.8, 5.9 and 5.10 gives the results for data sets collected and derived from 

NAB [6], NAB is real benchmark data sets universally adapted to verify the performance of 

novel anomaly/change point detection models [6] while figure 5.11  and 5.12 give the results 

for synthetic sine wave dataset. The model is able to detect 2 out 5 anomalous points for NAB 

Sudden change in case of 1-step ahead prediction shown on 5.8(c), correctly detect 2 out of 5 

anomalous points in case of NAB continuous change shown in 5.9(c) and detect 56 out of 66 

anomalous points including change-points in case of NAB incremental change dataset. shown 

TABLE 5.3: OLACD-LSTM EXPERIMENTAL RESULTS AT MODEL’S INITIALIZED 𝛼 
FOR UNIVARIATE TIME SEREIS WITH ANOMALIES AND CHANGE-POINT 

 

PERFORMANCE MEASURES 

# OF 

PREDICTIONS 

DATA 

POINTS 

ALPHA TPR TNR FPR FNR [TP,FN,FP,TN] 

Sudden Change 

1 3433 0.0025 0.4000 0.9912 0.0088 0.6000 [2,3,40,3388] 

5 3429 8.3370e-12 1 0.9690 0.0310 0 [5,0,106,3318] 

10 3424 1.4935e-13 1 0.9763 0.0237 0 [5,0,81,3338] 

Continuous Change 

1 3433 0.0050 0.8667 0.9947 0.00528 0.1333 [2,3,30,3398] 

5 3429 8.7639e-10 1 0.9871 0.0129 0 [5,0,44,3380] 

10 3424 2.0864e-24 1 0.9728 0.0272 0 [5,0,93,3326] 

Incremental Change 

1 3433 0.0025 0.8485 0.9709 0.0291 0.1515 [56,10,98,3269] 

5 3429 3.6083e-14 0.9697 0.9741 0.0259 0.0303 [64,2,87,3276] 

10 3424 1.0361e-28 0.9394 0.9797 0.0203 0.0606 [62,4,68,3290] 

Sudden frequency change (Sine Wave) 
1 13900 3.1844e-05 0.4985 0.9481 0.0518 0.5015 [332,334,634,11600] 

5 13896 1.8918e-15 0.7507 0.9217 0.0782 0.2492 [500,166,957,11273] 

10 13891 1.9994e-25 0.9759 0.9169 0.0830 0.0240 [650,16,1015,11210] 

Sudden amplitude change (Sine Wave) 

1 12900 7.5697e-05 0.5674 0.9622 0.0377 0.4325 [303,231,505,12861] 

5 12896 2.5392e-16 0.9812 0.8643 0.1356 0.0187 [524,10,813,11549] 

10 12891 1.9801e-34 0.9288 0.9645 0.0354 0.0711 [496,38,474,12883] 
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in 5.10(c). Therefore, we could say that the 1-step ahead prediction is the case of delayed 

detection. Whereas in 5-steps ahead and 10 steps ahead prediction for all five datasets, the 

proposed OLACD is successfully able to detect all anomalous points at model’s initialize alpha 

(𝛼). So, the True Positive Rate for four of datasets in case of multi-step prediction is 1 and 

small False Positive Rate (FPR), which verify that proposed OLACD model is robust to outlier 

and change-points in multi-step ahead settings and capable to detect the outlier and change-

points in streaming data. In all sub-figures of figure 5.8, 5.9, 5.10, 5.11 and 5.12, the blue 

colours dots represent the true normal predictions, red colour dots show the true anomalous 

prediction, yellow colour shows the false alarm/ false anomalies predictions, while green 

colour shows the false normal predictions. OLACD is initializing alpha (𝛼) using equation 3.18 

which would remain fix during complete test run of one experiment. OLACD model only 

initialize the value of alpha (𝛼) burning period of LSTM training. The propose OLACD model 

initialize and 0.0025, 8.3370e-12 and 1.4935e-13 as alpha for 1,5,10 step ahead prediction for 

NAB Sudden drift dataset. Similarly, 0.0050, 8.7639e-10 and 2.0864e-24 is initialized by 

model for NAB continuous change dataset for 1,5,10 step ahead prediction respectively. In the 

same way 0.0025, 3.6083e-14 and 1.0361e-28 respectively alpha are initialized by model NAB 

incremental change series. The alpha values 3.1844e-05, 1.8918e-15 and 1.9994e-25 are 

computed for Sine frequency change datasets while 7.5697e-05, 2.5392e-16 and 1.9801e-34 

are computed for sine amplitude change dataset respectively. 

 

It is revealed that the OLACD predicts the number of false anomalies while detecting the true 

anomalies and it is shown in table 5.2 and figure 5.3 that algorithm is capable to adapt the short-

term anomalies in such as way these transitory anomalies do not lead to a radical change in the 

model and model is capable to adapt the change quickly.  It is also demonstrated that the model 

learn with single step-a-head predictions is more reluctant and less responsive to anomalies and 

change-points as compared to multi step-a-head predictions. For instance, for all five datasets 

the model trained with multi-step-ahead predictions predicts all anomalies and change-points 

while model trained with single step-a-head prediction is less responsive and reluctant to early 

detection of anomalous regions/points. Whereas in almost all case the model trained with multi-

step-ahead predictions are producing more false alarm as compared to single step-a-head 

prediction. 
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(a) Legends of subfigures (b)-(e) 

 

 
 

(b) NAB Sudden Change: Ground Truth (c ) Anomalies/Change Point Detection for 1 

Step-a-head Prediction for NAB Sudden 

Change dataset 

  
(d) Anomalies/Change Point Detection for 5 

Step-a-head Prediction for NAB Sudden Change 

dataset 

(e) Anomalies/Change Point Detection for 10 

Step-a-head Prediction for NAB Sudden 

Change dataset 
 

 

 
 

 

Figure 5.8: AD-LSTM Results for NAB Sudden Change dataset Datasets at AD-Model’s 

Initialized 𝛼. 
 

5.8(a) gives the legends of subfigures. Ground truth observations are shown in 5.8 (b), where all 

blue are normal point and red are anomalous/change points. 5.8 (c) gives the anomaly detection for 

1-step ahead prediction, 5.8 (d) shows the anomaly detection for 5-step ahead prediction and 5.8 (e) 

gives the anomaly detection for 10-step ahead prediction. The colour codes for true anomalous 

observations are red, true normal are blue, false anomalous are yellow and false normal observations 

are green. There are total five anomalous points (3 outlier and 2 change-points) at three different 

locations for NAB Sudden Change dataset and shown in sub-figure 5.8(b). OLACD is able to detect 

the 2 out of 3 and will not be able to any detect change-points in 1-step ahead prediction 

demonstrated in sub-plot 5.8(b) while able to detect all anomalous points including outliers and 

change-points in 5-steps ahead and 10-step ahead prediction represented in 5.8(d) and 5.8(e). 
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(b) Legends of subfigures (b)-(e) 

 

 
 

(b) NAB Sudden Change: Ground Truth (c ) Anomalies/Change Point Detection for 1 

Step-a-head Prediction for NAB Sudden 

Change dataset 

  
(d) Anomalies/Change Point Detection for 5 

Step-a-head Prediction for NAB Sudden Change 

dataset 

(e) Anomalies/Change Point Detection for 10 

Step-a-head Prediction for NAB Sudden 

Change dataset 
 

 

 
 

 

Figure 5.9: AD-LSTM Results for NAB Sudden Change dataset Datasets at AD-Model’s 

Initialized 𝛼. 
 

5.8(a) gives the legends of subfigures. Ground truth observations are shown in 5.8 (b), where all 

blue are normal point and red are anomalous/change points. 5.8 (c) gives the anomaly detection for 

1-step ahead prediction, 5.8 (d) shows the anomaly detection for 5-step ahead prediction and 5.8 (e) 

gives the anomaly detection for 10-step ahead prediction. The colour codes for true anomalous 

observations are red, true normal are blue, false anomalous are yellow and false normal observations 

are green. There are total five anomalous points (3 outlier and 2 change-points) at three different 

locations for NAB Sudden Change dataset and shown in sub-figure 5.8(b). OLACD is able to detect 

the 2 out of 3 and will not be able to any detect change-points in 1-step ahead prediction 

demonstrated in sub-plot 5.8(b) while able to detect all anomalous points including outliers and 

change-points in 5-steps ahead and 10-step ahead prediction represented in 5.8(d) and 5.8(e). 
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(a) Legends of subfigures (b)-(e) 

 

  
(b) NAB Continuous Chang: Ground Truth (c ) Anomalies/Change Point Detection for 1 

Step-a-head Prediction for NAB Continuous 

Chang dataset 

 v  

(d) Anomalies/Change Point Detection for 5 

Step-a-head Prediction for NAB Continuous 

Chang dataset 

(e) Anomalies/Change Point Detection for 10 

Step-a-head Prediction for NAB Continuous 

Chang dataset 
 

 

 

Figure 5.10:  AD-LSTM Results for NAB Continuous Chang Dataset at AD-Model’s Initialized 𝛼. 
 

5.9(a) gives the legends of subfigures. Ground truth observations are shown in 5.9 (b), where all 

blue are normal point and red are anomalous/change points. 5.9 (c) gives the anomaly detection for 

1-step ahead prediction, 5.9 (d) shows the anomaly detection for 5-step ahead prediction and 5.9 (e) 

gives the anomaly detection for 10-step ahead prediction. The colour codes for true anomalous 

observations are red, true normal are blue, false anomalous are yellow and false normal observations 

are green. There are total five anomalous points (3 outlier and 2 change-points) at three different 

locations for NAB Continuous Change dataset and shown in sub-figure 5.9(b). OLACD is able to 

detect the 2 out of 3 and will not be able to any detect change-points in 1-step ahead prediction 

demonstrated in sub-plot 5.9(b) while able to detect all anomalous points including outliers and 

change-points in 5-steps ahead and 10-step ahead prediction represented in 5.9(d) and 5.9(e). 
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(a) Legends of subfigures (b)-(e) 

 

 
 

(b) NAB Incremental Change dataset: Ground 

Truth 

(c ) Anomalies/Change Point Detection for 1 

Step-a-head Prediction for NAB Incremental 

Change dataset 

 
 

(d) Anomalies/Change Point Detection for 5 

Step-a-head Prediction for NAB Incremental 

Change dataset 

(e) Anomalies/Change Point Detection for 10 

Step-a-head Prediction for NAB Incremental 

Change dataset 
 

 

 
 

Figure 5.11: AD-LSTM Results NAB Incremental Change Datasets at AD-Model’s Initialized 𝛼. 
 

5.10(a) gives the legends of subfigures. Ground truth observations are shown in 5.10 (b), where all 

blue are normal point and red are anomalous/change points. 5.10 (c) gives the anomaly detection for 

1-step ahead prediction, 5.10 (d) shows the anomaly detection for 5-step ahead prediction and 5.10 

(e) gives the anomaly detection for 10-step ahead prediction. The colour codes for true anomalous 

observations are red, true normal are blue, false anomalous are yellow and false normal observations 

are green. There are total 66 anomalous points that includes 3 anomalies and 2 change points that 

comprises the 2 set of 63 observation (3 anomalous data points are considers as outlier at first 

location in figure 5.10(b). OLACD is able to detect the 56 out of 66 anomalies and change-points in 

1-step ahead prediction demonstrated in sub-plot 5.10(b) while able to detect all anomalous points 

including outliers and change-points in 5-steps ahead and 10-step ahead prediction represented in 

5.10(d) and 5.10(e).     
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(a) Legends of subfigures (b)-(e) 

 
(b) Sine Amplitude Change: Ground Truth 

 

 
(c)  Anomalies/Change Point Detection for 1 Step-a-head Prediction for Sine Amplitude Change 

dataset 

 
(d)  Anomalies/Change Point Detection for 5 Step-a-head Prediction for Sine Amplitude Change 

dataset 

 
(e)  Anomalies/Change Point Detection for 10 Step-a-head Prediction for Sine Amplitude Change 

dataset 
 
 

Figure 5.12: AD-LSTM Results for Sudden Amplitude Change Sine Signal Datasets at AD-

Model’s Initialized 𝛼. 
 

5.11 (a) gives the legends of subfigures. Ground truth observations are shown in 5.11 (b) where all 

blue are normal point and red are anomalous/change points. 5.11 (c) gives the change-points 

detection for 1-step ahead prediction, 5.11 (d) shows the change-points detection for 5-step ahead 

prediction and 5.11 (e) gives the change-points detection for 10-step ahead prediction. The colour 

codes for true anomalous observations are red, true normal are blue, false anomalous are yellow and 

false normal observations are green. 
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(a) Legends of subfigures (b)-(e) 

 
(b) Sine Frequency Change: Ground Truth 

 
(c)  Anomalies/Change Point Detection for 1 Step-a-head Prediction for Sine Frequency Change 

data 

 
(d)  Anomalies/Change Point Detection for 5 Step-a-head Prediction for Sine Frequency Change 

data 

 
(e)  Anomalies/Change Point Detection for 10 Step-a-head Prediction for Sine Frequency Change 

data 
 

Figure 5.13: AD-LSTM Results for Sudden Frequency Change Sine Signal Datasets at AD-

Model’s Initialized 𝛼. 
 

5.12 (a) gives the legends of subfigures. Ground truth observations are shown in 5.12 (b) where all 

blue are normal point and red are anomalous/change points. 5.12 (c) give the change-points 

detection for 1-step ahead prediction, 5.12 (d) shows the change-points detection for 5-step ahead 

prediction and 5.12 (e) gives the change-points detection for 10-step ahead prediction. The colour 

codes for true anomalous observations are red, true normal are blue, false anomalous are yellow 

and false normal observations are green. 
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5.5.3 Online Change Detection Model’s Performance Metrics Results 

 

To evaluate the change detection methods on different time series, we use the standard metrics of 

precision, recall, F-score accuracy, G-mean and Area Under Curve (AUC). Table 4.4 summarise the 

performance metrics results of online anomaly detection model in five data sets.  

 

 

 

As demonstrated in table 5.4, accuracy is always high when the model detects the greatest 

number of anomalies, regardless of the greater number of false positive detections. The 

measure recall is straightforward, since it relates to the proportion of an anomalous class of 

interest (anomalous points) that was properly identified. As a result, recall is always higher 

when the model detects a large number of anomalous points. Precision (also known as positive 

predictive value) is the proportion of relevant instances among those retrieved. As a result, the 

      

TABLE 5.4: PERFORMANCE METRICES FOR UNIVARIATE TIME SEREIS WITH 

TANSITORY ANOMALIES AND CHANGE-POINTS 
 

Performance Measures  

# of 

Pred. 

Data 

points 

Alpha 

(𝜶) 
TP FN FP TN Precision  Recall 

F-

score 
Acc. 

G-

mean 
AUC 

 

Sudden Change  

1 3433 0.0025 2 3 40 3388 0.048 0.400 0.085 0.987 0.629 0.931  

5 3429 8.34E-12 5 0 106 3318 0.045 1.000 0.086 0.969 0.984 0.991  

10 3424 1.49E-13 5 0 81 3338 0.058 1.000 0.110 0.976 0.988 0.988  

Continuous Change  

1 3433 0.005 2 3 30 3398 0.063 0.400 0.108 0.990 0.630 0.890  

5 3429 8.76E-10 5 0 44 3380 0.102 1.000 0.185 0.987 0.994 0.994  

10 3424 2.09E-24 5 0 93 3326 0.051 1.000 0.097 0.973 0.986 0.992  

Incremental Change  

1 3433 0.0025 56 10 98 3269 0.364 0.848 0.509 0.969 0.908 0.938  

5 3429 3.61E-14 64 2 87 3276 0.424 0.970 0.590 0.974 0.972 0.989  

10 3424 1.04E-28 62 4 68 3290 0.477 0.939 0.633 0.979 0.959 0.991  

Sudden frequency change (Sine Wave)  

1 13900 3.18E-05 332 334 634 11600 0.344 0.498 0.407 0.925 0.688 0.765  

5 13896 1.89E-15 500 166 957 11273 0.343 0.751 0.471 0.913 0.832 0.922  

10 13891 2.00E-25 650 16 
101

5 
11210 0.390 0.976 0.558 0.920 

0.946 0.944 
 

Sudden amplitude change (Sine Wave)  

1 12900 7.57E-05 303 231 505 12861 0.375 0.567 0.452 0.947 0.739 0.724  

5 12896 2.54E-16 524 10 813 11549 0.392 0.981 0.560 0.936 0.957 0.838  

10 12891 1.98E-34 496 38 474 12883 0.511 0.929 0.660 0.963 0.947 0.947  
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model provides high precision only when it can anticipate all potential anomalous locations 

with extremely few false predictions, as shown in table 5.4.  

 

Because F-score is the harmonic mean of a system's precision and recall values, the suggested 

anomaly detection model performance results in table 5.4 show that F-score is always greater 

when there is high precision. As demonstrated in table 5.4, accuracy is always high when the 

model detects the greatest number of anomalies, regardless of the greater number of false 

positive detections. As a result of the class imbalance, accuracy is not a good metric. Because 

the ratio of changes to total data is minimal, many studies measure the G-mean, which is often 

employed as an indication of model effectiveness in the situation of an imbalanced class 

distribution. 

 

This employs both Sensitivity and Specificity measurements to evaluate the algorithm's 

effectiveness in terms of the ratio of positive accuracy (Sensitivity) and the ratio of negative 

accuracy (Specificity) (Specificity). The G-mean measure of the anomaly detection model is 

always greater when the model predicts the largest number of anomalies/true positives, as 

shown in table 5.4, and values of G-mean are compromised when the model makes incorrect 

predictions. The performance in AUC is reported for all data sets in table 5.4, which will be 

explored further in the next section. 

 

5.5.4 Online Change Detection Model’s Performance Results in Term of AUC 

 

For validating our proposed novel anomaly and change-point detection algorithm we are using 

same data sets and performance measures (e.g., AUC) used by existing online anomaly 

detection technique proposed by Saurav et al. in 2018 [3] and comparing our results in term of 

Area Under ROC Curve (AUC), which is given in table 5.3. Although the value of 𝛼 (Alpha) 

is chosen by AD model by itself but to generate the Receiver Operating Characteristic Curve 

(ROC, each experiment is repeated with different values of 𝛼 (Alpha). Whereas different values 

of 𝛼 will be find as per equation 4.1, including 𝛼0 = 0 and 𝛼1 = 1 for 𝑛 = 0.  

 

Finding the different value of significance level 𝛼 (Alpha) is discussed in section 4.4.3 and we 

perform the experiments repeatedly until we find the no difference in True Positives and False 

Positives in two/more consecutive run using same parameter specified in table 5.1. Table 5.3 
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give the experimental results at model’s initialized 𝛼 alpha. Then Area under ROC is calculated 

using trapezoidal rules.  

 

Performance for proposed OLACD is given by Area under the Receiver Operating Curve 

(AUC-ROC). AUC for each experiment for five considered time series are presented in figure 

5.13. Figure 5.13 (b), 5.13 (c), and 5.13 (d) give the AUC for NAB sudden change dataset for 

1, 5 and 10 predictions respectively. AUC for NAB continuous change time series for 1, 5 and 

10 predictions are given in figure 5.13 (e), 5.13 (f), and 5.13 (g) while AUC for NAB 

incremental change dataset for 1, 5 and 10 predictions are presented in figure 5.13 (h), 5.13 (i), 

and 5.13 (j). AUC for synthetic sine wave frequency change time series for 1, 5 and 10 

predictions are given in figure 5.13 (k), 5.13 (l), and 5.13 (m) while AUC for sine wave 

amplitude change dataset for 1, 5 and 10 predictions are presented in figure 5.13 (n), 5.13 (o), 

and 5.13(p).  

   

The lower left most corner of ROC in each subfigure of figure 5.13, shows that if 𝛼=0, every 

data point is considered as normal so at 𝛼=0, TPR=0 and FPR=0. If we consider alpha equal 1 

then every data point is considered as anomaly, so at 𝛼=1, TPR=1 and FPR=1, which is shown 

in upper right corner of ROC.  

AUC for five of observed change point time series are presented in table 5.3 and demonstrated 

in figure 5.8. AUC for NAB sudden change dataset is 0.931, 0.991 and 0.988 respectively for 

1, 5 and 10 step-a-head predictions shown in 5.13 (b), (c) and (d). AUC for NAB continuous 

change dataset is 0.890, 0.994 and 0.992 respectively for 1, 5 and 10 step-a-head predictions 

shown in 5.13 (e), (f) and (g). AUC for NAB incremental change dataset is 0.938, 0.989 and 

0.991 respectively for 1, 5 and 10 step-a-head predictions shown in 5.13 (g), (i) and (j).  AUC 

for sine frequency change dataset is 0.765, 0.992 and 0.944 respectively for 1, 5 and 10 step-

a-head predictions shown in 5.13 (k), (l) and (m).  While AUC for sine amplitude change 

dataset is 0.724, 0.838 and 0.947 respectively for 1, 5 and 10 step-a-head predictions shown in 

5.13 (n), (o) and (p). 
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(b) Legend of Subfigures 

 

   
(b) AUC for NAB Sudden Change: 1 step-a-head 

Predictions  

(c) AUC for NAB Sudden Change: 5 step-a-

head Predictions 

(d) AUC for NAB Sudden Change: 10 step-a-head 

Predictions 

 
  

(e) AUC for NAB Continuous Change: 1 step-a-

head Predictions  

(f) AUC for NAB Continuous Change: 5 step-a-

head Predictions 

(g) AUC for NAB Continuous Change: 10 step-a-

head Predictions 

   
(h) AUC for NAB Incremental Change: 1 step-a-

head Predictions  

(i) AUC for NAB Incremental Change: 5 step-

a-head Predictions 

(j) AUC for NAB Incremental Change: 10 step-a-

head Predictions 

   
(k) AUC for Sine Frequency Change: 1 step-a-

head Predictions  

(l) AUC for Sine Frequency Change: 5 step-a-

head Predictions 

(m) AUC for Sine Frequency Change: 10 step-a-

head Predictions 

   
(n) AUC for Sine Amplitude Change: 1 step-a-

head Predictions  

(o) AUC for Sine Amplitude Change: 5 step-a-

head Predictions 

(p) AUC for Sine Amplitude Change: 10 step-a-

head Predictions 
 

Figure 5.14: AUC for Proposed Anomaly and Change-Point Detection Algorithm. 
 

False positive rate (FPR) is given on x-axis and True positive rate (TPR) is given on y-axis of all 

subfigures.5.13(b), (e), (h), (k) and (n) shows the AUC for 1-step Prediction for their respective datasets. 5.13 

(c), (f), (i), (l) and (o) are AUC for 5-step Prediction while 5.13 (d), (g), (j), (m) and (p) gives the AUC for 10-

step Prediction for their respective time series. Legends for each sub-figure given in 5.13 (a). AUC for NAB 

sudden change dataset is 0.931, 0.991, 0.988 respectively for 1, 5 and 10 step-a-head predictions shown in 

5.13 (b), (c) and (d). AUC for NAB continuous change dataset is 0.890, 0.994, 0.992 respectively for 1, 5 and 

10 step-a-head predictions shown in 5.13 (e), (f) and (g). AUC for NAB incremental change dataset is 0.938, 

0.989 and 0.991 respectively for 1, 5 and 10 step-a-head predictions shown in 5.13 (g), (i) and (j).  AUC for 

sine frequency change dataset is 0.765, 0.992 and 0.944 respectively for 1, 5 and 10 step-a-head predictions 

shown in 5.13 (k), (l) and (m).  While AUC for sine amplitude change dataset is 0.724, 0.838 and 0.947 

respectively for 1, 5 and 10 step-a-head predictions shown in 5.13 (n), (o) and (p).  
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5.6 Discussion and Conclusion   

 

We have proposed a novel anomaly detection algorithm using LSTM (OLACD) that detects 

the anomalies based on the statistics of predictions error, details of model and methodology is 

given in chapter 3. In this chapter several experiments are undertaken as a means to fully 

comprehend the effectiveness and validity of OLACD algorithm. The formulated training and 

anomaly detection algorithm are experimentally analysed by implementing fifteen experiments 

using fully connected LSTMs model; train with backpropagation through time (BPTT), 

mapping univariate time series and these were implementing in MATLAB. Details of all 

experiments along with the parameter is given in table 5.2, where comparison of performance 

results in term of AUC is illustrated in table 5.5.  

 

One of the online versions of technique that computes the statistics of error for streaming data 

and use these statistics for either transitory (outlier) anomaly detection or permanent (change-

point) anomaly detection is proposed by Saurav et. al. in 2018  [5], which computes anomaly 

TABLE 5.5: COMPARISON OF RESULTS IN TERM OF AUC FOR PROPOSED 

ONLINE ANOMALY DETECTION AND CHANGE-POINT DETECTION MODEL 

USING LSTM FOR UNIVARIATE TIME SEREIS WITH Saurav et. al. [5] 
 

 

 PERFORMANCE RESULTS FOR TIME SERIES  
DATA SETS PREDICTION 1 PREDICTION 5 PREDICTION 10 

AREA UNDER CURVE (AUC) 

(Saurav et. al. [5]) (Proposed)   (Saurav et. al. [5]) (Proposed)   (Saurav et. al. [5]) (Proposed)   

 
NAB-Sudden 
Change 0.939 0.931 0.977 0.991 0.967 0.988 

 
NAB-
Continuous 
Change 0.555 0.890 0.708 0.994 0.612 0.992 

NAB-
Incremental 
Change 0.738 0.938 0.893 0.989 0.944 0.991 

Sudden 
frequency 
change (Sine 
Wave) 0.696 0.765 0.839 0.922 0.899 0.944 

Sudden 
amplitude 
change (Sine 
Wave) 0.872 0.724 0.908 0.838 0.931 0.947 
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score based on error statistics and update the model parameter accordingly. Saurav et. al. in 

2018  [5] validates the results of their online model in term of Area Under ROC Curve (AUC).  

 

While our proposed novel approach for change-point detection is work in an online manner for 

streaming data and we also validate the results of our online approach in term of AUC, so we 

are comparing our results with online anomaly detection technique proposed by Saurav et. al. 

in 2018  [5]. For producing direct comparison, we are using same data sets and performance 

measures to validate our online anomaly and change-point detection model that use in [5]. 

Hence, the performance of proposed novel online change-point detection model is compared 

with the model by Saurav et. al. [5] in term of AUC and comparison is given in table 5.3. The 

results of investigations show that the proposed OLACD is working as good as the existing 

online model proposed in [5] in some cases, and novel OLACD is working better than existing 

model in most of case as shown in Table 5.3. Proposed OLACD model seems to be robust to 

change-points/permanent anomalies while working with multi-step ahead predictions as 

compare with the 1-step ahead prediction.   

 

It is shown in table 5.3, 5.4 and 5.5 that OLACD model is less responsive to change-

points/long-term anomalies in the 1-step ahead predictions and performing late detection rather 

than early detection, whereas the 1-step ahead predictions give advantage in term that it detects 

small number of false positives as compare to the multi-step ahead predictions. So, the AUC 

for 1-step ahead predictions for two data sets is lower than the model propsed in [5], for instance 

the AUC for NAB-Sudden Change dataset for 1-step ahead prediction is 0.931, for NAB-

Continous Change dataset is 0.890, for NAB-Incremental Change dataset is 0.938, for Sudden 

Frequency Change datasest is 0.765 and for Sudden Amplitude Change data set is 0.724. The 

AUC resluts by Saurav et. al. [5] are not good for 1-step ahead predictions for NAB-Continous 

Change dataset which is 0.555, for NAB-Incremental Change dataset which is 0.738 and 

Sudden Frequency Change which is 0.696, while model in [5] perform as good as OLACD 

model for 1-step ahead predictions for NAB-Sudden Change dataset which is 0.939 and 

perform better than OLACD for 1-step ahead predictions for Sudden Amplitude Change dataset 

which is 0.872.  
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Comparison results demonstrated that our propsed online change-point detection algorithm is 

more robust to the changed in input data distribution when it work in multi-steps ahead 

predictions and performing early change-point detection that is one of the main characteristics 

of change-point detection techniques.  Therefore, the AUC for 5-step ahead predictions 4 out 

of 5 compared datasets are higher than the model propsed in [5], for instance the AUC for 

NAB-Sudden Change dataset for 5-step ahead prediction is 0.991, AUC for NAB-Continous 

Change dataset is 0.994, for NAB-Incremental Change dataset is 0.989, for Sudden Frequency 

Change datasest is 0.922. On the other hand the AUC for 5-step ahead prediction for 4 datasets 

that produces by [5] are lower than proposed OLACD algorithm, which are, AUC for NAB-

Sudden Change dataset for 5-step ahead prediction is 0.977, AUC for NAB-Continous Change 

dataset is 0.708, for NAB-Incremental Change dataset is 0.893, for Sudden Frequency Change 

datasest is 0.839. The AUC for 5-step ahead prediction for Sudden Amplitude Change data set 

is 0.838 which is lower than model in [5] that is 0.908.  

 

The AUC for 10-step ahead predictions for all five compared datasets are also higher than the 

model given in [5], for illustration the AUC for NAB-Sudden Change dataset for 10-step ahead 

prediction is 0.988, AUC for NAB-Continous Change dataset is 0.992, for NAB-Incremental 

Change dataset is 0.991, for Sudden Frequency Change datasest is 0.944 and for Sudden 

Amplitude Change datasest is 0.947, which are better than the results computed by [5] which 

are AUC for NAB-Sudden Change dataset for 10-step ahead prediction is 0.967, AUC for 

NAB-Continous Change dataset is 0.612, for NAB-Incremental Change dataset is 0.944, for 

Sudden Frequency Change datasest is 0.899 and for Sudden Amplitude Change datasest is 

0.931. 

 

It is shown in table 5.5 that model trained with  1 -step ahead predictions produces less number 

of false positives as comapre to multi-step predictions (5-steps ahead or 10-steps ahead) so we 

can say that there is a trad off between early change-detection and prediction horizon, but model 

is more resposive to change-points in multi-step ahead predictions.      
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Chapter 6 

Conclusion and Future Work 

 

This final chapter will provide some discussion on approach in section 6.1 which was 

develop in Chapter 3 and verified for Short-term Anomalies in Chapter 4 and for Long-term 

Anomalies in Chapter 5. The research work is concluded in section 6.2 and some future 

work is presented in section 6.3.  

 

6.1 Discussion  

 

The ubiquitousness of digital technologies adjacent with the significant processing power 

and storage capacity gives the unprecedented and exceptional ability to researcher for 

retrieving and evaluating the streaming data. However, very often there is lack of the 

resources to utilise conventional data curation processes. For example, in supervised 

machine learning approaches, the data annotation process can be an expensive and 

cumbersome. Therefore, unsupervised learning methods are presently hot topics in the 

machine learning and data mining community. 

 

Anomaly detection and change-point detection have become a crucial technique in data 

mining for identifying culpabilities, detecting malicious activities, and isolating erroneous 

measurements from data stream. Anomaly detection and change-point detection in time 

series are the significant tasks with several practical applications in real life, thus, there has 

been an increase in demand for practical online anomaly detection and change-point 

techniques. However, for anomaly detection to be efficient in the changing environments, 

there are several important research challenges which are addressed in this paper. These 

practical application environments can generate high speed data streams, which makes 

manual annotation of a large proportion of the observations difficult. Moreover, many 

monitoring environments of interest exhibit non-stationary behaviour, as normal behaviour 
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can evolve over time. The conventional methodology of training a model in an offline way 

using historic data is probable to fail under non-stationary and dynamically changing 

environments where the description of normal behaviour changes over time making the 

model irrelevant and ineffective. Consequently, online unsupervised approaches to anomaly 

detection are vital and it is proposed, which can work with unlabelled and non-annotated 

datasets from non-stationary environments and can rapidly be retrained after changes in the 

environment. In this thesis we have focused on efficient and robust unsupervised model-

based anomaly detection and change-point detection technique that were tailored to address 

the above challenges and has the potential to adapt to the complexity of changing 

environments.  

 

It is very challenging task to detect the anomalies and change-points for non-annotated 

streaming data and in such case unsupervised methods are essential. To best of our 

knowledge the unsupervised methods for anomaly and change-point detection are model-

free and require manual parameters tweaking which is main constraint in online process.  

 

We have proposed a novel algorithm based on Long Short-Term Memory Networks 

(LSTMs) for time series anomaly detection and change-point detection which is capable to 

addresses the challenges posed by deviation from normal behaviour, either transitory 

(anomaly) or permanent (change point). The algorithm is capable to detecting spatial and 

temporal anomalies in predictable non-stationary environment and meets the requirements 

of real-time, online detection without look-ahead and supervision of continuously incoming 

data stream. The model is trained in incremental way for each new incoming data and can 

adapt the changes in the data distribution. A contemporary state-of-the-art recurrent neural 

network such as LSTMs is used to make single step/multi step predictions for each point of 

incoming data stream, and the prediction errors are used to update the LSTM model as well 

as detect anomalies and change points.  Large prediction error is used to signify either 

transitory anomalous behaviour or a permanent change in normal behaviour. Additionally, 

the prediction errors are also used to update the LSTM training model in such a way that 

short-term transitory anomalies or outliers do not cause a drastic change in the model 

parameters.  However high prediction errors over a period lead to substantial updates in the 

model parameters such that the model promptly adapts to the new norm.  
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The proposed method, unlike various of the existing methods, does not necessitate any prior 

distributional knowledge, trained model, or user-designated parameters such as threshold, 

getting it suitable for a wide range of domains.  The proposed novel online anomaly and 

change detection model only necessitates a brief period for initialization of parameters at 

start which incrementally updated with time as new data arrives. Through empirical 

evidence, we demonstrate that the proposed novel model is capable to adapt to different 

types of changes including sudden change, gradual, and incremental changes in mean value 

as well as adapt to changes in frequency and amplitude for periodic time series. 

 

As demonstrated in table 4.4 and 5.4, accuracy is always high when the model can identify 

the highest number of anomalies and changes points, regardless of how many false positives 

are identified. Since it relates to the proportion of an anomalous class of interest (anomalous 

or changes points) that was truly identified. The measure recall is rather simple. Therefore, 

when a model detects a large number of anomalous points, recall is always higher. The 

proportion of relevant examples among the recovered instances is known as precision, also 

known as positive predictive value. As a result, the model only provides high precision when 

it can anticipate all potential anomalous locations with a very low number of erroneous 

predictions, as shown in table 4.4 and 5.4. The performance results in table 4.4 and 5.4 for 

the proposed anomaly and change detection model show that high precision always leads in 

higher F-scores since F-score is the harmonic mean of a system's precision and recall values. 

In spite of the increased rate of false positive detections, accuracy is always high when the 

model is able to identify the greatest number of anomalies, as shown in table 4.4 and 5.4. 

Therefore, accuracy is not a good metric because of the class imbalance. Due to the modest 

ratio of changes to total data, the G-mean, which is frequently employed as an indication of 

model performance in cases with an unbalanced class distribution, is measured by many 

studies. Sensitivity and Specificity metrics are used to evaluate the algorithm's performance 

in terms of both the ratio of positive accuracy (Sensitivity) and the ratio of negative accuracy 

(Specificity). Table 4.4 and 5.4 demonstrates that the G-mean measure of the anomaly 

detection model is always greater when the model can forecast the largest number of 

anomalies/true positives, and values of G-mean are compromised when the model predicts 

the incorrect predictions.  
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Following are essential observations which can be made from the evaluation of proposed 

online anomaly and change-point detection system:  

 

(1) We observe that online scaling only effectively converts the range of time series either 

non-stationary or stationary as can be seen in Figures 4.1 and it will not change the 

properties of time series and distribution of streaming data stream. This indicates that 

the proposed online approach is not only able to deal with the cases where only mean 

shifts such as in Figure 5.4b and 5.4d, but also it is similarly effective to the stream with 

continuously increasing (or decreasing) such as in Figure 5.4c. 

(2) The model is successfully able to detect incremental anomaly (e.g., Figure 5.5g, 5.5j 

and 5.5m between points 2000-2200) also able to detect continuous anomaly (e.g., 

Figure 5.5f, 5.5i and 5.5l between points 2000-2200) and rapidly adapt to changes 

without any external interference. 

 

(3) Pros and cons of multi-step prediction:  

 

(a) The multi-step estimate portrays a significant role in detecting anomalies and 

change-points and adapting to the change. We perceive that model perform better for 

𝑙 > 1 compared to models with 𝑙 = 1 for most data sets in terms of AUC as shown in 

Table 4.5 and 5.5.  

(b) We observe that model trained for predictions of 𝑙 > 1 are more competent to detect 

change points much earlier as compared to model trained to predict only the next 

point with 𝑙 = 1.  

(c) This is specifically useful for detecting changes that are of temporal nature (i.e., 

frequency change and amplitude change) and difficult and most of time not able to 

be detected by point-wise models where the network trained to predict only one point 

with 𝑙 = 1.  

(d) Predictions with 𝑙 = 1 is not able to detect amplitude change in figure 5.7d and 

frequency change in figure 5.7e when they happen and, in some cases, it starts 

adapting much later when substantial changes in input distribution are visible to 

model, as shown in third subplot in Figure 5.7d and 5.7e. On the other hand, models 

with 𝑙 = 5 and 𝑙 = 10 are capable to detect changes in frequencies and amplitude 

considerably earlier as shown in Figures 5.7f, 5.7g, 5.7h and 5.7i. The models trained 
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with 𝑙 = 1 rely on the changes in input distribution to produce smaller probabilities 

whereas models trained on 𝑙 > 1 (such as al 𝑙 = 5 and 𝑙 = 10) detect the temporal 

changes in the target output distribution and are consequently able to detect changes 

much early.  

(e) We also observe that networks trained for 𝑙 = 1 take more time to adapt to the changes 

as compared to the model trained with 𝑙 > 1, shown respective subplots of figures 

5.6 and 5.7  

(f) The model with 𝑙 = 1 is not able to detect small changes in frequency, such as the 

second change in cycle length started nearly from 9000 in figure 5.7e. However, the 

models trained at 𝑙 = 5 and 𝑙 = 10 are able to capture this small change in frequency 

as indicated in figure 5.7g and figure 5.7i. 

(g)  (d) Even though 𝑙 > 1 in most case the model ensures to detection the changes either 

transitory or permanent, but it also leads to extended periods where the effect of 

change point is reflected in the probabilities. This is clearly visible in respective 

subplots of figures 5.6 and 5.7, where changepoint lead to continuous smaller 

probabilities at future time steps after the changepoint is over. So, we can say by 

observing model that networks trained for 𝑙 = 1 take more time to adapt to the 

changes as compared to the model trained with 𝑙 > 1, shown respective subplots of 

figures 5.6 and 5.7  

(h) Unlike other method [5], our method has the advantage that only detect the anomalies 

as quickly as possible but did not let the anomalies to make drastic change in 

distribution that is clearly visible in Figures 4.2 and 4.3. But in case of point 

anomalies this suggests that there is a trade-off between how early the anomaly 

detection happened and how long do the false positives last is depending on 

prediction length 𝑙. 

 

6.2 Conclusion   

 

Anomaly detection and change-point detection are important problem within various 

research and application realms and have seen considerable advances in the last few decades. 

Among lot of available literature on the topic of the general anomaly detection, the amount 

of available literature is significantly lower when this problem is restricted to the online 



Chapter 6: Conclusion and Future Work     149 
 

 
 

anomaly and changepoint detection in time-series.  there exists now a suite of methodologies 

that can be utilized to the unsupervised problem for univariate time series but most of these 

approaches are target either anomaly detection or changepoint detection. The objective of 

this thesis has been to develop efficient and effective general techniques that can leverage 

these existing approaches [5] to improve anomaly and change detection performance in fully 

online manner. 

 

We demonstrated the efficiency of the proposed approach on a diverse set of synthetic, 

publicly available and proprietary real-world datasets [6, 27], and our novel technique is 

capable to follow the ideal characteristics of online anomaly and change detection models 

that described in chapter 1, such as; 

 

 1. Model has been capable of making predictions in online manner, such that our proposed 

algorithm identifies the state of 𝑥𝑡  from input data stream as normal or anomalous before 

receiving the sub- sequent 𝑥𝑡+1.  

2. The algorithm has been learned continuously in an online way without a requirement of 

storing the entire time series. 

 3. The algorithm has worked in an unsupervised, automated manner, such that, it was not 

presume data annotation except assuming labels during evaluation. 

4. The algorithm has integrated information about all previous data points and incorporated 

into the current detection. 

4. The algorithm has independent of manual parameter setting and tweaking; our proposed 

system has not been relying on the choice of user-define threshold.  

5. Algorithms adapt to dynamic environments and change points. 

6. Algorithm has capable to target the class imbalance/rare class in streaming data and detect 

anomalies as early as possible.  

7. Algorithms has able to minimize false positives and false negatives; and maximize the 

true positives and true negatives, and this requirement is mostly achieved by increasing the 

prediction horizon.  
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It is concluded that the aim of this study has been achieved which is to develop an effective 

and efficient unsupervised model-based parametric methodology for anomaly detection in 

continuous time series in an online setting by modelling the noise, such that the model 

computes the statistic of the error incrementally to detect the anomalies and change-points.  

 

The proposed system is achieved all the objectives of research so far given in chapter 1, 

which are: 

 

6) We have investigated and identified the knowledge gaps by critically analysed the 

current offline anomaly detection method and need of online anomaly detection 

method in chapter 2. 

7) System has utilized contemporary RNN [19, 134] based approach to handle both 

outlier/point anomalies and change points simultaneous in an online way for 

streaming data, and methodology of proposed system was given in details in chapter 

3. 

8) System has introduced and evaluated a novel proposed online anomaly and change-

point detection for non-linear time series regression problem of multistep ahead 

predictions using LSTMs and discussed in chapter 4 and 5. 

9) We validated the performance achieved by proposed novel online anomaly detection 

algorithm with respect to conventional methods and results are discussed in details 

chapter 4 and 5.  

10) We investigated that various architecture of LSTM for one/multistep predictions, to 

find out the best architecture that gives the better performance. 

11) We investigated new features such as threshold automatic estimation to propose 

novel algorithms to make it fully online and responds to changing behaviour of data 

either transitory (i.e., outlier) or permanent (i.e., change points). 

 

Altogether, the above-mentioned requirements are fulfilled by our proposed novel anomaly 

and change-point system which recommend that online anomaly and change detection for 

streaming data is a fundamentally different problem than static offline methods. As 

discussed in related work given in chapter 2, the majority of existing algorithms are not 

appropriate for both anomaly and change-point detection for streaming applications at same 
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time. But the proposed method is capable for detecting both types simultaneously in an 

online way, that is shown by evaluating performance for anomaly detection in chapter 4 and 

for change-point detection in chapter 5. In next section we will discuss observations from 

proposed method.  

 

6.3 Future Work 

 

By observing and evaluation proposed model there are several works which we are intended 

to work-on in future. 

 

(1) This is proved in this thesis and results demonstrated in table 4.5 and 5.5 that the 

proposed online anomaly and change detection algorithm is effective and efficient for 

univariate time series, therefore our next goal is extended the existing model to fully 

online single/multistep multivariate anomaly and change detection for time series in 

non-stationary environment. 

(2) We would like to perform the sensitivity analysis of various parameters of proposed 

system, including model learning parameters such as weights, learning threshold, 

recurrent frame size etc., and anomaly detection parameters such as 

𝜇𝑡(𝑚𝑒𝑎𝑛), 𝑉𝑡(𝑐𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 ) , 𝜏𝑡(𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) and 𝛼 (alpha).  This will give us the 

opportunity to optimize the system by finding the parameter which effect the system 

performance. 

(3) Currently, in this thesis we have evaluated the effectiveness and efficiency of proposed 

algorithm using contemporary one type of shallow recurrent neural network (LSTM 

with one hidden layer) [1, 134]. The efficiency of algorithm can be improved by 

utilizing deep recurrent neural networks which helps to train the model with high 

accuracy and precision that generate with low error. So, it would be beneficial to 

compare the efficiency of proposed algorithm using different modern RNN such as 

Bidirectional RNN [19], Convolutional RNN [94], Gated Recurrent Units [5]and etc. 

(4) As the system is fully automated and initializes all parameter only from the small 

amount of presumably non-anomalous data which is available for training the networks 

before starting the actual anomalies/changepoint predictions, so we would like to 
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investigate and add new feature that improve the efficiency of proposed algorithms, 

such that the feature  help improving the initialization of anomaly detector parameters  

(5) that continuously updated with time and includes  𝜇𝑡(𝑚𝑒𝑎𝑛), 𝑉𝑡(𝑐𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 ),

𝜏𝑡(𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) and also that initialized at one and remain same thought the completion 

of one experiment such as 𝛼 (alpha). The value 𝛼 (alpha) is the significance level for 

chi-square test of independence, which is the probability of rejecting the null hypothesis 

when it is true. For example, a significance level of 0.001 indicates a 0.1% chance of 

concluding that 𝑥𝑡 is anomalous at time 𝑡 and 9.99% chance of 𝑥𝑡 being concluded as 

normal data point. This is important when the streaming data is habitually having rare 

class/ imbalance class.    

(6) We performed all experiments using backpropagated phase of first order automatic 

differentiation [135] and we would like to extend the research by assuming and utilizing 

second order automatic differentiation [135] and compare the results with currently 

proposed algorithms. 

(7) Finally, currently, we are utilizing general architecture of interconnected neurons/units 

that disseminated calculated information to next layers and combinedly make layered 

architecture fulfilling the characteristics of artificial neural networks that usually 

generates the error at last layer and network decision is dependent on the generated error  

[19]. We would like to investigate and introduce the probabilistic interconnected neuron 

[136] which presumably decide at individual level that either the calculated information 

is disseminated forward or discarded, and eventually final decision will make at final 

layer [136].  
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