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Featured Application: The proposed automatic emotion recognition system has been deployed
in the classroom environment (education) but it can be used anywhere to monitor the emotions
of humans, i.e., health, banking, industries, social welfare etc.

Abstract: Emotions play a vital role in education. Technological advancement in computer vision
using deep learning models has improved automatic emotion recognition. In this study, a real-time
automatic emotion recognition system is developed incorporating novel salient facial features for
classroom assessment using a deep learning model. The proposed novel facial features for each
emotion are initially detected using HOG for face recognition, and automatic emotion recognition is
then performed by training a convolutional neural network (CNN) that takes real-time input from
a camera deployed in the classroom. The proposed emotion recognition system will analyze the
facial expressions of each student during learning. The selected emotional states are happiness,
sadness, and fear along with the cognitive–emotional states of satisfaction, dissatisfaction, and
concentration. The selected emotional states are tested against selected variables gender, department,
lecture time, seating positions, and the difficulty of a subject. The proposed system contributes to
improve classroom learning.

Keywords: automatic emotion recognition; deep learning in education; facial expression recognition
system; deep learning; CNN

1. Introduction

Emotions are a very important factor in decision-making, interaction, and perception.
Human emotions are diverse and we therefore have different definitions of emotions from
different perspectives. Emotions are the expressed internal states of an individual that
are evoked as a reaction to, and an interaction, with certain stimuli. The emotional states
of an individual are affected by the person’s intentions, norms, background, cognitive
capabilities, physical or psychological states, action tendencies, environmental conditions,
appraisals, expressive behavior, and subjective feelings [1].
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The researcher Tomkins conducted the first study and demonstrated that facial expres-
sions were reliably associated with certain emotional states [2]. Later, Tomkins recruited
Paul Ekman and Carroll Izard to work on this phenomenon, they performed a compressive
study regarding facial expression and emotions which are known as “universality studies”.
Ekman proposed universal facial expressions (happiness, sadness, disgust, anger, fear, and
neutral) and claimed that these were present in every human belonging to any culture,
these expressions were later agreed to be universal expressions [3].

Facial expressions are powerful tools to analyze emotions due to the expressive behav-
ior of the face, with the possibility of capturing rich content in multi-dimensional views.
Humans can use the movement of facial features to express their desired inner feelings and
mental states.

Emotions play a vital role in all human activities, recent developments in neurology
have shown that there is a connection between emotions, cognition, and audio functions [4].
Emotions have a strong impact on learning and thus play a vital role in education [5–7].
Emotions do not just impact traditional classroom learning but influence various types of
learning such as language learning, skills learning, ethics learning, etc.

A human possesses different emotions, and each has a different role in different
situations, it can therefore be said that there is no limit to the emotions affecting a classroom
environment. An educator needs to analyze their student’s facial expressions with a deep
understanding of the surrounding environment during learning in order to improve the
learning process [8,9].

Research studies have depicted the relationship between a students’ emotions explic-
itly expressed through the face and their academic performances; and have demonstrated
the importance of considering the quadratic relationship between a students’ positive
emotions during learning and their academic grades [10–16]. Good learning can have a
positive impact on the academic grades of the learner [17] while difficulty in learning can
lower a student’s academic grades and can cause dropout [18].

Automatic Emotion Recognition System

The most significant components of human emotions are input into machines so that
they can automatically detect the emotions expressed by a human through their facial fea-
tures. The advent of, and advancement in, automatic facial expression recognition systems
can tremendously increase the amount of processed data. The real-time implementation of
the FER can boost society. The FER can be applied in various areas such as mental disease
diagnosis, human social/physiological interaction detection, criminology, security systems,
customer satisfaction, human–computer interaction, etc. There are many computing tech-
niques that are used to automate facial expression recognition [19]. The most implemented
and successful technique is “deep learning” [20–24]. Deep learning is basically a subfield
of machine learning using artificial intelligence that imitates the biological processes of
the human brain and deals with algorithms inspired by the structure and function of the
human brain known as artificial neural networks. Jeremy Howard, on his Brussels 2014
TEDx talk, states that computers trained using deep learning techniques have been able to
achieve some effective computing processes that are similar to human emotion recognition
and which are necessary for machines to better serve their purpose [25].

The facial expression recognition systems use either static images or videos. Most
applications of facial expression recognition systems use imagery datasets [26,27]. It has
been observed that the imagery dataset requires a trained person to label the images into
discrete emotions and that, moreover, these discrete emotions do not cover the micro-
expression of the individual [28]. The research argues that analyzing facial expressions
using a huge imagery dataset with unnecessary input dimensions can decrease the efficiency
of the FER system. Similarly, another study concludes that images taken from different
angles, low resolution, and noisy backgrounds can be problematic in automatic facial
expression recognition [29–33]. Another research has argued that static images are not
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sufficient for automatic facial expression recognition and the authors conducted a study
using recorded video of the classroom to improve the accuracy of FER [34–37].

One of the researchers has divided their proposed emotion detection system into
positive and negative emotions [38]; they used two positive facial expressions happiness
and surprise and five negative expressions of anger, contempt, disgust, fear, and sadness
to analyze the impact of negative and positive emotions on students’ learning. Another
study was conducted to analyze students’ facial expressions in the classroom using deep
learning, focused on the concentration level and interest of learners using eye and head
movement [39].

There are many deep learning techniques used in building automatic facial expression
recognition systems. The convolutional neural network (CNN) is one of the most efficient
and widely used models to develop an automatic emotion recognition system [40–44]. The
Table 1. below show the existing facial expression recognition systems.

Table 1. Existing FER.

Author Technique Dataset

Wang et al. [45] SVM JAFFE

Zhang et al. [46] Patch based, SVM JAFFE

Poursaberi et al. [47] GL Wavelet, KNN JAFFE, CK, MMI

Owusu et al. [48] GF, MFFNN JAFFE, Yale

Dahmane et al. [49] HOG, SVM JAFFE

Biswas et al. [50] DCT, SVM JAFFE, CK

Hedge et al. [51] KLSWFDA, SVM JAFFE, Yale, FD

Kumar et al. [52] WPLBP JAFFE, CK+, MMI

Siddiqi et al. [53] SWLDA, HRCF JAFFE, CK+, MMI, Yale

Kim et al. [54] HOG, SVM Not mentioned

Makhmudkhujaev et al. [55] Local prominent directional pattern (LPDP) CK+, MMI, BU-3DFE, ISED, GEMEP-FERA,
FACES

Liu et al. [56] Average weighting + CNN Real time

Niu et al. [57] Feature extraction, SVM CK+, JAFFE, MMI

Liang et al. [58] Multi-scale action unit (AU)-based network
(MSAU-Net)

Self-generated 10,371 images and 1491 video
clips

Zhang et al. [59] GAN Multi-PIE, BU-3DFE, and SFEW

Appa et al. [60] CNN FER13, CK+, JAFFE

Borgalli et al. [61] CNN KDEF, RAFD, RAF-DB, SFEW, and AMFED+

Fang et al. [62] Ghost-CNN RAF-DB, FER2013 and FERPlus

Khattak et al. [63] CNN JAFFE, CKUTKFace

Liu et al. [64] CNN CK+

The Figure 1 Above show the general composition of the existing FER systems. It
has been observed that the performance of automatic facial expression recognition is
determined by feature selection, and appropriate movements associated with the facial
feature in order to identify certain expressions [65,66]. A research study that was conducted
to focus on the selection and extraction of facial features for an automatic facial expressions
recognition system; emphasized the facial geometric feature selection of eyebrows, eyes,
etc., and used local binary patterns. They have modified hidden Markov model to mitigate
the change in the local facial landmarks distance [67–73].
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Figure 1. Stages of existing FER systems.

It has been observed that a very minor misalignment can cause displacement of
the sub-regional location of the facial feature and can cause misleading placement in
classification. Research has focused on the selection of patches of the facial features and
has demonstrated high accuracy for an automatic facial expression recognition system. We,
therefore, have selected salient facial features in our proposed automatic facial expression
recognition system and have used the histogram of orientation gradients (HOG) technique
to accurately identify the facial features.

2. Materials and Methods
2.1. Research Questions

The following research questions are addressed

1. Does the use of salient facial patches improve the performance of the automatic facial
expression recognition system?

2. Do student’s emotions during lectures change according to

a. Department
b. Gender
c. Difficulty of subject
d. Lecture duration
e. Seating position in the class

3. Do student’s facial expressions during the lecture effect their performance?
4. Are student’s facial expressions related to the difficulty of the subject?
5. How strong is the impact of lecture duration on student’s facial expressions?

2.2. Proposed Automatic Facial Expression Recognition System

In this study, we have developed an automatic emotion recognition system using
facial expressions that incorporates novel salient facial features. The facial features for
each emotion are initially detected using HOG for face recognition, and automatic emotion
recognition is then performed by training the convolutional neural network (CNN) that
takes real-time input from a camera deployed in the classroom.

The selected emotional states are happiness, sadness, and fear along with the cognitive–
emotional states of satisfaction, dissatisfaction, and concentration. These facial expressions
are identified using Python APIs. Figure 2 explains the facial features selected to identify
each facial expression.
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Figure 2. Facial features used for automatic facial expression recognition in classroom.

The proposed facial expression recognition system works in a real-time classroom
environment. The camera is installed in the classroom to capture input for proposed FER.
The preprocessing is performed on the input and HOG is used for face localization during
this preprocessing. The proposed FER system then performs feature extraction of the
proposed novel salient facial feature using a histogram of oriented gradients (HOG). The
deep learning model convolutional neural network (CNN) is used for the classification of
the selected emotions. The proposed FER is capable of displaying and storing the identified
emotion in its database.

The selected factors or variables used in this study are the duration of the lecture,
difficulty of the subject, gender, department and seating position in classroom. The variable
lecture duration is divided into three time slots of 15, 30 and 45 min. Similarly, the variable
difficulty of the subject is selected on the basis of students’ grades in the subject. The subject
that has a greater average of lower grades is selected as a difficult subject. The subjects
selected as difficult subjects include theory of automata, multivariable calculus, general
science and modern programming languages. The variable gender consists of male and
female. The variable seating position is divided into three categories: students seated in
first rows; students seated in middle rows; and students seated on last rows of the lecture
room. The variable department considers four departments: computer science; education;
information technology; and computer engineering.

The proposed automatic facial expressions recognition system is installed in the
classroom and a camera takes the face of the student as an input for the system. The
camera and the system are set up to be ready before the beginning of each lecture. The
system is capable of identifying the facial expressions of the students with the help of
the facial expressions used to train the system. The system continuously saves the facial
expressions of each student and the changes in facial expression during the lecture in a
database. Figure 3 explains the automatic facial expression recognition system. While the
proposed FER system is depicted in Figure 4.

2.2.1. Sample Group

The sample group consisted of 100 students, 20 females and 80 males, from Balochistan
University of Information Technology Engineering and Management Sciences (BUITEMS),
University of Balochistan (UoB) and Sardar Bahadur Khan Women’s University (SBKWU),
Quetta Balochistan. The Figure 5 shows the working of automatic facial expression recogni-
tion system.
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Figure 3. Proposed salient facial features.

Figure 4. Diagram of the proposed FER system.
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Figure 5. The proposed automatic facial expression recognition system working in classroom.

2.2.2. Data Collection and Analysis

The system runs in the real-time classroom environment taking input from the camera
to automatically identify the facial expressions of students in the classroom. The proposed
system is capable of storing the data in a database which is used to perform the statistical
analysis. The accuracy of the proposed system is compared with well-known FERs such as
Azure, Face ++, and Face Reader. Moreover, a senior psychologist was provided a recording
of the same classroom lecture and, using the proposed system, was asked to assess the
selected facial expressions. This helped us to identify the accuracy of the proposed system.

2.2.3. Constraints/Limitations

It has been observed that among the pool of 100 selected students there were some
students who were not clearly visible by the camera due to their seating positions, light
issues in the classroom, or because they frequently kept their hands over their mouth, or
were wearing a mask or glasses. Similarly, the facial expressions of some students could
not be captured for some minutes due to their head being in a down position while they
wrote important points of the lecture or used a cell phone for a long time. Therefore, the
exact number of students with perfect data is 80.

2.2.4. Statistical Tests

Statistical tests were performed in order to analyze the effects of the selected variables
on the selected facial expressions of the students during the lecture. The multivariable
ANOVA (MANOVA) test was performed in order to analyze the effect of multiple selected
variables over selected facial expressions. The multiple analysis of variance is a technique to
analyze the effect of independent categorical variables on multiple continuous dependent
variables. The MANOVA essentially tests whether or not the independent grouping
variable causes significant variance in the dependent variable. For a particular p-variable
multivariate test, assume that the matrices H and E have h and e degrees of freedom,
respectively. Four tests may be defined as follows. Let θi, ϕi, and λi be the eigenvalues
of H(E + H − 1, HE − 1, and E(E + H) − 1 respectively. Note that these eigenvalues are
related as follows:

Θi = 1 − λi = ϕi/1 + ϕi

Φi = θi/1 − θi = 1 − λi/λi
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λi = 1 − θi = 1/1 + ϕi

The MANOVA explains how the student’s facial expressions change with respect to
gender, difficulty of subject, lecture duration and department. We have calculated skewness
and kurtosis for the normal distribution of data. According to the guidelines of Kline in
2005, skewness and kurtosis are used to analyze the normal distribution of data. If the
skewness coefficient is between ±1 the data is considered suitable for normal distribution,
while some other studies consider both kurtosis and skewness together and state that the
data can be normally distributed if the values of kurtosis and skewness lie between ±2 [74].
The kurtosis and skewness coefficient of the data collected in this study lies between ±2
and can therefore be normally distributed.

Furthermore, the Box’s M statistics and Levene’s test was used to test the homogeneity
of co-variance and variance respectively on the dependent variables [75,76].

Moreover, the Bonferroni correction was used in order to analyze the effect of six
selected facial expressions with respect to the five selected variables without pre-planned
hypotheses. The value of p will be adjusted using Bonferroni correction to reduce the
family-wise error rate.

3. Results

The study focused on analyzing the relationship between facial expressions and
learning. It has been observed from the data that the facial expressions of students change
frequently (in seconds) during lecture which shows that the learning and facial expressions
are directly related to each other.

The six selected facial expressions (dissatisfied, sadness, happiness, fear, satisfied and
concentration) of 100 students were analyzed against five selected variables (duration of
lecture, difficulty of subject, gender, seating position in classroom and department).

The facial expressions were first analyzed against the variable “gender”. The homo-
geneity of covariance matrix the (Box’s M = 135 and the p value is p > 0.05) and the Levene’s
test for homogeneity or equality of variance for selected facial expressions where p < 0.05
shows the homogeneity of data. The MANOVA test was carried out for the variance of
student’s facial expressions for the variable “gender”. There was a significant difference
between male and female student’s facial expressions when collectively considered for
six selected facial expressions of students during the classroom learning. The value of Wilks’
Lambda (Λ)= 0.926, F (6,506) = 6.694, p < 0.001, partial η2 = 0.74. The separate ANOVA was
conducted for each dependent variable, with each ANOVA evaluated at an alpha level of
0.0083 with the Bonferroni adjustments. The variables showed the following effects:

• Happy had no significant effect, F(1,511) = 0.003, partial η2 < 0.001
• Sad had no significant effect, F(1,511) = 4.483, partial η2 = 0.009
• Satisfied had a significant effect, F(1,511) = 15.370, partial η2 = 0.029
• Dissatisfied had a significant effect, F(1,511) = 23.026, partial η2 = 0.43
• Concentration did not have a significant effect, F(1,511) = 4.176, partial η2 = 0.008
• Fear did not have a significant effect, F(1,511) = 3.446, partial η2 = 0.007

Similarly, using the MANOVA to test the effect of the variable “department”, we
analyzed the five selected facial expressions mentioned above. The homogeneity of the
covariance matrix (Box’s M = 141 and the p value is p < 0.05) and the Levene’s test for
homogeneity or equality of variance for selected facial expressions (multiple variables) of
the students where the p value is p < 0.05 shows the homogeneity of the data. The value of
Wilks’ Lambda (Λ) = 0.972, F (18,1426) = 0.792, p = 0.712, partial η2 = 0.009 shows that there
was not a significant impact of the variable “department” on the facial expressions of the
students. The statistical analysis is shown in Table 2.
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Table 2. The statistical analysis.

Dependent Variable Sum of Squares Df Mean Square F Sig. Partial Eta Squared

Happy
Contrast 0.000 1 0.000 0.003 0.958 0.000

Error 59.719 511 0.117

Sad
Contrast 0.364 1 0.364 4.483 0.035 0.009

Error 41.511 511 0.081

Satisfied
Contrast 3.268 1 3.268 15.370 0.000 0.029

Error 108.661 511 0.213

Dissatisfied
Contrast 3.310 1 3.310 23.026 0.000 0.043

Error 73.465 511 0.144

Concentration
Contrast 0.745 1 0.745 4.176 0.042 0.008

Error 91.185 511 0.178

Fear
Contrast 0.129 1 0.129 3.446 0.064 0.007

Error 19.092 511 0.037

“Seating position” was another selected variable. It was analyzed against selected fa-
cial expressions to determine its effect. The covariance matrix homogeneity (Box’s M = 240,
p < 0.05) and variance homogeneity against selected facial expressions shows p < 0.05 and
Wilks’ Lambda (Λ) = 0.877, F (6,506) = 11.741; p < 0.05), indicating the seating position effect
on the student’s facial expressions. Furthermore, the seating position was divided into
three rows—first row, middle row and last row—and the facial expressions were analyzed
according to row in order to clearly understand the effect by applying the MANOVA test.
The students in the first row had a Wilks’ Lambda (Λ) = 0.969, F (6,506) = 2.681; p < 0.05,
partial η2 = 0.031 and after applying ANOVA for each variable the p < 0.05, indicating
a strong impact. Furthermore, in order to identify the most frequent facial expressions
among the students sitting in the front row, the mean and standard deviation were focused
there and showed that those students displayed satisfaction, concentration and happiness.
The results are given in the Table 3.

Table 3. Statistical analysis of variable seating position in front rows.

Dependent Variable Seating Position Front Row Mean Std. Error
95% Confidence Interval

Lower Bound Upper Bound

Happy Yes 0.127 0.023 00.078 0.167

Sad Yes 0.087 0.019 0.050 0.124

Satisfied Yes 0.358 0.031 0.297 0.419

Dissatisfied Yes 0.122 0.025 0.077 0.177

Concentration Yes 0.284 0.028 0.229 0.339

Fear Yes 0.022 0.012 −0.003 0.046

The ANOVA conducted for students sitting in the middle row shows that students
sitting there were satisfied, as shown in Table 4.
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Table 4. Statistical analysis of variable seating position in middle rows.

Dependent Variable Seating Position Middle Row Mean Std. Error
95% Confidence Interval

Lower Bound Upper Bound

Happy Yes 0.156 0.025 0.108 0.205

Sad Yes 0.057 0.021 0.017 0.098

Satisfied Yes 0.365 0.034 0.298 0.431

Dissatisfied Yes 0.151 0.028 0.096 0.206

Concentration Yes 0.245 0.031 0.184 0.305

Fear Yes 0.026 0.014 −0.001 0.053

Similarly, the students sitting in the last row were also evaluated using ANOVA to
determine the impact of each variable. The results in Table 5 show that the students in the
last row seemed dissatisfied.

Table 5. Statistical analysis of variable seating position in last rows.

Dependent Variable Seating Position Last Row Mean Std. Error
95% Confidence Interval

Lower Bound Upper Bound

Happy Yes 0.121 0.036 0.050 0.191

Sad Yes 0.165 0.030 0.106 0.223

Satisfied Yes 0.143 0.048 0.048 0.238

Dissatisfied Yes 0.396 0.039 0.318 0.473

Concentration Yes 0.099 0.044 0.012 0.186

Fear Yes 0.099 0.020 0.060 0.137

The variable “lecture duration” was considered and its effect on the students’ facial
expressions was analyzed. The lecture duration was divided in to three sections: 15, 30
and 45 min. The lecture duration of 15 min included the overview of the topic, while the
30 min’s lecture included the definitions and details of the topic and the 45 min’s lecture
included the background, definition and comprehensive detail of the topic. The statistics
from mean, Std. deviation and chart given in Table 6 show the facial expression that lasted
for the most time on an individual in each time division of the “lecture duration”.

Table 6. Statistical analysis of variable lecture time.

Lecture Time Happy Sad Satisfied Dissatisfied Concentration Fear

15 min

Mean 0.11 0.04 0.38 0.07 0.37 0.04

N 105 105 105 105 105 105

Std. Deviation 0.320 0.192 0.488 0.251 0.486 0.192

30 min

Mean 0.16 0.06 0.43 0.04 0.31 0.01

N 221 221 214 221 221 221

Std. Deviation 0.370 0.236 0.496 0.187 0.464 0.095

45 min

Mean 0.13 0.19 0.15 0.39 0.09 0.07

N 180 180 179 180 179 180

Std. Deviation 0.335 0.363 0.379 0.490 0.286 0.260

The facial expressions satisfaction, concentration and happiness were high in the
lecture duration of 15 min while the feelings of satisfaction and concentration were at high
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in the 30 min’s lecture. The feelings of dissatisfaction and sadness were found in the lecture
duration of 45 min.

Another selected variable “difficulty of subject” was analyzed against selected facial
expressions. The difficulty level of the subject was analyzed by the students’ grades per-
formance the more the failure or the lower grade the students will attain the subject is
considered as difficult subject. The theory of automata, multivariable calculus, general
science and modern programming languages subjects were considered as the higher dif-
ficulty level subjects. The results show that the difficulty level of the subject has a huge
impact on the facial expressions of the students. Table 7 below shows that the mean value
of the dissatisfied expression (x = 0.78) was higher in the subjects selected with higher
difficulty level. Similarly, the mean of another facial expression, sad, is (x = 0.63) while
facial expressions such as satisfied is lower, (x = 0.19), indicating that the difficulty level of
the subjects had a great impact on the facial expressions of the students.

Table 7. Statistical analysis of dissatisfied facial expression against the variables “difficulty of subject”
and “lecture time”.

Facial Expressions Difficulty of Subject Lecture Time Mean

Dissatisfied Theory of automata
15 min 0.78

30 min 0.55

45 min 0.51

Moreover, the selected subjects with higher difficulty level were analyzed with the
time duration of the lecture and the values indicate that the dissatisfied facial expression
was found to be at its peak when the lecture duration was 15 min and was lower at 30 min
and 45 min, as shown in Table 7.

The research question “Does the use of salient facial patches improve the performance
the of automatic facial expression recognition system?” can be answered by stating that
adding the salient facial patches increased the accuracy of the automatic facial expression
detection system to a greater extent. The statistical measure area under the curve (AUC) and
the evaluation metric of accuracy showed improved results while comparing the proposed
system with well-known FERs such as Azure, Face ++, and Face Reader. Figures 6 and 7
shows a comparative analysis of the proposed automatic emotion recognition system using
facial expression with other well-known FERs on the market.

Figure 6. Accuracy of proposed FER compared with well-known FER systems.
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Figure 7. Accuracy of the proposed system.

The proposed system was developed to work in a real-time classroom environment
but the system is capable of computing the images and videos as well. In order to compare
the performance of the proposed system with the existing system the proposed system
was provided with images as input because the existing systems can input images only. In
Table 8 the commercial FER systems are considered and the F1 score of each emotion is
listed using the FER-2013 dataset.

Table 8. Comparison of proposed FER with commercial FER using the FER-2013 dataset.

Facial Emotions Emotient Affectiva MorphCast Proposed System

Anger 0.62 0.33 0.30 0.35

Disgust 0.65 0.40 0.49 0.76

Fear 0.40 0.24 0.36 0.44

Happy 0.75 0.75 0.76 0.90

Sad 0.70 0.38 0.54 0.89

Surprise 0.81 0.57 0.69 0.91

Concentration - - - 0.83

Dissatisfied - - - 0.57

Satisfied - - - 0.81

In Table 9 the accuracy of the existing FER models is compared with the proposed
system using the well-known datasets FER 13, JAFFE, and CK+.

Table 9. Comparison of proposed FER with existing FER using well-known datasets.

Model FER13 JAFFE CK+

Deep-Emotion [77] - - -

CNN [78] 58.96% - -

LBP+ORB features [57] - 88.50% -

Domain Adaptation [79] 63.50% - -

Local Dominant Pattern [80] - 87.60% -
Salient Patches [81] - 91.80% -
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Table 9. Cont.

Model FER13 JAFFE CK+

Occlusion-aware FER [82] - - 97.03%

K-Mean Cluster [83] - - 88.32%

Weighted Vote [84] - - 82.3%

VLS-CRF [85] - - 96.7%

Proposed FER 87.05% 99% 98.79%

In Table 10 the accuracy of FERs that can work in a real-time environment are compared
with the proposed system.

Table 10. Comparison of proposed FER with existing real-time FER.

Proposed Facial Emotions ACCRY FER [86] ACCRY FER [87] ACCRY FER [88] ACCRY

Concentration

87.28%

Happy

80%

Happy

84.2%

Fear

72%

Dissatisfied Surprise Wink Anger

Satisfied Neutral Normal Happy

Fear Enlightened Sad Sad

Happy Confuse Sleepy Disgust

Sad Boredom Surprise Surprise

The statistic above shows higher accuracy of the proposed system as compared to
existing FER. Moreover, the proposed FER is trained to analyze emotions with the help
of proposed novel facial feature movements. Each emotion addressed in the study is
composed of multiple micro muscle movements of the facial features that are analyzed to
improve the accuracy of the emotion.

Moreover, the lectures analyzed by our system were recorded. The videos of the
recorded lectures were presented to a senior psychologist, Dr. Inam Shabir, an employee of
the federal government of Pakistan, to evaluate the facial expressions of the students during
lecture. The assessments by our proposed automatic emotions recognition system and this
senior psychologist were compared. He observed the facial expressions of students against
the variable “gender” and observed that the facial expressions of female students changed
most frequently during the lecture. He observed the variable “seating position” and
concluded that the students sitting in the first row are mostly happy and concentrating on
the lecture, that the students in the middle row seemed satisfied and showed concentration
during lecture, and that the students in the last row seemed a little bored, concentrating
and dissatisfied. He suggested that the student’s behavior in the last row was affected by
factors such as the invisibility of the board, the voice of the instructor and the speed of
teaching and that improving the seating arrangement could change the facial expressions.
He furthermore observed the variable “difficulty of subject” and observed that subject
difficulty increased sadness, concentration and dissatisfaction among the students. The
variable “lecture time” was analyzed and the psychologist observed that boredom and
dissatisfaction most frequently occurred during the 45 min section of the lecture. He stated
that the increase in lecture duration caused the students to lose their focus and become
tired. It is therefore suggested not to increase the lecture time or that students should be
given breaks during lecture to refresh their minds for better focus and good results. He
suggested that this situation can be overcome if the instructor uses interactive, thought
provoking and engaging lecture techniques during lecture.

The second research question “Do student’s facial expressions during lecture change
according to the variables “department’”, “gender”, ”difficulty of subject”, “lecture dura-
tion”, or “seating position”? was answered as our research study explored the effect of



Appl. Sci. 2022, 12, 12134 14 of 18

each variable over students’ facial expressions and concluded that the external variables
associated with the learning environment can affect the facial expressions of the student’s
during learning.

The third research question addressed was “Do student’s facial expression during the
lecture effect their performance”?

The facial expressions of each student evaluated by the proposed system were com-
pared with their grade performance and it was observed that the students’ grade perfor-
mances were directly connected to their facial expressions during learning. The fourth
research question addressed was “Are student’s facial expressions related to the difficulty
of the subject?”. The statistic from the research shows that when the students were taught a
subject with higher difficulty they displayed higher dissatisfaction and sadness. Similarly,
the study analyzed the difficulty of the subject against student’s grades and the results
show that the difficulty level of the subject also has a huge impact on the students’ perfor-
mances. The fifth research question addressed was “What is the impact of lecture duration
on student’s facial expression?”. It has been observed in this research study that as the
lecture duration increases the facial expressions of the majority of student’s changes from
satisfied, concentrated and happy to dissatisfied and sad. We can therefore, conclude that
lecture duration should not be very long or that lecture breaks be included to overcome
this issue.

4. Conclusions and Discussion

This study explores the effects of facial expressions on classroom learning using a
proposed deep learning based automatic emotion recognition system incorporating novel
facial features. The facial expressions of happy, sad, satisfied, concentration, dissatisfied
and fear were selected and novel facial features movements are introduced to correctly
identify each facial expression. The group of 100 students from three universities (SBKWU,
BUITEMS and UOB) and four departments (CS, CE, Education and IT) were selected
for analysis of the effect of facial expressions on selected variables (department, lecture
duration, gender, difficulty of subject and seating position). It has been observed that the
facial expressions of students fluctuated throughout the lecture as shown in Figure 8 which
indicates that the facial expressions were directly connected to the classroom learning.

Figure 8. Changes in facial expression with respect to time.

Moreover, each selected variable was analyzed against the facial expressions. The
variable "department” had no significant effect on the facial expression of the students
during classroom learning. The variable “seating position” showed a significant effect as
the seating positions were divided into three groups front row, middle row and last row



Appl. Sci. 2022, 12, 12134 15 of 18

and the results of the study indicates that the students in the first row were more satisfied
than the students sitting in the middle and last row. Similarly, the variable “difficulty of
subject” showed a significant impact as the statistics indicate that subjects with higher
difficulty level result in negative facial expressions of the students during learning. In order
to analyze the results of the proposed emotion recognition system using facial expression
the accuracy of the system was compared with the well-known commercial FERs Face
++, Face Reader, Emotient, Affectiva, MorphCast, Azure and with other existing FERs.
Moreover, a senior psychologist evaluated the classroom and discussed his observations.
He has suggested some points to improve the learning process such as adopting interactive
teaching techniques which can improve learning for higher difficulty level subjects, that
the time duration of the lecture should not be very long or that there should be a break
during the long hours of lectures to refresh the minds of students and that improving the
seating positions can also help improve the learning.
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