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Abstract 
Questionnaire designers use readability measures to ensure that questions can be un-
derstood by the target population. The most common measure is the Flesch-Kincaid 
Grade level, but other formulas exist. This article compares six different readability 
measures across 150 questions in a self-administered questionnaire, finding notable 
variation in calculated readability across measures. Some question formats, including 
those that are part of a battery, require important decisions that have large effects on 
the estimated readability of survey items. Other question evaluation tools, such as the 
Question Understanding Aid (QUAID) and the Survey Quality Predictor (SQP), may 
identify similar problems in questions, making readability measures less useful. We 
find little overlap between QUAID, SQP, and the readability measures, and little differ-
entiation in the tools’ prediction of item nonresponse rates. Questionnaire designers 
are encouraged to use multiple question evaluation tools and develop readability mea-
sures specifically for survey questions.  
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Introduction 

When writing survey questions and consent forms for the general pop-
ulation, a common recommendation is to write questions at a level that 
can be read and understood by the sampled population, typically around 
an eighth-grade reading level (e.g. Dillman et al. 2014; Paasche- Orlow 
et al. 2003; Payne 1951). This guidance seems simple in principle, but 
in practice, calculating readability requires several decisions. One de-
cision is which readability measure to use. Although the Flesch-Kin-
caid Grade Level is readily available in Microsoft Word, multiple other 
readability measures exist. Additionally, researchers must decide what 
parts of the question to include when calculating readability; this deci-
sion is straightforward for some types of questions, but not others (e.g., 
batteries). 

Readability measures are one form of ex ante computer-assisted 
methods for evaluating survey questions (Caporaso and Presser 2021). 
Although different readability measures have been shown to vary for the 
same passages of text (Zhou et al. 2017) and for some survey questions 
(Lenzner 2014), how different readability measures compare to other 
computer-assisted question evaluation tools such as the Question Un-
derstanding Aid (QUAID, Graesser et al. 2006) and the Survey Quality 
Predictor (SQP, Saris and Gallhofer 2007) has received surprisingly lit-
tle attention. Understanding whether different computer-assisted tools 
identify similar questions as problematic is important so that survey de-
signers can effectively target limited resources. Additionally, whether dif-
ferent readability measures are associated with indicators of response 
difficulties, such as item nonresponse, is unclear. Thus, in this article, we 
address the following research questions: 

RQ1: Does the readability grade level and whether a survey question 
meets the eighth-grade level benchmark depend on the measure 
used to calculate readability? 

RQ2: Are difficult-to-read questions also flagged as problematic by 
QUAID and/or associated with ratings of lower quality in SQP? 

RQ3: Is there an association between item nonresponse rates and in-
dicators of question problems measured by readability levels, 
QUAID, and SQP?  
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Background 

The readability level of a text passage indicates whether a person with 
a certain level of schooling can read the passage. Readability measures 
were developed to evaluate average readability of passages containing 
100 words or more (Bruce and Rubin 1988) but are also used to evalu-
ate survey questions. Caporaso and Presser (2021) reported about 40% 
of survey organizations use measures of reading difficulty when pretest-
ing questionnaires. 

A rule of thumb is that general population survey questions should be 
written at an eighth-grade reading level or lower (e.g., Payne 1951), orig-
inating from Flesch’s (1948) recommendation that a “standard” read-
ing level was eighth to ninth grade. Researchers have used readability 
statistics to evaluate whether survey questions meet the eighth grade 
(or other) reading level benchmark (e.g., Betschart et al. 2018; Paz et al. 
2009), finding that anywhere from 13% (Betschart et al. 2018) to 100% 
(Paz et al. 2009) of evaluated survey questions fail to do so. These stud-
ies generally use the Flesch-Kincaid Grade Level, but several other mea-
sures are available. 

Common readability measures use the number of characters, 
words, syllables, and sentences, and the presence of complex words to 
calculate a passage’s reading grade level. The most common measure 
is the Flesch-Kincaid Grade Level (FKG) 

FKG = 206.835 – 1.015 (   # words     ) – 84.6 (# syllables)  
                                          # sentences                    # words	  

(Flesch 1948; Kincaid et al. 1975) 

Because counting the number of syllables can be cumbersome, readabil-
ity formulas beyond FKG ease the calculation by eliminating the number 
of syllables from the formula Coleman-Liau Index: 

CLI = 0.0588 (# letters or numbers) – 0.296 (# sentences) – 15.8 
                                # words                                     # words             

(Coleman and Liau 1975) 
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and by using parts of language that are easier to enumerate (e.g., char-
acters including punctuation) Automated Reading Index:

ARI = 4.71 (# characters) + 0.5 (   # words   ) – 21.43 
                                   # words                     # sentences	

(Senter and Smith 1967) 

Other measures expanded on the formulas by counting the number of 
polysyllabic (3 or more syllables) words; Gunning-Fog Index:

FOG = 0.4 [(   # words   ) + 100 (# polysyllabic words)]                                 # sentences	               # words 		
(Gunning 1952) 

or Simple Measure of Gobbledygook [SMOG]: 

SMOG = 1.0430 √# polysyllablic words *
 (         30        ) + 3.1291 	                                                                             # sentences

(McLaughlin 1969) 

For example, a question such as “Some cellphones are called ‘smart-
phones’ because of certain features they have. Is your cellphone a smart-
phone or not, or are you not sure?” contains longer words with many 
characters (e.g., “cellphones,” “smartphone,” “features”), but these 
words are not polysyllabic. The readability grade levels estimated by 
FKG (4.3), FOG  (4.6), and SMOG (3.1) are lower than those estimated 
by CLI (10.3) and ARI (7.3). Further, some readability measures (FKG, 
CLI, ARI) can produce negative readability grade levels because they in-
volve subtraction. 

Decisions for Calculating Readability for Battery Items 

A key decision that researchers make when calculating question read-
ability is what constitutes the question. Distinguishing between the parts 
of a question (e.g., introduction, question stem [statement of the request 
eliciting a response], response options, instructions, definitions) is sim-
ple for some types of questions and thus of little consequence. For other 
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question types—notably, battery items—identifying what words consti-
tute the question can be considerably more consequential. Battery items 
contain a common question stem and set of response options that apply 
to multiple subitems (e.g., Question: “In the past 12 months, how many 
times did you do each of the following?” Subitem: “You participated in 
a service organization”). When calculating readability for these items, 
whether researchers should include the question stem with each subi-
tem or with only the first subitem in the battery is unclear. Because de-
cisions on what constitutes the relevant part of the question in battery 
items have implications for the resulting readability grade level, we ex-
amine battery and non-battery items separately, and evaluate different 
approaches of defining the question text for battery items. 

Other Ex Ante Question Evaluation Methods 

It is well established that different question evaluation methods iden-
tify different types of problems, called the “complementary methods hy-
pothesis” (Maitland and Presser 2018; Tourangeau et al. 2021). Ques-
tionnaire designers are encouraged to use multiple question evaluation 
methods (including those without additional data collection, called ex 
ante approaches), guided by the goals of evaluation and a project’s avail-
able time and resources (Maitland and Presser 2018; Tourangeau et 
al. 2020). These question evaluation approaches include time- and re-
source-intensive methods like expert reviews, cognitive interviews, 
and behavior coding (Tourangeau et al. 2020) and faster, less expensive 
computer-assisted evaluation tools like readability measures, QUAID 
(Graesser et al. 2006), and SQP (Saris and Gallhofer 2007). Whether dif-
ferent readability measures themselves form “complementary methods” 
or yield conclusions about questions that differ from other computer-
assisted tools requires further evaluation. 

Although computer-assisted tools are less costly than cognitive in-
terviews or behavior coding, calculating each measure still requires re-
searcher time. Furthermore, computer-assisted tools fall into the same 
“test environment” (Maitland and Presser 2018) for questions, not di-
rectly observing the response process. If these computer-assisted tools 
identify the same questions as problematic, then researcher time could 
be spent on one of them. Thus, it is useful for questionnaire designers 
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to understand if different readability measures, QUAID, and SQP are in-
deed complementary or duplicative methods. 

QUAID is an online tool that identifies five comprehension problems 
in survey questions (Graesser et al. 2006). QUAID draws on existing lex-
icons (i.e., lists of words and parts of speech accompanied by linguistic 
measures; Coltheart 1981) to identify individual problematic words in 
the question. QUAID flags words used infrequently as unfamiliar tech-
nical terms; common adjectives and adverbs (e.g., many, few) as vague 
or imprecise predicate or relative terms; and words with high levels of 
abstraction (e.g., “vehicle” vs. “Honda”), higher polysemy values (the 
number of different meanings the word can have), and lower concrete-
ness values as vague or ambiguous noun phrases. Because these flags are 
based on single words rather than sentence structure, we expect little 
agreement between the questions identified as having these three QUAID 
problems and failing to meet the eighth-grade readability benchmark. 

QUAID also assigns flags based on other elements of sentence struc-
ture. QUAID uses measures of the number of words (i.e., number of 
words before the main verb of the main sentence clause; number of 
noun modifiers) to identify complex syntax. Likewise, QUAID flags a sur-
vey question as having a problem with working memory overload if the 
question exceeds an undisclosed threshold of conjunctions (e.g., “if,” 
“or,” “and”), words that may lengthen survey questions. Thus, we expect 
more agreement between the questions identified as having these QUAID 
problems and failing to meet the eighth-grade readability benchmark. 

Like QUAID, SQP is a web-based tool for evaluating survey questions 
(Saris and Gollhofer 2007). SQP provides estimates of reliability, validity, 
and quality (quality=reliability*validity) from a meta-analysis of multi-
trait–multimethod experiments. SQP users enter codes for many ques-
tion characteristics, including linguistic features of the question (e.g., 
number of words, abstract nouns) and information about response op-
tions (e.g., number of response options, unipolar vs. bipolar scale). SQP 
incorporates more information than the readability measures, although 
some of the inputs are similar (e.g., number of words, number of sen-
tences). Nevertheless, we expect a negative association between ques-
tion reading levels (higher = more difficult to read) and SQP quality 
scores (higher = better quality). 
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Evaluation Methods and Data Quality 

Researchers who evaluate their survey questions often anticipate that 
identified problems will result in field difficulties, such as item nonre-
sponse. Previous work examining computer-assisted tools inconsistently 
predict item missingness or other data quality indicators (e.g., Dykema 
et al. 2020; Maitland and Presser 2018; Tourangeau, et al. 2021). If these 
tools successfully detect comprehension problems, we expect questions 
that are more difficult to comprehend have higher readability grade lev-
els, more likely to have QUAID-identified problems, and lower SQP qual-
ity and thus will have higher item nonresponse rates. 

Data 

Our data are question-level measures for each question in the Commu-
nity Values and Opinions in Nebraska Survey (CVONS), an English-lan-
guage mail and web survey conducted by the Bureau of Sociological 
Research in spring 2017 (N = 2,705; AAPOR RR2 = 28.1%). CVONS con-
tained 60 nonbattery questions and nine battery questions with 91 subi-
tems about respondents’ community, crime victimization, and demo-
graphics, among other topics (see Appendix A). The questions represent 
a mix of items taken from existing national surveys (e.g., General Social 
Survey; American National Election Survey) and items written by two 
of the authors modeled after commonly asked survey questions. Sam-
pled households in CVONS were randomly assigned to one of two ques-
tionnaires containing different question design and format experiments. 
We evaluated each version separately if the question stem wording dif-
fered across versions. 

We used readable.com to calculate the five readability measures for 
each question. Given the prevalence of FKG in Microsoft Word, we also 
calculate FKG using MS Word 2016 (Microsoft Word caps the minimum 
FKG readability value at zero; readable.com permits negative readability 
values). For the 60 non-battery items, this yields 360 readability calcula-
tions. For the nine battery items, we calculate each of the six readability 
measures two ways: (1) with the question stem only included with the 
first subitem (the stem-with-first approach) and (2) with the question 
stem included with every subitem (the stem-with-all approach), yielding 
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546 readability measures. In all cases, our readability calculations fo-
cused on the question stem; response options were included only when 
they were required to finish the question (e.g., question 50, Appendix A). 
To evaluate QUAID-identified problems, the question stem was entered 
into http://quaid.cohmetrix.com/ . We used the same question text in 
QUAID as used for the readability measures, excluding the response op-
tions unless needed to finish the question. All QUAID codes thus identi-
fied QUAID-identified problems in the question stem only (see Appen-
dix B). For each question stem, an indicator variable was generated for 
each of the five QUAID problems (0 = problem not present; 1 = problem 
present). Sizeable percentages of questions were flagged by QUAID for 
each of unfamiliar technical terms (32–85%; Appendix E), vague or im-
precise relative terms (16–60%), and vague or ambiguous noun-phrases 
(19–41%). No questions were flagged for complex syntax and very few 
were flagged for working memory overload (0–11.7%). 

One author coded and entered each survey question into SQP (at 
http://sqp.upf.edu/). Because SQP requires information about response 
options, questions were entered separately for each questionnaire ver-
sion, even if the question stem was the same (e.g., response format of 
numeric open-end in version 1 vs. ordinal scale in version 2). The SQP 
coding instructions specify that the question stem in a battery be in-
cluded with the first subitem but not with subsequent subitems (the 
stem-with-first approach); we followed this instruction and thus do not 
have stem-with-all measurements from SQP. The two open-ended nar-
rative questions cannot be assessed with SQP. Therefore, SQP measures 
were obtained for 62 non-battery questions and 98 battery questions. 
Following previous work (Maitland and Presser 2018; Tourangeau et al. 
2021), we focus on the SQP quality score (non-battery: M= 0.548, SD = 
0.055; battery: M = 0.546, SD = 0.039). 

Last, we calculate question-level item nonresponse rates from the 
survey data (N = 2,705, non-battery: M = 5.57%, SD = 5.25; battery: M 
= 5.50%, SD = 3.34). Check-all-that-apply questions and questions that 
followed a filter question in a skip pattern were excluded, for an ana-
lytic data set of 47 nonbattery and 91 battery items. Some battery items 
experimentally varied use of check-all-that-apply versus forced-choice 
(yes/no grid) formats. Item nonresponse rates were only calculated for 
the forced-choice version of the questions (N = 1,307 respondents; three 
batteries). 

http://quaid.cohmetrix.com/
http://sqp.upf.edu/
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Analysis Plan 

We first compare mean readability grade levels across the five read-
ability measures using dependent t-tests (RQ1). Multiple comparisons 
are accounted for within each battery and non-battery group using a 
Bonferroni correction (p<0.0033 indicates significant differences). We 
classify each question according to whether (1) or not (0) it meets the 
eighth-grade benchmark using each readability measure and compare 
the proportion of questions that meet the benchmark across the read-
ability measures with dependent t-tests. Because the FKG level in Mi-
crosoft Word (FKG-Word) is a commonly used readability tool, we com-
pare this tool against each of the other measures using kappa statistics 
(see Appendix C for other agreement measures). Many rules of thumb 
for interpreting kappa exist (Landis and Koch 1977). We use kappa val-
ues above 0.75 to indicating excellent agreement, 0.60–0.74 to indicate 
good agreement, 0.40–0.59 as fair agreement, and below 0.40 to indi-
cate poor agreement. 

We then examine the rate of agreement that questions are problem-
atic or not between the readability measures and QUAID, as well as the 
association between the readability measures, QUAID, and SQP (RQ2). 
Questions that fail to meet the eighth-grade reading benchmark and 
those that receive a QUAID problem flag are considered problematic. 
For this analysis, we examine agreement using kappa (Appendix D con-
tains other agreement measures); we exclude working memory capacity 
for the battery questions because it did not occur for these items. Com-
plex syntax did not occur in any survey question. Rather than produc-
ing a question problem flag, SQP predicts “quality scores.” We estimate 
the Pearson correlation between the continuous readability grade lev-
els, QUAID indicators, and the SQP quality scores. 

Finally, we examine whether the various question evaluation meth-
ods predict data quality as measured by item nonresponse (RQ3).We 
estimate the Pearson correlation between the continuous six readabil-
ity measures, QUAID, and SQP scores with the question-level item non-
response rates. 

All analyses are stratified by non-battery and battery items, and sep-
arately examine the stem-with-all and stem-with-first approaches for 
the battery items. 
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Results 

Comparing Readability Measures 

We start by examining the readability measures themselves. For the non-
battery questions, FKG-Word, FKG-Readable, and ARI produce statisti-
cally similar mean readability estimates across the non-battery items 
(Table 1, top panel, p > 0.0033). Similarly, the percentage meeting the 
eighth-grade benchmark did not significantly differ between FKG-Word, 
FKG-Readable and ARI (p > 0.0033); they were all between 50% and 
58%. CLI, FOG, and SMOG yield significantly higher average readability 
(p < 0.0033) than FKG and ARI, and significantly lower percentages that 
meet the eighth-grade benchmark (p = 0.0033), which ranged from 17% 
to 37% (but did not significantly differ among each other). These find-
ings are mirrored when looking at kappa, which found highest agree-
ment of FKG-Word with FKG-Readable (excellent agreement); all oth-
ers showed lower agreement, including ARI (fair), FOG (fair), CLI (fair), 
and SMOG (poor). Thus, researchers using different readability mea-
sures risk drawing very different conclusions about reading levels for 
their non-battery questions. A researcher using FKG-Word would con-
clude that many of the questions (58.3%) meet the benchmark while a 
researcher using SMOG would conclude that very few (16.7%) do.  

For battery questions, we start by examining reading levels for the 
stem-with-first item approach. In this calculation, the average readabil-
ity level is similar across the different readability measures; only FKG-
Readable (M = 8.94) and CLI (M = 6.28) significantly differ from each 
other (Table 1, middle panel, p<0.0033). Despite these similarities in 
the mean reading levels, there is substantial variation in the estimated 
reading levels across items, with standard deviations ranging from sixth- 
to ninth-grade levels. Additionally, all of the measures except for SMOG 
have similar estimates of the percent of questions meeting the eighth-
grade reading level benchmark (51.6%–62.6%). The overall proportion 
masks variation in which questions are identified as meeting the eighth-
grade benchmark; agreement with FKG-Word is highest for FKG-Read-
able (excellent agreement), and lower for ARI (good), FOG (good), SMOG 
(fair), and CLI (poor).  

In contrast, when we examine the stem-with-all approach, most of 
the measures differ from one another on average. ARI yields the lowest 
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mean readability grade level, followed by the two FKG measures, CLI, 
and FOG and SMOG as the highest grade levels (Table 1, bottom panel). 
Furthermore, variation across the items within each measure is substan-
tially reduced compared to the stem-with-first approach. The propor-
tion of items that meet the eighth-grade benchmark also vary dramati-
cally, with the two FKG measures and ARI producing the highest rates (all 
>85% and not significantly different from each other), FOG and SMOG 
producing the lowest rates (12.1% and 1.1% respectively), and CLI in 
the middle (56%). Likewise, the agreement between FKG-Word and the 
other measures are starkly different with FKG and ARI producing kappa 
values around 0.63 (good agreement), and SMOG, FOG, and CLI produc-
ing kappa values below 0.20 (poor agreement). 

Table 1. Mean and Standard Deviation of Reading Level, Proportion of Questions that Meet 
the Eighth-grade Benchmark, and Kappa Between Flesch-Kincaid in Microsoft Word and Each 
of the Readability Measures for Non-battery and Battery Items. 

Readability 			   Proportion Meeting  	 Kappa versus 	  
measure 	 Mean 	 SD 	 8th Grade Benchmark	 FKG-Word

Non-battery items (n = 60)
FKG-Worda 	 8.20c,d,e 	 3.92 	 0.583c,d,e
FKG-Readableb 	 8.21c,d,e 	 4.12 	 0.567c,d,e 	 0.9659****
FOGc 	 10.77a,b,d,f	  4.50 	 0.300a,b,f 	 0.4063***
CLId 	 9.37a,b,c,e,f 	 4.22 	 0.367a,b,f 	 0.4574****
SMOGe 	 10.57a,b,d,f 	 3.77 	 0.167a,b,f 	 0.2500**
ARIf 	 7.84c,d,e 	 4.33 	 0.500c,d,e 	 0.5667****

Battery items – Stem-with-first (n = 91)
FKG-Worda 	 8.68 	 6.16 	 0.626e
FKG-Readableb 	 8.94d 	 7.31 	 0.615e 	 0.9767****
FOGc 	 9.38 	 9.63 	 0.516e 	 0.4238****
CLId 	 6.28b 	 9.37 	 0.593e 	 0.2849**
SMOGe 	 7.61 	 3.39 	 0.330a,b,c,d,f 	 0.4132****
ARIf 	 8.67 	 6.99 	 0.571e 	 0.5668****

Battery items – Stem-with-all (n = 91)
FKG-Worda 	 6.67c,d,e,f 	 1.46 	 0.923c,d,e
FKG-Readableb	  6.86c,d,e,f 	 1.56 	 0.846c,d,e 	 0.6286****
FOGc 	 10.76a,b,d,f	  2.12 	 0.121a,b,d,e,f 	 0.0227
CLId 	 8.53a,b,c,e,f	  2.23 	 0.560a,b,c,e,f 	 0.1921***
SMOGe 	 10.76a,b,d,f 	 1.29 	 0.011a,b,c,d,f 	 0.0019
ARIf 	 5.92a,b,c,d,e 	 1.90 	 0.912c,d,e 	 0.6369****

Readability was calculated using readable.com unless otherwise indicated. Differences in pro-
portions were calculated using dependent t-tests. Subscripts denote significant differences 
at the p < 0.0033 level, using the Bonferroni correction.

* p < 0.05 ; ** p < 0.01 ; *** p < 0.001 ; **** p < 0.0001
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In sum, readability evaluations depend heavily on how the question 
stem and subitems for the battery items are treated. In the stem-with-
first approach, conclusions about the average readability level across 
the items are similar across measures, but there is substantial variation 
across items. In contrast, the stem-with-all approach produces consid-
erably different conclusions across the readability measures but washes 
out within-battery differences in reading levels. 

Comparing Readability Measures, QUAID, and SQP 

Now we examine agreement between FKG-Word and QUAID problem 
flags. As expected (Figure 1), agreement between FKG-Word and QUAID 
is weak, suggesting that readability measures and QUAID are comple-
mentary methods. Most of the kappa values hover around zero or are 
negative, all falling into the poor agreement range (<0.4) between the 
readability measures and QUAID. Overall, the readability measures and 
the QUAID flags come to different conclusions about whether questions 
are problematic, suggesting that they are detecting different types of 
problems. For battery items, this is true regardless of how the question 
stem was treated in the readability calculations. Thus, readability as-
sessments and QUAID are not substitutes for one another in question 
evaluation. 

We now examine the correlation between the readability measures, 
QUAID flags, and the SQP quality scores (Appendix F). For the nonbat-
tery items, none of the readability-SQP associations differ from zero 
(corr (readability, SQP) ranges from –0.193 to –0.00, p > 0.14 for all 
correlations), although they are in the right direction. For the QUAID 
and SQP associations, questions with vague or imprecise relative terms 
have lower quality scores (corr (vague/imprecise, SQP) = –0.286, p < 
0.05); the other QUAID measurements are not associated with SQP qual-
ity scores (p > 0.49). Thus, there is no clear association between these 
questionnaire evaluation methods for non-battery items. 

A different pattern exists for battery items. Here, the correlations be-
tween FKG-Word (corrstem-with-first (FKG-Word, SQP) = 0.219, p = 0.03) and 
ARI (corrstem-with-first (ARI, SQP) = 0.375, p = 0.0001) and the SQP qual-
ity scores are positive and significant in the stem-with-first approach 
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(which matches the SQP instructions), counter our hypothesis. In con-
trast, SQP correlations with CLI and SMOG are in the expected nega-
tive direction (corrstem-with-first (CLI, SQP) = –0.23, p = 0.02; corrstem-with-first 

(SMOG, SQP) = –0.27. p = 0.007) and significant in the stem-with-first 
approach, but positive and significant (corrstem-with-all (CLI, SQP) = 0.37, p 
= 0.0002; corrstem-with-all (SMOG, SQP) = 0.23, p = 0.02) when the readabil-
ity calculations use the stem-with-all approach. In the stem-with-first 
approach, the QUAID flags have the expected negative significant as-
sociation with SQP for imprecise relative terms (corrstem-with-first (impre-
cise relative terms, SQP) = –0.33, p = 0.0008) and vague noun-phrases 
(corrstem-with-first (vague noun phrases, SQP = –0.28, p = 0.005), but not 
for unfamiliar technical terms (p = 0.27). These SQP associations with 
QUAID are attenuated in the stem-with-all approach. These results sug-
gest that the stem should be included only with the first subitem in the 
battery.   

Figure 1. Kappa values for QUAID identified problems and indicators of question meet-
ing the eighth-grade benchmark, battery and non-battery items.   
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Comparing Readability Measures and Item Nonresponse Rates 

We now examine the correlation between the readability measures and 
item nonresponse rates (Appendix F). For non-battery items, although 
the associations are generally in the expected direction, there is no sta-
tistically significant association (p > 0.16) between item nonresponse 
and any of the computer-assisted measures, a pattern that also gener-
ally arises for battery items (with only two exceptions across the 20 cor-
relations). Thus, none of the computer-assisted methods consistently 
predict item nonresponse rates, similar to previous studies (e.g., Mait-
land and Presser 2018). 

Discussion 

Survey designers need cost-efficient methods to evaluate survey ques-
tions for potential problems prior to data collection. Readability mea-
sures are one such tool that have received insufficient empirical atten-
tion. Across our analyses, FKG and ARI yield lower reading levels and 
identify more questions as meeting the eighth-grade benchmark, FOG 
and SMOG consistently yield higher reading levels and identify fewer 
questions as meeting the eighth-grade benchmark, and CLI landed in 
the middle. Thus, we recommend that survey designers use at least 
two readability measures when evaluating the reading level of their 
questionnaires—one from FKG (via any calculation method) and ARI 
and one from FOG, CLI, or SMOG. These two groups of readability mea-
sures will allow a survey designer to evaluate the range of the risk of 
questions not being able to be read by their target population. Addi-
tionally, the lack of agreement across the readability measures eval-
uated here may suggest that these measures are problematic. Future 
development of readability measures specifically for evaluating sur-
vey questions is warranted. 

Different question evaluation tools often identify different types of 
problems; we replicate this finding here. None of the readability mea-
sures for these survey items consistently aligned with the QUAID-iden-
tified problems or SQP quality measure. Most of the QUAID problems 
are based on single words whereas the readability measures are based 
on multiple words (Appendix E). Similarly, readability and SQP are not 
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interchangeable question evaluation tools; SQP draws on a wide range of 
question characteristics beyond sentence structure. That these tools do 
not flag the same problems should not be seen as troublesome for any in-
dicator; rather, they are tapping into different aspects of the same ques-
tion and are complementary methods. Unfortunately, we were unable to 
assess agreement between readability and the QUAID-identified prob-
lems that draw more strongly on elements of sentence structure (work-
ing memory overload and complex syntax) because these occurred too 
infrequently in our survey. Future research should do so. 

Our results show that none of the computer-assisted tools consis-
tently predict question-level item nonresponse rates. Other question 
characteristics may be associated with both the evaluations from these 
tools and item nonresponse rates; future research could examine item 
nonresponse while accounting for these characteristics. Additionally, 
item nonresponse is only one field outcome; other outcomes such as 
question reliability, concurrent and predictive validity, or other indica-
tors of respondent problems (e.g., answer changes) may be more closely 
associated with these measures. Unfortunately, our data do not support 
direct evaluations of other field outcomes (Appendix G contains page-
level response time analyses). More research is needed to know for what 
types of data quality and measurement problems each of these tools 
is most efficacious. Future research also should replicate these evalua-
tions using interviewer or respondent behaviors in interviewer-admin-
istered surveys. 

Human decisions in question evaluation can affect inferences from 
computer-assisted tools. Our results suggest that differences in calcu-
lating readability may partially explain heterogeneity in the efficacy of 
reading levels for identifying “problematic” interview behaviors across 
studies (Dykema et al. 2020; Olson et al. 2020). For example, we find 
substantial variation in estimated reading levels in battery items across 
the stem-with-first and stem-with-all approaches of calculating readabil-
ity. We recommend that researchers use the stem-with-first approach, 
but this analysis should be replicated on other studies. Furthermore, 
the codes for question characteristics in SQP require human judgment 
and are prone to coder error (Bais 2021). QUAID provides text output 
that requires researcher decisions about how to operationalize the var-
ious identified problems. More work is needed to assess how differ-
ent researchers use these tools and the implications for understanding 
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question quality. Additionally, the conclusions made here are limited to 
surveys written in English. Future research should examine how these 
findings translate to multilingual surveys. 

One interpretation of the variation in reading levels across readabil-
ity measures is that readability measures are not useful for evaluating 
survey questions. However, because previous question evaluation tool 
studies (Maitland and Presser 2018; Tourangeau et al. 2021) have not 
consistently examined readability measures, and organizations are us-
ing readability as one evaluation measure for questions (Caporaso and 
Presser 2021), we urge the survey methodology field to continue re-
search on readability measures, including whether a survey question-
specific measure could be developed. We examined three question evalu-
ation tools in a survey designer’s toolkit. To save time and money, survey 
researchers may be tempted to rely on one computer-assisted question 
evaluation tool alone. This analysis suggests that designers should con-
tinue to use multiple question evaluation tools. 
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