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Abstract 
  

 Microfluidic Vortex devices have been commercialized for purifying rare circulating tumor 

cells from patient samples, enriching these rare cells by up to a 100,000-fold. These purified, 

viable cells can then be interrogated through live-cell assays and genetic sequencing, giving 

clinicians valuable insight into patient disease state and potential treatment directions. Vortex 

devices can also be integrated with solution exchange and electropermeabilization for on-chip 

susceptibility assays and biomolecular delivery. Currently these devices are limited to particles 

larger than 15 μm in diameter. In the biological field, cell separation and integrated 

electroporation is valuable for the biomolecular delivery to lymphocytes (7-9 μm), spermocytes 

(7-8 μm), and stem cells (~10 μm). In the pharmaceutical industry, separation integrated with 

solution exchange for modifying surface properties of drug microparticles (< 10 μm). These 

exemplify the need to expand Vortex device capabilities particles in the 7-10 μm range. 

 In Chapter 1, we provided background information on Vortex separation devices and 

integration with other functionalities. 

 In Chapter 2, we expanded Vortex separation capabilities, to microparticles 7-10 μm by 

manipulating device geometry and operational conditions. We tested device performance with 

polystyrene microparticles and living cells. We show that our novel trapezoidal chamber with a 

narrowing channel leads to a 4-fold increase over tested rectangular chambers when trapping 

microparticles in the 7-10 μm size range. 

 In Chapter 3, we confirmed that our new cell trapping device retains the capability of 

integrated electroporation. We designed serrated electrodes to electroporate smaller cell by 
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amplifying the electric field strength, without significant electrolysis. Next, we use real-time 

fluorescent measurement and cell viability and electroporation efficiency analysis to identify 

electroporation conditions for biomolecular delivery of fluorescent dye to small 7-10 μm cells. 

 The device discussed Chapters 2 and 3 expand the capabilities of Vortex trapping with 

integrated electroporation functionality. If optimized, the presented platform could potentially 

perform electroporation-mediated biomolecular delivery to cells in the 7-10 μm size range, with 

therapeutic applications to lymphocyte, sperm, and stem cell engineering. 

 Chapters 4-6 discuss contributions to the commercialization of electrode-integrated 

microfluidic devices, the development of tunable microfluidic phantoms, and inertial microfluidic 

devices for sorting retinal ganglion cells. 
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Chapter 1. The Need to Expand the Capabilities of Microfluidic Vortex 
Trapping Devices 
1.1. Introduction 

1.1.1. The Need for Microparticle Separation 

 Microparticle separation and manipulation is a staple process step in many fields such as 

environmental sampling, agrochemicals, cosmetics, pharmaceuticals, and biological and clinical 

research. In environmental sampling, microparticles in samples need to be sorted to enrich target 

analyte concentration, to reliably detect potential biological weapons from aerosol samples [1]–

[5] and biological hazards from agricultural products [4], [6], [7]. In the agrochemical, cosmetics, 

and pharmaceuticals industries, microparticle usually require some secondary modification or 

processing to reach their final product state [8]–[10]. In the agrochemical industry, it is common 

to fabricate a polydisperse solution of microparticles, used to spread pesticides [11] and 

fertilizers [8], [12]. However, pesticide and fertilizer microparticle spreading effectiveness is a 

function of particle size [13]. Thus, post processing of particles and separating them based on 

size is beneficial to ensure uniform results. Polymer particles in the cosmetic industry are of great 

interest for the treatment of facial lines [14], and design topical products such as lotion [10], [15]. 

However, these particles often require surface modifications to prevent undesirable reactions 

such as inflammation or contact dermatitis [10]. In the pharmaceutical industry, modifications of 

microparticles have been extensively used to enhance drug release times, targeted drug delivery, 

and bioavailability of drugs [16]–[18]. Biological and clinical research not only rely on the sorting 

and manipulation of inanimate microparticles, but also apply these processes to living cells. 

Target cells are often hidden amongst the background of millions of cells and require sample 

preprocessing to purify these cells. Contaminating cells can interfere with clinically relevant 
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procedures such as the diagnosis for diseases such as cancer [19], [20] and malaria [21], 

therapeutic predictive assays for cancer [22]–[25], and gene engineering as a therapeutic tool for 

diseases such as cancer [26]–[28] and HIV [29]. 

Within each field, specialized particle separation techniques have been developed and are 

certainly valuable. However, specialization constrains researchers from translating these 

processes freely across different fields. For example, a common method of microparticle 

separations in biology relies on cell surface markers [30]. However, these separation techniques 

are of little use in the agrochemical, cosmetics, and pharmaceutical industries where 

microparticle separation to processes are applied to inanimate microparticles. Thus, 

investigations into separation platforms that rely solely on common characteristics of 

microparticles, such as their physical properties and behavior under applied physical forces, such 

as hydrodynamic forces will have an amplified impact across different fields [31]–[33].  

Another key consideration is the integration of additional functions within a device. 

Downstream functions such as impedance measurements (for size profiling) [34], [35], solution 

exchange for particle coating [33], [36], [37], and biomolecular delivery via electroporation 

(especially in the biological field) [38], [39] are often desirable or required post-separation 

processes. It is highly desirable for the same device to have the secondary functionality 

integrated with particle separation. This is because integration of these secondary functionalities 

will minimize the need for particle manipulation and handling [40], [41]. Thus, performing the 

required sample separation and post-processing on a single microscale device is efficient and 

economical.  
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One family of devices that rely solely on physical properties of microparticles and 

hydrodynamic forces for particle manipulation and has been successfully integrated with 

secondary functionalities is inertial microfluidic devices. 

1.1.2. The Versatility of Inertial Microfluidics 

Inertial microfluidic devices are a subclass of microfluidic devices that operate in laminar flow 

regimes, but at finite Reynolds numbers were inertial forces are significant [42]. These inertial 

forces, combined with particle confinement effects, cause two major lift forces to act on neutrally 

buoyant particles within the microfluidic channel – the shear gradient lift force (FSGL) and the wall 

lift force (FWL) [31]. These two forces act perpendicular to the flow and in opposing directions. 

The FSGL forces directs particles towards the nearest channel wall, and FWL directs particles 

towards the channel centerline [43]. The net lift forces acting on particles scale with particle size 

[32]. Critically, this means that particles of different sizes will focus to different equilibrium 

positions within a microfluidic channel. These differences in focusing positions are used to direct 

microparticles to different outlets, thus separating them [44]. Due to their separation 

mechanism, inertial microfluidic devices have been leveraged for a variety of uses across 

different fields. For example, investigations have targeted analytes from aerosolized and food 

samples[45]–[48], looking for pathogens and potential biohazards. Countless groups have used 

polystyrene microparticles as a proof of concept to test their designs and geometries [49]–[52], 

indicating the capability of inertial microfluidics to perform polymer microparticle separation. 

Finally, in biology, inertial microfluidics has been used to separate rare circulating tumor cells 

(CTCs) from a background of millions of blood cells [53]–[57], purify PBMCs and fractionate 

immune cells from whole blood [58]–[62], separate smaller sperm cells [63]–[66], extracellular 
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vesicles [61], [67]–[69], and pathogens from whole blood [70], [71], and even deplete blood 

samples of blood cells to separate plasma [72]–[74]. The flow regimes where these devices 

operate also allow for the rapid processing of samples, a critical feature that ensures the viability 

of cells. 

While the versatility of these devices is unquestionable, the use of inertial microfluidics can 

be expanded. For this, devices with the ability to integrate other functionalities such as solution 

exchange to coat particles with different solvents, interrogate analytes for susceptibility to 

different drugs, or delivery of biomolecules to a target are attractive targets of investigation [38]. 

A subset of inertial microfluidics devices, known as Vortex trapping devices, offers the capability 

of integrating the promises of inertial microfluidics with other on-chip or inline functionalities 

[75]–[77]. 

1.1.3. Vortex Devices and the Need for Expansion 

Vortex trapping is unique among inertial microfluidic devices because it allows the complete 

control over particle residence time, and because of its discrete capture and release steps. The 

control over particle residence time on-chip is critical for integrating the Vortex device with such 

functionalities such as multiple solution exchanges and biomolecular delivery via electroporation 

for cell engineering and susceptibility assays [76], [78]–[80]. The discrete capture and release 

steps allow captured cells to be released to inline downstream platforms with functionalities such 

as droplet generators for single cell encapsulation and studies [75], and impedance 

measurements for further morphological characterization of particles [77].  
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Vortex trapping uses inertial microfluidics to align microparticles within a microfluidic 

channel. Once focused, these particles enter an expanse region in the channel, called the Vortex 

trapping chamber. At high flow rates, a recirculation flow forms within this chamber [53]. 

Following streamlines, particles and fluid from the main channel is brought into the chamber. 

Particles are then trapped due to three main fluidic forces – hydrodynamic drag, particle inertia, 

and added mass [81]. The exact contributions of these forces remain unknown, but all three 

forces scale with particle size. As a result, Vortex trapping has only been investigated for its ability 

to trap large particles, greater than 15 µm in size [53]. However, there are other populations of 

smaller microparticles that can benefit from the advantages that Vortex trapping has to offer. In 

the pharmaceutical field, microparticle size is critical and directly affects bioavailability and drug 

efficacy, with particles less than 10 µm typically outperforming larger particles [82]. Water 

insoluble drug microparticles which could be targeted for further post processing, such as coating 

or surface charge modifications, are limited to 10 µm in size [83]. Glucose Oxidase microparticles 

of 4 µm in size were shown to be the most effective in killing breast cancer cells, compared to 

larger 26 and 146 µm particles [84]. Particles between 5-10 microns in size were shown to be the 

most effective for encapsulation into microspheres with modified surface properties that can be 

used for targeted delivery, or enhancing drug circulation time and efficacy [85]. In biology, cell 

populations such as lymphocytes [58], [86], spermatocytes [87], [88], and stem cells [89], [90] 

which are biomolecular delivery targets for therapeutic applications and fundamental biological 

studies are in the 7-10 µm range. Thus, there is a critical need to expand the capabilities of these 

versatile devices into the range of smaller particle sizes less than 15 µm. 
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Previous work has shown that by manipulating device geometry [75], [91] and operating 

conditions such as device flow rate [91], [92], we can manipulate the behavior of particles within 

vortex. While these investigations were still tailored towards efficiently trapping large particles 

greater than 15 µm in size, we can use them as starting points to design a device to trap smaller 

particles. For these investigations, a size range of interest in both the pharmaceutical and 

biological applications are microparticles within the 7-10 μm range. 

1.1.4. Ensuring the Translation of Benefits to the New Purification Target 

Vortex trapping devices were chosen as the focus of our investigations due to the ease of 

integration with on-chip and downstream capabilities such as solution exchange [53], drug 

susceptibility assays [78], [93], biomolecular delivery via electroporation [76], [79], [80], in-line 

impedance measurements [77] and droplet encapsulation [75]. In the work described in Chapter 

2, we change a signature characteristic of the Vortex device – the size of particles that it targets, 

from particles > 15 μm to particles in the 7-10 μm range. It is therefore critical that we assess our 

new device for its ability to integrate with additional downstream functionalities without any 

adverse impact. Specifically, we chose to focus on electroporation as the downstream process to 

investigate for impact to its effectiveness. 

Electroporation is the process of permeabilizing a cell by applying an external electric field 

and delivering biomolecules across the permeabilized cell membrane. This process has been used 

to successfully deliver a variety of biomolecules such as fluorescent dye, plasmids, DNA, mRNA, 

siRNA, and protein complexes [94] to the cell. The delivery of these molecules is relevant to vital 

investigative and therapeutic processes such as protein therapy [95]–[97] and genome editing 

[98]–[100]. 
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In traditional electroporation, the cells to be permeabilized are loaded into a cuvette with the 

cargo of interest. These electrodes are typically on the order of millimeters apart. To permeabilize 

the cell, these devices require high voltages to produce an electric field capable of permeabilizing 

the cells, typically > 1 kV [38]. These high voltages are dangerous to the user, and lead to 

electrolysis, generating gas bubbles, hydroxyl ions, and hydrogen ions at the surface of the 

electrodes, creating a toxic environment for the cell [101]. Additionally, degradation of the 

electrodes releases toxic metal ions into the solution, further negatively impacting cell viability 

[102]. To address these concerns, microscale electroporation has become increasingly popular. 

1.1.5. Microscale Electroporation 

Microscale electroporation, in contrast to conventional cuvette electroporation, typically 

occurs within microfluidic devices, where the device dimensions are of the order of microns. 

Decreasing electrode spacing effectively reduces the required voltage to create the requisite 

electric field, as the electric field strength is given by:       

𝐸 =  −𝛻𝑉                                                                         (1.1) 

Here, E is the electric field and V is the applied voltage. The reduction of applied voltage 

minimizes hydrolysis and electrode degradation. The low voltage requirements also offer more 

flexibility in the design of the electric field generator, allowing for more control over the electrical 

signal used to create the field [103]. In addition, microscale electroporation offers superior 

control over cell manipulation and handling because both the cells and device features are on 

similar size scales [39]. Recent advances in microscale electroporation are extensively covered in 

this review [38].   
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Many microfluidic electroporation devices have been designed with the specific goal of 

cell electroporation only [39], [104]. However, the integration of electroporation as an additional 

functionality to a microfluidics device enhances the versatility of the device. For example, one 

study developed a microfluidic chip to culture primary cells and electroporate them, overcoming 

challenges associated with suspending primary cells [105]. Another study performed single cell 

electroporation on myoblasts and monitored protein expression and dynamics as a result of 

stimulation factors, thus offering single cell analysis of transfected cells [106]. These studies show 

that by integrating electroporation with microfluidic devices as an additional functionality, the 

potential impact of the device can be amplified. 

1.1.6. Integration of Vortex Trapping and Electroporation 

 Integration of electrodes onto the Vortex trapping chip transformed a cell separation 

device into a versatile electroporator. The benefits of integrating these two functionalities 

overcame challenges of handling and manipulating rare cells, within a live temporal window [79]. 

These devices have previously been used to deliver a range of biomolecules such as therapeutic 

agents [78], fluorescent dye [76], [79], [80], plasmids [76], [80], proteins [80], siRNA [80], and 

mRNA [80]. Integrating electroporation with a device that separates cells based on size has the 

additional benefit of more uniform electroporation results. The equation that governs 

electroporation is: 

𝛥𝑉𝑡𝑚 = 𝑓 ∗ 𝐸𝑒𝑥𝑡 ∗ 𝑟 ∗ 𝑐𝑜𝑠(𝜃)                                                         (1.2) 

where Vtm is the transmembrane potential across the cell membrane, f is an adjustment factor 

with a value of 1.5 for spherical cells, E is the applied electric field, r is the radius of the cell, and 
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θ is the angle between the electric field and a point on the cell. In this equation, both Vtm and f 

are constant for mammalian cells, and have values of 200 mV and 1.5, respectively [107]. The 

magnitude of the electric field required is hence inversely proportional to the cell radius. As 

Vortex trapping is a size-based method of cell separation, previous results show a homogenous 

size of cells to be electroporated [76], thus leading to high efficiencies. 

This also leads to the challenge in integrating our new Vortex device with electroporation. 

The target population for the new device are cells in the range of 7-10 µm in diameter, which are 

smaller than cells targeted by the previous Vortex-electroporation device [54], [92]. 

1.1.7. Thesis Outline 

The work reflected in this thesis is the culmination of the work I performed at Johns Hopkins 

University, alongside my colleagues and collaborators.  

In Chapter 2, we investigate ways to expand the uses of vortex trapping by changing the 

device geometry and operating conditions and show that Vortex devices can be used to trap 

smaller microparticles in the 7 – 10 µm range. 

In Chapter 3, we describe how we manipulated the electric field strength and used a 

combination of real time electroporation assessment and post-collection analysis to determine 

gentle conditions for electroporation of cells targeted by our new vortex device. 

In Chapter 4, we investigate a new electrode-integrated Vortex device fabrication pipeline 

using hot embossing and electroplating. Additionally, we miniaturized the electric field generator 

which provides the electric field required to electroporate cells. These investigations aimed to 

make the electrode-integrated Vortex devices more commercialization friendly [40], [108]. 
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In Chapter 5, we investigate the fabrication of a microfluidic phantom, with tunable 

properties to mimic optical properties of tissue. This novel fabrication technique allows us to 

image blood flow through microchannels, under a think membrane with tissue-like optical 

properties to simulate imaging capillaries in vivo [109], [110]. 

In Chapter 6, we investigate an inertial microfluidic deformability-based sorting device for its 

ability to purify retinal ganglion cells (RGCs) from a heterogeneous population. Using an inertial 

microfluidic device that can purify these target cells in a label-free manner would allow for their 

use in clinical applications, such as cell replacement therapy, to treat glaucoma [111].   

Finally, we finish with a conclusion that gives us direction on the integrated Vortex trapping 

electroporator system, and a summary of what we accomplished in the Chapters 4-6. 
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Chapter 2. New Geometry Expands Vortex Capabilities to Smaller 

Particle Populations 
2.1. Introduction 

Microparticle separation is an important technology in many fields such as ceramics, 

polymers, and biological research [112]. Each field has developed specialized methods of particle 

separation based on sample- and field- specific constraints (for example, cell viability 

requirements in biological research), but a common separation criterion in all listed fields is 

microparticle size [113]–[115]. In ceramic and polymer microparticle research, microparticles 

have different characteristics (such as drug diffusion coefficients) based on their size [116]. 

However, fabrication processes for ceramic and polymer microparticles result in particles with a 

polydisperse size distribution [117]. Particle separation steps are performed serially using sieves 

or membranes with specific pore sizes, thus separating particles into homogeneous 

subpopulations. While this is a well-established protocol requiring minimal optimization, the 

unwanted particles accumulate and clog the pores, leading to contamination of the final product 

and lower throughput [118]. In biological research, samples often require preprocessing to 

concentrate analytes such as circulating tumor cells (CTCs) and pathogens from backgrounds of 

millions of blood cells. Critically, the analytes of interest are often different sizes than the 

background cells. CTCs are larger than 15 μm, compared to smaller red blood cells, white blood 

cells, and platelets (which range between 5-15 μm in diameter) [119]. Bacterial pathogens, such 

as Escherichia coli (E. coli), are between 1-2 μm in diameter [120]. Size based separation methods 

implemented in microfluidic devices have successfully been used to separate CTC’s [121] from 
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blood with a 100-fold increase in purity, and capture living parasites [122] from blood with > 99% 

purity. However, these devices operate at low flow rates (< 100 uL/min), and often require long 

processing times to process relevant sample volumes (~10 mL) [123], possibly affecting cell 

viability.  

One method of separating particle based on size, with minimal sample handling and high 

throughput is inertial microfluidics. Inertial microfluidic devices use hydrodynamic forces and 

particle properties to differentially focus particles at distinct locations within a microfluidic 

channel. Based on particle locations, different subpopulations can be directed to different 

outlets, thus separating them.  Inertial microfluidic devices have risen to the forefront of particle 

separation processes due to their high throughput and versatility [31], [33], [124]. Their high 

throughput capability allows for large volume processing in short time [33], while their versatile 

sorting mechanism allows for their use in sorting different particle populations, with minimal 

sample handling. Previously, inertial microfluidic devices have been used to separate 

heterogeneous polymer microparticle populations into homogeneous sized subpopulations [32], 

[52], [112], [125], [126]. In environmental sampling, inertial microfluidics is used to remove 

contaminating dust and background food particles to concentrate analytes such as pathogens 

and bacteria for detection and characterization [45], [47]. In biological research, inertial 

microfluidics has been used to sort rare cells from biological samples, concentrating target 

analytes such as CTC’s and pathogens from millions of background cells for more reliable 

downstream assays [54], or separating subpopulations of white blood cells for further 

morphological characterization, used in diagnosis of diabetes [57], [61], [72].  
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The versatility of inertial microfluidic separation can be further increased by integrating 

the particle separation platform with other functionalities. For example, some functionalities of 

interest are inline functionalities such as droplet generation for single cell studies [48] and 

impedance measurements for further morphological characterizations [50]. These functionalities 

can be added as a post-processing step to inertial microfluidic devices with discrete capture and 

release steps. Additional on-chip functionalities such as drug synergy assays [51], [52], 

susceptibility assays [81], and biomolecular delivery [49], [53], are enabled by rapid exchange of 

multiple solutions on-chip. These functionalities can be integrated with inertial microfluidic 

platforms that can precisely control particle residence time. A unique family of inertial 

microfluidic devices that offer both discrete capture and release steps (enabling inline 

functionalities), as well as control over particle residence time (enabling on-chip functionalities) 

is the Vortex device family. 

Vortex devices have been previously used to purify large polymer and biological particles 

with diameters greater than 15 μm [53], [54]. These devices use inertial microfluidics to focus 

particles in a microchannel. The microchannel suddenly expands to a rectangular reservoir and a 

recirculation flow forms within this reservoir. The boundary between the main channel flow and 

the recirculation flow is known as the separatrix. The behavior of the separatrix is governed by 

the channel Reynolds number (Rec), which is given by the equation 𝑅𝑒𝑐 =  
𝜌𝑈𝐴𝑣𝑔𝐷

𝜇
 , where ρ is the 

fluid density, UAvg is the average fluid velocity, D is the hydrodynamic diameter of the channel, 

and μ is the dynamic viscosity of the fluid [81]. At high Rec (> 75), the separatrix breaks down and 

allows fluid streamlines and mass to transfer into the recirculation flow from the main channel. 

Particles are brought into the recirculation flow due to inertial migration forces and streamline 
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curvature [127]. However, when the fluid exits the reservoir again, particles remain trapped 

within the recirculation flow, due to a combination of hydrodynamic forces such as drag, particle 

inertia, and added mass [81]. While the exact contributions of each of these forces remain 

unknown, all forces scale with particle size, which enables this device to selectively trap large 

particles (D > 15 μm).   

There is a real need to expand these benefits to different target particle populations, D < 

15 μm in diameter. For instance, in the pharmaceutical industry, drugs with poor water solubility 

are often delivered in vivo in polymer particles smaller than 10 μm [83]. However, these 

microparticles are fabricated using methods that result in heterogeneous particle sizes, and 

require post-fabrication purification to obtain homogeneous particle sizes [117]. Purification of 

these particles using Vortex trapping is only possible if we expand Vortex capabilities down to 

this size. Furthermore, microparticles used for drug delivery often require secondary processing, 

such as layer-by-layer particle coating, which can be performed by multiple solution exchange 

steps, possible on Vortex trapping devices [128], [129]. In biology, populations of cells ranging 

between 7-10 μm, such as lymphocytes [60] can benefit from Vortex trapping’s on-chip benefits 

such as biomolecular delivery to perform cell engineering for cancer therapeutics [130] and 

downstream applications such as droplet encapsulation for single cell studies [131], [132]. 

Spermatocytes (7-9 μm) can benefit from the integrated functionalities of cell separation [87] 

and cell electroporation [133].Thus, expanding Vortex capabilities to different populations will 

increase the presence of these devices. 

The geometry of Vortex trapping devices and its effect on the trapped particle population 

has been studied extensively to target large particles (D > 15 μm). Previous work has shown that, 
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by narrowing the microfluidic channel width and shortening the channel height, we can trap 

more particles in the 15 – 20 μm range, thus increasing capture efficiency. The downside to this 

is particles in the 12 - 15 μm range are also trapped, which sacrifices purity [134]. Another 

investigation found that by increasing Rec, we can decrease the average size of trapped particles, 

from an average of 35 μm at Rec = 125 to an average of 22 μm at Rec = 275 [92]. While these 

studies were still limited to targeting particles 15 μm in diameter or larger, these results show 

that by changing device geometry, operating conditions affect the size of particles trapped in the 

chamber. These results show that the particle population trapped within the Vortex device, and 

the behavior of trapped particles depend on these parameters, and by modifying them further, 

we could potentially trap particles within our target 7 – 10 μm size range.  

In this work, we designed a Vortex device to trap polystyrene beads in the 7 – 10 μm 

range. This size range has not been previously targeted by Vortex separation methods and is 

significant because polymer and drug microparticles that can benefit from secondary vortex 

functionalities, such as layer-by-layer particle coating, exist in these size ranges [129], [135]. It 

also overlaps with cell sizes such as lymphocytes [86] and spermatocytes [87], and stem cells [89] 

which are of clinical relevance as therapeutic options for cancer [136]–[138] and HIV [29], [139] 

treatment, assistive reproductive technology [133], [140], and allogenic corneal transplants [90], 

respectively. Lastly, we tested our device with L1210 cells which have an average diameter of 

10.1 ± 1.4 μm, to purify cells within our prescribed size range from wide inlet size distribution. 

We believe that this work is a critical step to expanding the capabilities of Vortex trapping and 

applying this technology to particles in different size distributions.   
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Figure 2.1: Overview of the device. (Top) A heterogeneous population is an input into the device with target particles and larger 

contaminating particles. We see that before the chamber, the particles are aligned into distinct streamlines based on their 

diameters. Once the particles reach the reservoir, target particles are more likely to populate the trapping chamber. (Bottom) 

representative graphs depict how we expect the device to perform. We are targeting particles at the smaller end of the distribution 

and expect them to be enriched amongst the trapped population for final collection. 

2.2. Materials and Methods 

2.2.1. Device Geometry 

We designed and tested devices of varying dimensions. The final device has a trapezoidal 

chamber attached to a microfluidic channel. The inlet to the trapping chamber is a rectangular 

channel with dimensions of 25 µm x 35 µm (WC,1 x H) and a length of 1,640 µm. At the outlet of 

the chamber, the channel contracts to 15 µm x 35 µm (WC,2 x HC), linearly increasing in width 

back to 25 µm over 500 µm. The chamber itself is a trapezoid on either side of the channel, each 

measuring 650 µm x 275µm (ChL x ChD). The trailing wall of the chamber forms a 30o angle with 

the wall of the channel.  
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2.2.2. Device Fabrication 

 The microfluidic device was fabricated using standard soft lithography. Briefly, a 

photomask was designed using AutoCAD (Autodesk, USA) software and printed (CAD/Art 

Services, Inc, USA). In a clean room, a negative photoresist (KMPR 1050, Kayaku Materials, USA) 

was spin-coated onto a four-inch silicon wafer (University Wafers, USA). The pattern was then 

transferred from the photomask using > 365 nm UV light. The uncured photoresist was washed 

away in a SU-8 Developer (Kayaku Materials, USA) bath for 6 minutes. The mold was then hard 

baked at 200oC for 20 minutes, and polydimethylsiloxane (PDMS, Dow Corning, USA) was cast 

onto it, creating the channels. PDMS was mixed in a 10:1 base to curing agent ratio, degassed for 

15 minutes, and allowed to cure overnight at 80oC. The solution injection and outlet ports were 

created using hole punches (Pin Vise Set A, 20 punch gauge, Syneo, USA). The PDMS chip was 

then bonded to a microscope slide (Histobond, USA) after exposure to O2 plasma at 0.3 Torr and 

75 W for 45s.  

2.2.3. Cell Preparation 

  L1210 cells (ATCC, USA) were grown in Dulbecco’s Modified Eagle Medium 

(Corning, USA) supplemented with 10% horse serum (Millipore Sigma, USA), and 1% penicillin-

streptomycin (ThermoFisher, USA). The cells were incubated in a humidified incubator kept at 

37o C and 5% CO2. Cells were harvested after two days and diluted to a concentration of 25k/mL 

for experiments.  

2.2.4. Particle Imaging and Size Distribution Measurements 

 To evaluate device performance with polystyrene beads, we created 25k/mL solutions of 

polystyrene particles (Phosphorex, USA) suspended in PBS (Corning, USA). Cells were suspended 
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in their respective growth media. The solution was injected into the device using a syringe pump 

(Harvard Apparatus, PHD 2000). 

Trapped particles were imaged using a highspeed camera (The Phantom1 v1210, Vision 

Research Inc., USA). We used an image processing code to analyze the recorded high-speed 

videos and obtain particle size information. Inlet data was obtained by imaging a sample of the 

solution in a well plate and processed using the same image processing algorithm. The code was 

validated by measuring particle sizes from images and comparing those from Scepter Cell 

Counter (Millipore Sigma, USA) (Figure 2.2).  

 

Figure 2.2: Graph comparing the diameter measurements using the Scepter Cell Counter and the image analysis code, as well as 
sample measurements from the image analysis code. A) shows the particle distribution using both measurement methodologies. 
The difference in the average is 0.4 μm, and the distributions are similar, as confirmed by a QQplot. B) shows sample cell 
measurements using the image analysis code for cells with diameters of I. 9.9 μm, II. 10.7 μm, III. 11.3 μm, IV. 9.9 μm.  
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2.2.5. Solution Exchange and Cell Viability Analysis 

Similar to the solution exchange steps described previously [76], [78], [80], a custom-built 

pressure regulator was used to control the flow of solutions into the device. Python-controlled 

solenoid valves regulated the flow of nitrogen (Airgas, USA) to pressurize 3 hermetically sealed 

50 mL conical tubes. These tubes, each containing a PBS wash solution, a 15 μM propidium iodide 

(PI) solution, and the final collection media, were connected to the device via PEEK tubing (IDEX, 

USA) and an inline check valve (IDEX, USA). The cell solution was input into the device from a 

syringe using a standard infuse/withdraw pump (Harvard Apparatus, PHD 2000, USA). The syringe 

was connected to the device using PEEK tubing and a shutoff valve assembly (IDEX, USA). The 

operational pressure of the device was 60 PSI, which translates to a flow rate of 210 μL/min. 

Initially, the device was fully primed with PBS at 60 PSI. DAPI stained cells were then co-injected 

into the device, at a flow rate of 100 μL/min, for 50 seconds, followed by a withdraw step at a 

flow rate of 50 μL/min for 20s. This withdraw step was critical in ensuring that cells did not 

contaminate the inlets of the other solutions. Every solution exchange step thereafter was 

performed by co-flowing the initial and the target solution, at 60 PSI for 20 seconds. This overlap 

ensured a continuous flow rate, which kept the cells stably trapped within the reservoir. After 

20s, the initial solution was turned off, and the cells were suspended in the target solution. The 

solution order was PBS for initial capture and wash, PI to stain the dead cells, then media for final 

rinse and collection. To collect the cells, the pressure was lowered to 20 PSI for 20 seconds, then 

increased back to 40 PSI. Approximately 75 μL of solution was collected after each trial. The 

collected cells were then stained with 1 μM of Calcein-AM, and imaged. The images were 
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analyzed using a custom image processing pipeline using CellProfiler and Python Spyder IDE to 

obtain cell viability information.  

2.3. Results 

2.3.1. The Need to Change the Mechanism of Particle Trapping 

 We initially evaluated rectangular devices for their ability to trap small particles (D = 7-10 

μm). For these experiments, we chose to test our devices with DAvg = 10 μm polystyrene 

microparticles. Measurements of particle sizes showed that in the inlet population, particles 

ranged from 7-13 μm (Figure 2.2). The goal was to identify a device that could enrich the 

population of microparticles within the 7-10 μm range by selectively trapping particles within this 

range from a heterogenous population. Previous studies showed that individually varying 

channel width (CW), chamber depth (ChD), chamber length (ChL), and Rec, affected the size 

distribution of particles trapped within the reservoir (Figure 2.3). Narrowing CW results in smaller 

particles trapped within the reservoir [92]. A shallower ChD reduces the migration distance to the 

vortex, which is beneficial for smaller particles that do not have as large a migration velocity as 

large particles [91]. A longer ChL allows more time for smaller particles to migrate into the Vortex. 

Compared to the original Vortex geometry which had dimensions of CW = 40 μm, ChD = 480 μm, 

ChL = 720 μm [54], we tested narrower CW (15 – 25 μm), shallower ChD (130 – 325 μm), and 

comparable or longer ChL (625 – 1,250 μm). In addition to varying device geometry, we also 

tested Rec ranging from 25 to 300.  
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Figure 2.3 Figure showing the different geometric and operational parameters tested. CW represents the channel width, leading 

up to and exiting the reservoir. ChL represents the chamber entry length. θ represents the angle between the trailing edge of the 

chamber and the channel. ChD represents the chamber depth. In channels where θ is not 90O, ChD is measured as the maximum 

distance from the channel wall to the edge of the reservoir. Reynolds Number (ReC) is used to compare flow rates across different 

devices and is given by 𝑅𝑒𝑐 =  
𝜌𝑈𝐴𝑣𝑔𝐷

𝜇
 , where ρ is the fluid density, UAvg is the average fluid velocity, D is the hydrodynamic diameter 

of the channel, and μ is the dynamic viscosity of the fluid. 

We observed initial Vortex formation at Rec = 50 - 75, consistent with previously reported 

results [53]. However, the average size of particles trapped within all tested reservoirs and Rec’s 

(DAvg ≥ 11 μm) was larger than the average size of particles in the inlet solution (DAvg = 10.4 ± 0.48 

μm) (Figure 2.4). Additionally, from an inlet population that had 11% of the total particles in the 

7 – 10 μm range, all the devices tested trapped fewer than 15% of particles within our size range. 

These results indicate our rectangular devices could not be used to enrich microparticles from a 

heterogeneous population and confirmed that we needed to change the more than just the 

parameters above to accomplish our goal of trapping particles in the 7 – 10 μm range.   
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Figure 2.4: Representative image of particles trapped within the rectangle devices. A) from a solution of 10 μm particles, the 

device with dimensions 20 μm x 720 μm x 230 μm at a Rec = 125 trapped large particles. The distribution of these particles are 

shown B) where the trapped particles have an average diameter of 11.7 μm but the inlet particles have an average diameter of 

10.4 μm. This is representative of all rectangular devices tested, where the average diameter of trapped particles was larger 

than the average diameter of the inlet population. 

2.3.2. A Chamber Angle of 30o Changes the Particle Entrance Mechanism 

Another potential avenue of investigation was the method of particle entry into the 

reservoir. Previous investigations have extensively studied particle entry into the reservoir, as 

this is a prerequisite to trapping particles [81], [91], [127], [141]–[143]. In rectangular chambers 

(θ = 90o), at sufficient Reynolds numbers (Re > 70), there are three methods of particle entry [81], 

[91]. Particles could migrate laterally into the reservoir and enter (lateral migration), contact the 

trailing wall and move along the microcavity wall to enter (contact entry), or collide with the 

trailing wall and enter without tracing the microcavity (collision entry). Lateral migration was the 

predominant method of particle entry observed in the rectangular chambers that we tested. This 

is consistent with previously reported results [91], [144], where lateral migration was shown as 

the method of particle entry in chambers with aspect ratios (AR = ChL/ChD) > 3. Collision and 

contact entry occur in rectangular geometries with AR < 3. In these chamber, at low Reynolds 

numbers (Re < 160), particles partially enter the reservoir and achieve a maximum lateral 

distance near the trailing edge of the reservoir, but then are quickly washed out [144]. However, 
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At higher Re (Re > 160), the change in vortex and separatrix morphology close to the trailing wall 

causes larger particles (D = 28, D/CW > 0.4) to enter via collision or contact trapping [91]. Smaller 

particles do migrate laterally as well but have slower migration velocities and will not cross into 

the vortex before crossing the cavity. 

 

Figure 2.5: Sample image of the entrance path a 9 μm particle takes, in a device with θ = 30o. The particle, tracked from position 

1, begins its entry trajectory at position 2. Positions 3-6 then complete the initial orbit, and the particle then enters its stable 

trajectory, highlighted in green. 

To trap our target smaller microparticle targets, it is necessary to change the geometry to 

encourage these particles to enter the reservoir. When particles via collision or contact entry, 

previous studies showed that the trailing edge geometry plays an important role in influencing 

particles to enter [141]. Compared to rectangular chambers where the trailing edge abruptly 

stops the particle path, trailing edges that guide particles into the vortex (such as those in 

rounded cavities), help particles to get trapped more easily [141]. We designed a new Vortex 

device with trailing walls that guide particle entry into the reservoir by changing the angle 

between the channel wall and the trailing edge of the chamber (θ, Figure 2.3) and testing acute 

values of θ between 30o and 90o. Within these novel trapezoidal shaped chambers, we observed 

particle collision with the trailing wall (Figure 2.5, Position 2) at θ = 30o.  
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After collision, particles had two possible paths depending on the depth of the particle 

into the reservoir: it could leave the reservoir, or it could continue into the recirculation flow. We 

determined a minimum threshold depth that particles need to achieve to be trapped by 

measuring particle depth at the closest point between the particle and the wall (Figure 2.6A). We 

non-dimensionalzed this by dividing half the exit width, and termed this non-dimensional depth 

as Δ, given by ∆ =
𝐷𝑒𝑝𝑡ℎ

0.5∗𝐸𝑥𝑖𝑡 𝑊𝑖𝑑𝑡ℎ
. For a device with dimensions of 20 μm x 650 μm x 275 μm x 30o 

(Cw x ChL x ChD x θ), the minimum threshold Δ (Δth) was found to be 2. Particles that had a Δ of 2 

entered the chamber 100% of the time, but particles that had a Δ < 2 entered the chamber only 

43% of the time (Figure 2.6B).  Evaluating the 20 μm x 650 μm x 275 μm device using the Δ metric 

showed that particle Δ values are proportional to the likelihood of particle entry, and a larger Δ 

value meant a higher probability of particle entry.  

Having identified a Δth value, we focused on increasing Δ values for our target population 

to above Δth. In this device, where the channel had a constant width before and after the trapping 

chamber, particles within the 6 – 9 μm entered the reservoir 46% of the time, and none of these 

particles had Δ > 2. As Δ is given by dividing particle depth by the exit width, we narrowed the 

exit width at the outlet of the chamber. By doing so, we induced an increase in Δ for particles 

with the same diameter; thus, increasing the probability of particle entry into the chamber. The 

new design had a channel width of 25 μm before the chamber, and a channel width of 15 μm 

after the chamber. We then examined particle entry into the reservoir and found that 75% of 

particles within this size range entered the reservoir, and all particles had Δ > 2 (Figure 2.6C). This 

suggests that though these chambers have new channel widths, Δth remains constant with a value 

of 2. Additionally, these results indicate that the narrowed width design will successfully trap a 
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higher percentage of small particles (6 – 9 μm). For our geometry and ReC, we established that a 

Δ value of 2 can be considered a threshold Δ (Δth), above which particles enter the reservoir. 

 

Figure 2.6: This figure demonstrates how the Δ measurements were taken and analyzed. A) represents the point that was used to 

get the depth value. The particle was tracked as it entered the reservoir, and at the minimum distance to the chamber, its depth 

was measured. This was then divided by half the exit width, and this number was the non-dimensionalzed depth, or Δ value for 

the particle. B) shows the Δ values for particles of different sizes, in the device with a standard channel width of 20 μm. C) shows 

the Δ values for particles of different sizes in the device with a narrowed channel width, from 25 μm to 15 μm. By comparing these 

two devices using the Δ metric, we can see that small particle between 7-10 μm in the narrowed channel achieve larger Δs, and 

are more likely to be trapped. 

We analyzed high-speed images of trapped particles to obtain the size distribution of 

particles in the chamber, validating whether enhancing the Δ value for small particles translates 

to increased trapping within the reservoir. From a solution of particles with an average diameter 

of 10.2 ± 0.7μm, we were able to trap particles smaller than 10 μm (Figure 2.7A). In the inlet 

population, we measured 12% of the particles with D < 10 μm, but out of the trapped particles, 

we measured 36% of particles with D < 10 μm, a 3-fold increase in purity from the inlet.  
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Figure 2.7: Plots showing trapped vs. inlet distributions for 10 μm particles and L1210 cell lines. A) shows the difference in 

trapped particle size distribution vs. the inlet particle size distribution for polystyrene particles. Particle images were captured 

either within the vortex (trapped), or in a well plate (inlet) and analyzed to obtain size information. This graph shows that even 

from a narrow size distribution of particles (STD = 0.67 μm), we can trap particles smaller than the mean inlet size. B) trapped vs. 

inlet population for L1210 cells plot showing that the vortex device traps a majority (86%) of cells within our 7-10 μm range, 

compared to the inlet population where only 66% of the population was within our target size range. Additionally, the mean 

diameter for the trapped population is lower than the mean diameter for the inlet population, again indicating that we are 

selectively purifying smaller cells.  

2.3.3. The Effects of Changing Chamber Geometry and Rec on Particle Δ Values 

 We investigated how changing chamber geometry, channel width, and Rec affect Δth. We 

specifically used particles within 5-9 μm because we observed that these particles often had Δ 

values in the range of Δth and could be used to identify the value of Δth. In two devices with a 

narrowed channel width (from 25 μm to 15 μm) and a Rec = 125, we increased the area of the 

chamber from 650 μm x 275 μm (ChL x ChD) to 725 μm x 325 μm. We found that the Δth value was 

unchanged, and that particles that Δ > 2 entered the reservoir (Figure 2.8). It is worth noting that 

in the device with a larger chamber area (725 μm x 325 μm), the total number of particles trapped 

were on average 10.7 ± 3.1 particles per trial, fewer than the number of particles in the smaller 

chamber (650 μm x 275 μm), which averaged 38 ± 1 particles per trial. We also increased Rec 

from 125 to 150 and observed the effects on Δth. We found that in both devices, Δth remained at 

2 (Figure 2.8), despite the increase in Re. However, in the 725 μm x 325 μm value, we observed 
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that more particles were trapped at Re = 150 than at Re = 125 (23.67± 2.4 at Rec = 150 vs. 10.67 

± 3.1 at Rec = 125). These results indicate that particle trapping is also a function of chamber area, 

and Rec, but that changing these parameters do not impact Δth. 

 One possible physical interpretation for Δth is that it provides the maximum point of 

lateral convective transport of particles into the reservoir. This is also known as the separatrix, 

which provides the boundary that separates the recirculation flow from the main channel flow 

[81], [91]. For the geometries and conditions tested, Δth remains constant. However, more 

investigation is needed into the significance of Δth, such as using dye to determine and compare 

separatrix locations to Δth values. Additionally, the effects of Rec and chamber size for trapezoidal 

chambers on particle trapping should be further studied to develop a comprehensive predictor 

of particle trapping behavior. These investigations would be extremely valuable for further 

modifying Vortex device target sizes, for example, to target populations such as platelets (D = 1-

3 μm) where purification is necessary for transcriptomic analysis to identify disease-specific 

molecular signatures [145]. 
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Figure 2.8: Investigation into how changing parameters such as chamber size and Rec affect Δth. In the top row, we can see that 

82% of the particles that entered the reservoir had a Δ > 2, and only 1 particle with a Δ > 2 did not enter the reservoir, indicating 

that the Δth value is 2. Similarly, in larger chamber, Δ analysis shows that all particles with Δ > 2 enter the reservoir. Looking at 

both chambers for a higher Re, we can see similar trends. These observations show despite changing Rec and chamber size, a Δth 

remains constant at 2. 

2.3.4. Offset Channel Device Traps Small cells from Cell Populations 

 The device was then evaluated for its performance trapping small cells (7-10 μm). This 

cell size distribution was chosen because it overlaps with important clinical targets such as 

lymphocytes [86]. Analyzing lymphocyte count, morphology, and genetic makeup, can provide 

valuable information about a patient such as predicting and assessing patient response to 

chemotherapeutics [146] and immunotherapy [147]. Lymphocytes can also be engineered as a 

therapeutic tool in cancer and HIV patients [148]. Previous work has shown that, due to 

differences in microparticle properties, such as deformability and membrane properties, cell 

populations trapped within the device were on average larger than trapped rigid microspheres 

[53]. Though we accomplished our goal of enriching polymer microparticles within the 7-10 μm 
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size range, to assess the utility of this device in different fields we needed to test our device 

performance with cell lines. L1210 cells were selected specifically for their average cell sizes of 

10.1 μm ± 1.4 μm indicating a large population within our target size range. The results are shown 

in (Figure 2.7B). The trapped population had an average size of 9.4 ± 0.9 μm. The inlet population 

did have cells with diameters greater than 12 μm but these cells were not trapped within the 

vortex. The data also shows that our device targets cells within the target 7-10 μm range, as 58% 

of the trapped cells fall within this size range, compared to only 34% of the inlet population, a 0.7 

– fold increase in purity of our target population. This indicates that even from a heterogenous 

population of cells, our device can enrich cells in the 7-10 μm size range.  

2.3.5. Cell Collection and Viability Assays 

We collected the trapped cells from the devices to assess their size distribution and 

viability. We also analyzed size distributions of cells collected from rectangular geometries, to 

confirm that our novel trapezoidal geometry with a narrowed exit width outperforms rectangular 

devices when targeting cells in the 7-10 μm distribution (Figure 2.9, Panel A). The two rectangular 

devices had dimensions of 25 μm x 720 μm x 230 μm (Rectangular 1, denoted in Red) and 25 μm 

x 1000 μm x 230 μm (Rectangular 2, denoted in gold), and both were operated at Rec = 125. While 

all rectangular devices tested trapped polystyrene beads with similar size distributions, these two 

devices were chosen because they had the smallest footprint. From Figure 2.9A, we can see that 

the distribution of cells collected from the trapezoidal chip has an average size of 11.6 ± 2.9 μm, 

while the distributions of cells collected from Rectangular 1 and Rectangular 2 have average sizes 

of 14.5 ± 3.9 μm and 17.6 ± 3.6 μm, respectively. Additionally, 50% of the cells collected from the 

trapezoidal device with the narrowed channel width are within the prescribed 7-10 μm size 
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range, while only 12% from Rectangular 1 and no cells from Rectangular 2 are in our target 

population. This shows that compared to the other rectangular Vortex geometry we investigated, 

our novel trapezoidal geometry with a narrowed channel width will give us a greater than a 4-

fold increase in purification of cells 7-10 μm.  

 

Figure 2.9: Analyses performed on cells collected from the trapezoidal and rectangular devices. A) exemplifies the size 
distribution in populations Trapped and collected by the trapezoidal device (shown in blue) and two rectangular devices 
(Rectangular 1 has dimensions of 25 μm x 750 μm x 230 μm, shown in red, and Rectangular 2 has dimensions of 25 μm x 1000 μm 
x 230 μm, shown in gold). The new trapezoidal device traps a smaller cell population, as shown by the averages of the collected 
cell sizes. B) confirms that the device does not adversely affect cell viability. Cell processed by the device had a viability of 93.5%, 
compared to 96% viability in the control population. 

An important criterion to evaluate cell processing devices by is the viability of the final 

product. Devices that can enrich target cell populations and provide viable purified populations 

are more valuable when downstream applications require viable cells. Some examples include 

modifying or engineering lymphocytes for therapeutic purposes such as cancer [136]–[138], [146] 

or HIV therapy [29], [139], [149] or observing leukocyte rolling behavior to assess patient diabetes 

status [58], [62]. We stained trapped cells with propidium iodide (dead cell stain). Once we 

collected these cells, we added Calcein-AM (live cell stain). We found that cell viability was 
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minimally affected by device processing. For cells processed by the device, we saw a 93.5% 

viability, compared to 96.8% viability with unprocessed cells (Figure 2.9B) showing that the device 

preserves cell viability.   

2.4. Conclusion and Future Works 

 In this work, we expanded the capabilities of Vortex trapping to trap polymer particles in 

the 7-10 μm range. We explore a new geometry using trapezoidal chambers to guide polymer 

particles into the reservoir. We further narrow the channel width at the exit of the reservoir and 

show that this encourages more particles in our target size range to enter the reservoir. 

Additionally, we introduced a new metric, Δ, which can be used to characterize particle behavior 

in the reservoir. Due to the correlation between Δth and particle entry into the reservoir, we 

believe Δth could represent the separatrix location, which separates main channel flow from the 

recirculation flow. In addition to its performance with polystyrene microparticles, we confirm 

that this device performs similarly with deformable cells, and able to enrich cells within the 7 – 

10 μm range, with high viability. We also determined that this new device outperforms traditional 

rectangular Vortex trapping devices when targeting particles in the 7 – 10 μm range. 

This work is critical because target cell populations (lymphocytes, spermatocytes, and 

stem cells) and polymer particles can be purified and from heterogeneous populations of 

background cells or heterogeneous sized particles, respectively. These targets can also benefit 

from the secondary functionalities that Vortex devices provide, such as biomolecular delivery for 

immune cell engineering, droplet encapsulation for single cell studies, and solution exchange for 
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layer-by-layer particle fabrication. Future work should focus on integrating this Vortex device 

with additional secondary functionalities, thus increasing the impact of this finding. 
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Chapter 3. A Parameter Investigation into the Vortex-Assisted 

Electroporation of Small Cells 

3.1. Introduction 
The delivery of biomolecules such as DNA, RNA, and proteins across the cell membrane is 

of critical importance for uses in biomanufacturing [150], fundamental biological studies [151], 

gene editing [152], cell therapies [153], and cell engineering [98]. The two major families of 

intracellular delivery methods are carrier-based methods, where the cargo is encapsulated in 

viral vectors [154], [155] or liposomes [156], [157], and physical membrane disruption methods 

such as electroporation [94], [107], [158]. While carrier-based methods have been used for 

decades and are well characterized, they are limited by the cargo they can deliver, and the cell 

types they can be used for. Viral vectors are limited to the delivery of nucleic acids, and even 

then, to small sequences [155], [159]. Lipofection has more flexibility with the cargo size, as the 

carrier is synthetically created. However, lipofection is notoriously ineffective for transfecting 

suspended cells [160], [161]. 

Physical membrane disruption methods offer a solution to both the above problems of 

cargo limitations and suspended cell transfection [162], [163]. Electroporation, the process of 

permeabilizing the cell membrane via application of an electric field, is especially of interest 

because of its high delivery efficiency to suspended cell lines [162], [163], and low processing 

times [164]. Electroporation does not have as severe cargo limitations, and has been used to 

deliver nucleic acid [94], [165]–[167], protein complexes and conjugates [153], [168]–[170], 

fluorescent molecules [171]–[173], chemotherapeutics [174], [175], and synthetic nanoparticles 

[176]–[178].  Due to its versatility, the integration of electroporation with devices that offer other 
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functionalities such as cell separation and cell focusing [38], [39], [179], [180], is a rapidly growing 

field of research.  

The integration of electroporation with microfluidic devices has been a rapidly growing 

field of research for the past few decades [38], [179]. Microfluidic devices are attractive methods 

of cell separation and focusing [181]–[183], because device dimensions are often of the order of 

cell size, allowing for precise control of cells. Inertial microfluidic devices are a subclass of 

microfluidic devices that additionally offer label-free cell manipulation, high throughput 

processing [31], and the capability to be integrated with other functionalities [33] (a full review 

of inertial microfluidic device can be found in 1.1.2, and ref [31], [33], [42], [184]). Their feasibility 

as high throughput biological and clinical research tools was demonstrated for various 

applications, including cell purification for rare circulating tumor cells and fetal trophoblasts [54], 

[185], [186] and clinically relevant assays such as hydrodynamic stretching to identify and 

diagnose sepsis [187] and leukocyte profiling [62]. 

Inertial microfluidic Vortex trapping devices (previously described in 1.1.3, Chapter 2, and 

[54], [188], [189]) are a family of inertial microfluidic devices originally developed as a cell 

purification method that targets large, circulating tumor cells (CTC’s) from blood. This specific 

inertial microfluidic device integrates well with electroporation, as the device offers a high degree 

of control over particle residence time. This enables the critical steps of electroporation and 

immersion in biomolecule solutions of interest, required for biomolecular delivery. Vortex 

trapping devices have previously been integrated with on-chip electroporation for intracellular 

delivery of plasmids [76], [80], drugs [78], [79], and nucleic acid and protein conjugates [80].  
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Despite these benefits, previous generations of Vortex trapping devices were limited to 

targeting large cells such as CTC’s [54], [188] and fetal trophoblasts [54], [185], with cell 

diameters, D > 15 μm.  In Chapter 2, we furthered the capabilities of Vortex trapping devices to 

target small cells (D = 7 – 10 μm). In this work, we integrate this new generation of Vortex 

trapping devices with electrodes for on-chip electroporation and biomolecular delivery. We 

optimized the electrode geometry for our new small cell trapping chamber geometry and varied 

the electrode geometry to enhance the average electric field strength experienced by the cells. 

Next, we investigated the effects of various parameters of the waveform on permeabilization of 

the cellular membrane and performed cell viability assessments. Finally, we attempted to 

transfect our target L1210 cells with ZsGreen plasmids. 
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Figure 3.1: Overview of the parameter investigation into electroporating small cells (7-10 μm). A) shows the electrode scaling to 
accommodate the changing chamber depth in the device used to trap small cells. The large rectangles on either side are the solder 
points to connect the electrical signal. Within the device, cells orbit in the chambers above gold electrodes patterned on the glass 
slide. In addition to designing the electrodes to better fit the reservoir, we also investigated increasing the electric field, by 
modifying the edges. i) shows previous electrodes fabricated. ii), iii) show that by augmenting the edges of the electrodes with 
triangles and rectangles increases the electric field strength by a factor of 1.11 and 1.13 respectively. B) shows the dimensions of 
the rectangular serrations. The rectangles have a width of 20 μm, a height of 10 μm, and are spaced 20 μm apart. C) shows the 
dimensions of the triangular serrations, which have equal side lengths of 20 μm, and are spaced 20 μm apart. 

3.2. Materials and Methods 

3.2.1. Device Geometry 
The small cell electroporator comprises of two layers: a fluidic layer and an electrode 

layer. The fluidic layer is a single microfluidic channel that leads to a reservoir in which the cells 

of interest are trapped. The electrode layer is made of patterned electrodes on the glass slide 

underneath the reservoir, positioned such that the orbits of the cells trapped in recirculation flow 
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are directly above the electrodes. The dimensions of the fluidic layer are discussed in Chapter 2. 

There are a total of 8 electrodes. The electrodes end 70 μm before the fluidic reservoir wall, to 

ensure sufficient room for bonding between the glass and the fluidic layer. The electrodes are 

interdigitated rectangles, with a width of 20 μm and a height of 10 μm. The shortest electrode 

was 133.3 μm long, scaling up to 504.5 μm long. The edges of the electrodes are serrated in the 

shape of equilateral triangles, with side lengths of 20 μm and a height of 300 nm.  

3.2.2. Device Fabrication 

Both the fluidic layer and the electrode layers were designed in AutoCAD. The fluidic layer 

mask was fabricated as a film transparency mask by (CASOutputcity, USA). The electrode layer 

was fabricated as a chrome mask by (Photosciences, USA). The fluidic layer was then patterned 

onto a silicon wafer and cast in PDMS using standard photolithography. Briefly, photoresist 

(KMPR, Kayaku Advanced Materials, USA) was spin coated onto a silicon wafer (University 

Wafers) and exposed to UV light. Excess photoresist was removed using SU-8 developer (Kayaku 

Advanced Materials, USA). PDMS was then cast onto the mold at a ratio of 5:1 (polymer: curing 

agent) and cured at room temperature. These steps were taken to ensure the fidelity of the 

design and to avoid deformation of the chamber during high temperature curing, minimizing the 

chance of misalignment. The inlet and outlet ports were created using a syringe (Becton Dickson, 

USA) and a 20G blunt needle (SAI, USA). The electrode layer was fabricated using standard lift off 

procedures. A glass slide (Histobond+ Supa Mega Slides, Histobond, USA) was spin coated with 

photoresist (SPR 220, Rohm and Haas, USA) and exposed to UV light through the electrode 

chrome mask. Excess photoresist was removed using AZK-400 developer. The developed slides 

were then placed into an electron beam evaporator (Sharon Vacuum CVS-6 Evaporator, USA). 



38 
 

Chrome and gold were deposited onto the glass, at heights of 10 nm and 300 nm (Kurt Lesker, 

USA), respectively. Finally, the coated slides were placed into an acetone bath and mildly agitated 

for 1 hour, and excess metal removed. The devices were bonded to the electrodes, using O2 

plasma. Electrical leads were connected to the electrodes using low melt solder. 

3.2.3. Cell Culture 

L1210 cells were cultured in Dulbecco’s Modified Eagle’s Medium (DMEM) (Corning, 

USA). The growth medium was supplemented with 10% fetal bovine serum (FBS, ThermoFisher 

Scientific, USA) and 1% penicillin-streptomycin (ThermoFisher Scientific, USA). The cells were 

grown for 2 days before they were harvested for the experiment.  

3.2.4. Device Operation 

Optimal conditions for cell trapping were found using methods described previously (see 

Chapter 2). Based on those results, we determined the operating pressure of the device to be 60 

PSI, equivalent to a flow rate of 210 uL/min. The device was initially flushed and primed using 

DPBS (Hyclone, USA), at 60 PSI for 30 seconds. Afterwards, a co-flow of cell solution (at a 

concentration of 20k cells/mL) was introduced into the device in two steps, a 50 second injection 

step followed by a 20 second withdraw step. This withdraw step was done to ensure minimal 

contamination of device tubing by the cell solution. Cells were trapped in the reservoir, in vortices 

generated by the recirculation flow. After the cell trapping step, the solution was exchanged 

using methods described previously in Chapter 2. The electric field was then applied, and the 

cells were incubated in a solution of 15 μm Propidium Iodide (PI, ThermoFisher Scientific, USA) 

for 90 seconds. Another solution exchange step was then performed to the final collection media. 

The final media was composed of 50% FBS, 49% DMEM, and 1% penicillin-streptomycin. Previous 
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work showed that this increased serum concentrations post electroporation increased cell 

viability [190]. To collect the cells, the pressure was lowered to 20 PSI for 10 seconds, then 

increased back up to 40 PSI for 15 seconds. A total of ~50 uL was collected per trial. 

3.2.5. Pulse Driver Mechanism 

A custom-built electroporation box was used to supply the electrical energy required for 

electroporation. The box took in a DC signal at a predetermined voltage and output a train of 

pulses of square waves. The frequency of these waves was set at 20 kHz, as this was shown to 

provide a sufficient electric field strength, while at the same time, not creating large bubbles from 

electrolysis [79], [80]. Pulse durations were varied between 5 and 20 ms, and the number of 

pulses was between 5 and 20 pulses. There was a 1 second gap between pulses. 

3.2.6. Electroporation Testing and Viability 

When the cells were processed by the device, permeabilized cells were stained with 15 

μM PI solution. After collection, cells were then stained with Calcein and incubated for 25 

minutes. The collection media was then aspirated, and the cells resuspended in PBS for imaging. 

The images were then processed via a custom imaging pipeline, using CellProfiler (Broad, USA) 

to identify the cell outlines and Python (Spyder IDE, MIT, USA) to measure cell fluorescent 

intensities, previously reported in [79]. The pipeline classified cells as live, dead, or 

electroporated, based on expression of Calcein, PI, or both, respectively. We could then assess 

cell viability and electroporation efficiency for different electroporation conditions.  
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3.2.7. Plasmid Purification 

 DH5alpha competent cells were transformed with ZsGreen plasmids, by following 

the associated protocol. The plasmid was grown in a 5 mL starter culture of Luria Broth (Sigma 

Aldrich, USA), for 16 hours, then moved to a 100 mL of Luria Broth culture for another 16 hours. 

A Qiagen Plasmid Maxi Prep Kit (Qiagen, USA) was used to extract the plasmid 

3.2.8. Conventional Cuvette Electroporation 

 Transfection efficiency in conventional cuvette electroporation was tested using the 

Eppendorf Eporator (Eppendorf, USA). Each cuvette was loaded with ~100 µL total, composed of 

2 µL cell solution from a stock of 100,000 cells/mL, 50 µL Hyclone DPBS, and 50 µL Gene Pulser 

Electroporation Buffer (Bio-Rad, USA). The final plasmid concentration was 15 µg/mL, to match 

the plasmid concentration used in for on-chip transfection. The cuvettes had electrode spacings 

of 0.2 cm (Gene Pulser, Bio-Rad, USA).  

3.3. Results 

3.3.1. Electrode Optimization 

The geometry of the microfluidic device described in Chapter 2 is significantly different 

from the geometry of previous electrode-integrated Vortex devices [79], [80], [182]. All previous 

Vortex trapping devices integrated with electrodes had rectangular chambers. Consequently, the 

electrodes in previous Vortex trapping chambers were of equal length [80]. The small cell 

trapping Vortex chamber presented in Chapter 2 had a trapezoidal shape, where the trailing edge 

formed a 30o angle with the channel wall. Therefore, the electrodes had to be of varying lengths 

because the electrodes are not orthogonal to the chamber wall. To accommodate this non-
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orthogonality, we designed electrodes that scale in lengths from 133 μm at the inlet of the 

chamber to 504 μm at the outlet. The electrodes extended from either side of the chamber and 

stopped 70 microns before the opposing edge (Figure 3.1A). This is the closest measured distance 

between the cell orbits of 9 µm cells and the edge of the chamber, thus placing the electrodes 

under potential cell orbits and maximizing the electric field experienced by the cell.  

Additionally, the target cells of this device are smaller than previous Vortex-based 

electroporation targets [76] and require a stronger electrical field for successful electroporation. 

The relationship between the cell size and external electric field required is given by the 

governing equation for electroporation: 

𝛥𝑉𝑡𝑚 = 𝑓 ∗ 𝐸𝑒𝑥𝑡 ∗ 𝑟 ∗ 𝑐𝑜𝑠 (𝜃)                                                  (3.1) 

where ΔVtm is the transmembrane potential required, f is a form factor related to cell type, Eext is 

the external electric field, r is the radius of the cell, and cos (θ) is the cosine of the angle between 

a point on the membrane and the electric field [162]. For mammalian cells, ΔVtm and f have nearly 

constant values  of 200 mV and 1.5, respectively [107]. Analyzing the remaining variable, we can 

determine that the external electric field and the radius of the cell have an inverse relationship. 

According to the equation, electroporating small cells (D = 7-10 μm) will require a stronger 

electric field than previous Vortex-based electroporation targets (D > 15 µm) [76].  

One way to create a stronger electric field is to simply increase the input voltage. 

However, when high voltages (and consequently, high currents) are applied, electrolysis occurs 

at the edges of the electrodes creating gas bubbles. The proximity of these bubbles to each other 

causes them to aggregate and generate large bubbles that displace cells from their orbits within 
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the vortex. Another approach that we investigated to increase the electric field was augmenting 

the electrode geometry. The electric field along the edges of smooth electrodes has a constant 

magnitude (Figure 3.2). However, at sharp edges, such as those in the serrated electrodes, the 

electric field is more concentrated, locally increasing the magnitude. This increase in magnitude 

is observable at heights of 17.5 µm (the approximate plane of the orbiting cells), and at locations 

along the anticipated trajectories of the cells. By locally increasing the magnitude of the electric 

field at these points, we can increase the average electric field strength along the anticipated 

trajectory of the cells. This method of increasing the electric field also localizes bubble formation, 

thus reducing bubble proximity and aggregation, which prevents large bubbles from forming and 

disturbing the stability of the trapped cells.  

 

Figure 3.2: COMSOL modeling results of electrode geometry variations. In the column titled traditional electrodes, the electrode 
geometry shown are traditional smooth electrodes, previously shown in [79], [80] that have been minimally redesigned to fit 
under the new trapezoidal cell trapping chamber. The column labeled serrated rectangles shows the traditional electrodes, 
augmented with rectangles along the edges. These serrations were added to locally increase the electric field, thus increasing 
the average electric field experienced by the cells.  
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The sharp corners along the electrodes were created by serrating the edges of the 

electrodes with rectangles and triangles (Figure 3.2). The rectangles measured 20 μm in height 

and 10 μm in width, spaced 20 μm apart (Figure 3.1B). The triangles were equilateral triangles 

with a side length of 20 μm, spaced 20 μm apart (Figure 3.1C). Using COMSOL Multiphysics, we 

computed the electric field strength at locations along the anticipated cell trajectory at a height 

of 17.5 μm, half the total height of the chamber, where the cells are expected. Adding rectangular 

or triangular teeth increased the electric field by 13 and 11%, respectively, to 0.87 and 0.86 

kV/cm. These increases were sufficient to permeabilize the trapped cells (Figure 3.3). Even 

though we observed electrolysis, the distance between serrations prevented aggregation of 

these bubbles, which prevented large bubbles from forming and displacing trapped cells out of 

the recirculation flow. However, consistent fabrication of the serrated rectangle electrode design 

was not possible. The narrow clearance between adjacent rectangular teeth leads to residual 

gold between electrodes of opposite polarity, creating a short circuit. Serrated triangle electrodes 

created comparable electric field increases and could be consistently fabricated. Therefore, 

further experiments were continued with the serrated triangle electrodes.  

 

Figure 3.3: This figure shows successful electropermeabilization of L1210 cells with serrated triangle electrodes. In the top row, 
we see that cells are trapped from both the brightfield and DAPI channels, however, there is no TRITC signal, indicating that cells 
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were not permeabilized before the electric field was applied. In the second row, we see that the cells remain in orbit (BF and DAPI 
channels), indicating that the bubbles due to electrolysis did not displace cells. Importantly, we see that there is an increase in PI 
signal, indicating that the cells we permeabilized.  

3.3.2. Real Time Evaluation of Electroporation 

A membrane impermeable dye, such as Propidium Iodide (PI), can be used for real-time 

evaluation of electroporation performance by measuring the fluorescent intensity. This is 

because PI will enter the cell, bind to DNA, and fluoresce only if the cell is electropermeabilized. 

We calibrated the change in fluorescent intensity of the system by measuring the increase in 

fluorescent signal when no voltage is applied (negative control) and when a cytotoxic electric 

field was applied. By observing the time of onset of the fluorescent signal increase, and the 

increase in intensity after electroporation, we were able to rapidly evaluate different parameters 

for cell permeabilization.  

The on-chip negative control had no applied electric field and we observed no increase 

over time in PI signal intensity (Figure 3.4A). In contrast, at an applied peak to peak (P-P) voltage 

of 25V, a pulse count of 10, and a pulse width of 1 ms, we saw an immediate and sustained 

increase in signal, with high final signal intensity (~5,000 AU, Figure 3.4C). We confirmed this 

electroporation parameter combination condition results in low viability (6.5 ± 1.5%) using post-

collection Calcein-AM staining. The real time fluorescent signal analysis of this condition 
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confirmed that when cells died due to cytotoxic electric field strengths, irreversible pores formed 

on the membrane and caused these cells to die and uptake large quantities of PI [171], [191].   

 

Figure 3.4: These plots show how the PI signal varies with time, as a function of changing the electroporation waveform. A-C 
demonstrate that by increasing the P-P voltage, we observe larger intensity changes, going from no detectable increase at 0 V in 
panel A, to 5,338 AU in panel C. These were used as our live and dead standards, respectively. All other experiments were done at 
P-P voltage of 15 V. D-F demonstrate the effect of varying PW. At a PW of 0.5 ms, the signal growth is detectable initially, indicating 
that some cells died during tlectroporation. However, this signal remains unchanged for 30s, and then begins to grow again, 
indicating dye is taking time to diffuse into the cell. In contrast, at PW of 1 and 2 ms, the signal is growing over the course of the 
100 s, and reaches maximum intensities 1,707 and 4,949 respectively. G-I show similar results to when changing PC. When PC = 5, 
the growth in intensity is observable only after 30 s. At pulse counts of 10 and 20, the growth in intensity is observeable over the 
course of the 100 s. At PC = 20, the maximum intensity is 5,024 indicating increased amounts of PI uptake due to cell death.   

Previous Vortex electroporation devices showed successful electroporation using a PW of 

1 ms and a PC of 10 pulses [80]. At these values, we found an immediate increase in fluorescence, 
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and constant growth throughout the 90 second imaging time. This behavior is also observed at 

higher pulse counts (20 pulses) and longer pulse widths (2 ms), but the intensity peaks were 

considerably higher (5,024 and 4,949, respectively) (Figure 3.4 I, F). The immediate and sustained 

increase in fluorescent intensities, as well as the high final intensities were also characteristic of 

our dead control. These observations indicate that at increased PC values (20 pulses) and PW 

values (2 ms), we should expect high cell mortality. 

In contrast, at lower PC (5 pulses) and shorter PW (0.5 ms) we see that the fluorescent 

signal remains consistent through the first 30 s after the pulse; and then increases in magnitude. 

These conditions also had lower final intensities of 1,154 and 1,043 AU, respectively (Figure 3.4 

G, D). The increase in signal indicates that the cells are successfully permeabilized and PI entered 

the cell, but in contrast to dead signals, PI diffuses into the cells only after 30 s. This behavior 

indicates that dye is slowly diffusing through the pores created by electroporation, as opposed 

to flooding the cell immediately following cell death. Through this real-time analysis, we were 

able to narrow our investigations to a P-P voltage of 15V, change the PW for electroporation from 

1 ms to 0.5 ms, and vary PC between 5, 10, and 20 pulses. 

3.3.3. Optimizing PW and PC to Minimize Cell Death 

Once we identified promising conditions from our real-time fluorescent intensity analysis, 

we collected cells to test cell viability after electroporation. Cells were electroporated on chip to 

deliver membrane impermeable PI, collected, and stained with Calcein-AM as a live cell stain. By 

measuring the fluorescent intensities of both PI and Calcein-AM in each cell, we created 2D 

intensity maps for each electroporation condition (Figure 3.5). We used CellProfiler to identify 

cell outlines in fluorescent channels. Using Python, we calculated the average PI and Calcein-AM 
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intensities in the identified regions. Cells that were only Calcein-AM positive were classified as 

live. Cells that were only PI positive were classified as dead. If a cell was stained with both Calcein-

AM and PI, it was classified as electroporated. 

 

Figure 3.5: Plots showing the PI and Calcein-AM signal intensities, and the classification system used to identify live, dead, and 
electroporated cells. A-D) show the results of staining with different pulse count conditions of no applied electric field (A) 5 pulses 
(B) 10 pulses (C) and 20 pulses (D). These results show that at 5 pulses, we see electroporation of cells (44%) with minimal 
cytotoxicity. For conditions with more than 5 pulses, we see significant decreases in viability (15% and 9% at 10 and 20 pulses 
respectively) and no increase in electroporation efficiency. These results indicate that 5 pulses will provide a gentle electric field, 
capable of permeabilizing the cell. 

When no electric field was applied, we found that the cells had a high viability of 93.5% 

(Figure 3.6). This was in good agreement with the control cells, which had a viability of 96%. 

Importantly, there was minimal false electroporation at 9%, which indicates that the delivery of 

PI is due to successful electropermeabilization, and not lysis due to fluidic forces. All experiments 

were done with a 15 V P-P voltage, 0.5 ms PW, and PC values of 5, 10, or 20 pulses. At 5-pulses, 

the results show that the cells have a viability of 55.6% and an electroporation efficiency of 
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33.3%. Further increasing PC showed minimal increase in EP efficiency, but a significant decrease 

in cell viability (< 50% viability). These results indicate that the electrical signal for gentle delivery 

of membrane impermeable dye is 5 pulses of a 20 kHz square wave, with a P-P voltage of 15V, 

and a pulse width of 0.5 ms.  

 

Figure 3.6: Shows the analysis of collected cells for viability and electroporation efficiency. At PC = 5, we see the gentlest 
electroporation results, with 34.1% efficiency and 58.6% viability. At larger PC values of 10 and 20, the viability decreases 
significantly to 46.1 and 19% respectively. Efficiency increases slightly at PC = 10 to 39.2% but decreases to 35.0% at PC = 20. The 
high standard deviation at PC = 20 can be explained by the low cell viability, as efficiency is calculated by dividing the electroporated 
cells by the total viable cells. Cell count was normalized to the 00V condition for each trial.  

3.3.4. Transfection via Cytosolic Plasmid Delivery 

We further attempted to transfect our L1210 cells with ZsGreen, a plasmid for creating a 

fluorescent protein. We chose ZsGreen because fluorescent proteins enable easy identification 

of transfection events. As a control, we tested transfection efficiency on an Eppendorf 

Electroporator. However, in contrast to our customized electroporation setup, the only variable 

we could change was the applied voltage, and thus the magnitude of the electric field. To test 

comparable conditions, we matched the electric field values of the device on the Eppendorf 

Eporator. We tested conditions of 0.5 kV/cm, 1 kV/cm, and 1.5 kV/cm. We found that at 1 and 

1.5 kV/cm, we could transfect cells with a 3% and 7% transfection efficiency, respectively. While 
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these efficiencies are low, this could reflect intracellular degradation or insufficient nuclear 

targeting of the plasmid [76], [192].  

We then tested our on chip transfection efficiency with conditions we had identified from 

the PI delivery experiments (15 V P-P voltage, a 0.5 ms PW, and 5 and 10 pulse PC). However, we 

saw no events of transfection in collected cells. Previous work had shown that due to an increase 

in cargo size, from fluorescent molecules to plasmid, we would need a stronger electric field to 

transfect trapped cells [80]. Based on the results of the real-time electroporation results, we 

increased the pulse width to 1 ms, and observed transfection events. While we did not achieve 

the 7% efficiency observed using traditional cuvette electroporation, these results show it is 

possible to transfect cells with our device. Further work should be done to increase transfection 

efficiency, such as increasing plasmid concentration and plasmid incubation time. 

3.4. Conclusion 

 In this work, we designed electrodes to integrate electroporation with new microfluidic 

Vortex trapping devices to deliver biomolecules to L1210 cells. We next use real-time fluorescent 

intensity images to narrow the scope of our investigation from three parameters of the electric 

field (pulse width, pulse count, and voltage) to one: fixing pulse width and voltage, only varying 

the pulse count. We then analyzed the cells and found that at a condition of 15 V P-P, with a 

pulse width of 0.5 ms, and a pulse count of 5, we could gently electroporate cells, and deliver 

membrane impermeable PI, with a 64% viability and 30% efficiency. Finally, using the knowledge 

gained from our real time fluorescent imaging investigations, we were able to modify our electric 
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field by increasing the pulse width to 1 ms and observe transfection of L1210 cells with the 

ZsGreen plasmid.  

 Future work can be done to further optimize plasmid transfection, by increasing external 

parameters such as plasmid concentration and incubation time. More efficient transfection 

vectors such as protected plasmids or ribonucleoproteins should be investigated for a higher 

transfection efficiency [76].  
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Chapter 4. Modifying the Electrode – Integrated Vortex Chip 

Fabrication Protocol with a Commercialization - Friendly Processes 

4.1. Introduction 
 

 Microfluidic devices have been investigated in academic settings for many purposes, such 

as analyte concentration for reliable diagnostic assays [193], [194] and detection of chemical ions 

in environmental sampling looking for hazardous compounds [195]. While these devices are 

widely used in academia, they face challenges during the translation to commercial settings, due 

to difficulties in scaling up fabrication, and the integration of supporting components required to 

operate microfluidic devices, such as electric field generators.  

A pivotal moment in microfluidic research was the development of the soft lithography, 

which uses polydimethylsiloxane (PDMS) to cast microfluidic devices [196]. This was significant 

because it removed time and cost limitations of creating microfluidic devices from silicon [197]. 

Additionally, PDMS offers unparalleled flexibility for rapid prototyping, with its low fabrication 

cost (< $100) and quick turnaround time (days, if not hours) [198]. However, PDMS critically limits 

the ability to scale up manufacturing of microfluidic devices due to time and cost requirements 

of PDMS manufacturing, compared to manufacturing processes of more established commercial 

materials such as polycarbonate (PC) and polymethyl methacrylate (PMMA) [40], [41], [199], 

[200]. Thus, the fabrication of microfluidic devices using PMMA and PC is a topic attracting 

research interest [201]. Based on the needs of the device (integration of electrodes, integration 

of immunoassay, need for a dielectric, or placement of valves), the fabrication of each device will 

vary drastically [201]–[203] .Thus, a critical step to commercializing microfluidic devices is to 
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design a fabrication pipeline using materials such as PMMA that have established commercial 

manufacturing processes. 

Another consideration for commercializing microfluidic devices is the consolidation and 

packaging of required components to operate a microfluidic device (such as syringe pumps, 

pressure drivers for the fluid, and electric signal generation) in a single self-contained unit [40], 

[108]. This is particularly true when these components are used to provide a secondary 

functionality, such as on-chip electroporation. In an academic setting, these secondary 

functionalities are provided by large, bulky equipment such as waveform generators, that cannot 

be integrated into a self-contained unit [76], [80]. However, to commercialize these valuable, 

multifunctional microfluidic devices, it is critical to miniaturize the equipment needed to provide 

these functionalities, such that they can be consolidated and packed in a self-contained unit.  

 Vortex microfluidic devices have been commercialized by Vortex Biosciences, successfully 

transitioning from PDMS devices to PMMA devices, and housing all associated hardware in a 

single self-contained unit [204]. This device provides the critical functionality of isolating 

circulating tumor cells (CTCs) in a label free manner [54], [205], [206]. These devices have 

continued to be developed in academia to investigate integrating electrodes to perform on-chip 

electroporation and biomolecular delivery of nucleic acids [76], [80], drugs [78], [79], and protein 

conjugates [80]. However, the integration of these electrodes with the Vortex devices has only 

been done with PDMS based devices, which enables rapid prototyping for channel design 

modification. PMMA and PC fabrication methods such as injection molding require molds that 

are often machined and complex to fabricate [200]. Critically, this means that the electrode 

fabrication protocol was optimized PDMS fabrication but not with PMMA or PC fabrication 
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processes, limiting the integration of these features and functionalities to an academic setting. 

Additionally, the waveform for electroporation is generated using large, bulky, and costly 

equipment that cannot be packaged with the device in a commercial setting [76], [80]. It is 

desirable to modify the electrode-integrated Vortex chip fabrication protocol and the waveform 

generation such that they are compatible with commercial processes. This means that the 

fabrication process should be compatible with standardized industrial processes such as hot-

embossing, photolithography, and electroplating. Additionally, a waveform generator should be 

designed such that it does not require large, external equipment, but rather miniaturized so that 

it can be included in a self-contained unit. 

 In this work, we conceived of a fabrication pipeline that uses lithography, embossing, and 

electroplating to fabricate a PMMA microfluidic device with embedded electrodes. Critically, 

these processes were chosen because they are compatible with current industrial fabrication 

processes and can be easily scaled up for commercialization. We further investigate the effects 

of varying process parameters in the fabrication processes. For these investigations, we use the 

microfluidic device described in Chapter 2. Second, we miniaturize the waveform generator, from 

two large independent instruments costing >$6,000 to two printed circuit boards (PCBs) that 

measure 63 mm x 78 mm, cost <$150, and operates in a wider voltage range than its commercial 

counterpart. We believe that these are critical steps towards the commercialization of integrated 

on-chip electroporation for Vortex devices, thus expanding their capabilities in commercial and 

clinical settings.   
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4.2. Materials and Methods 

4.2.1. Fabrication of Embossed Vortex Device 

 To fabricate the copper master mold of the device described in Chapter 2, we performed 

traditional photolithography on a copper substrate, with one caveat. Compared to a mask for a 

silicon/photoresist master mold which results in positive features, the mask for photolithography 

for copper mold fabrication resulted in negative features. This is critical because the positive 

features on the copper mold will be created using electroplating, to create a durable mold with 

high fidelity over multiple device fabrications. Briefly, mirror-like 110 copper was purchased 

(McMaster-Carr, USA), spin-coated with KMPR 1050 photoresist (Kayaku Advanced Materials, 

USA) to a height of 50 μm, and exposed to UV through a patterned mask (CasOutput City, USA). 

The exposed photoresist was cured, and excess photoresist was removed by SU-8 Developer 

(Kayaku Advanced Materials, USA).  

To create the positive features used for embossing, we electroplated copper onto the 

exposed regions of the master. For electroplating, a current source (E3630A Triple Output DC, 

Hewlett Packard, USA) was connected to the mold and a copper source. The mold and the copper 

source were held at a constant distance by a custom-built 3D printed sample holder. The plating 

solution used was EarthGold Plating Solutions – Bright Copper (Gesswein, USA). The 

electroplating took place in a 1 L beaker, and a stir bar was used to provide constant agitation of 

the solution, at a current density of 0.21 mA/mm2. After the electroplating, the photoresist was 

removed using Remover 1165 (Kayaku Advanced Materials, USA).  
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To create a flat surface, the final sample was polished in an Allied Multi-Prep Polisher (Allied High 

Tech Products Inc., USA), using 3-micron aluminum oxide lapping paper. The master was 

embossed into a 1/8” PMMA sheet (McMaster-Carr, USA) using a Strongway Benchtop Hydraulic 

Shop Press (Northern Tool + Equipment, USA) and Rosin Heated Press Plate Kit (Vevor, USA).  

4.2.2. Electric Waveform Generator Miniaturization  

 The electroporation box that provides the waveform required to electroporate cells was 

designed using an MSP430F5529 (MSP430) (Texas Instruments) and a custom printed PCB 

(OSHPark). The integrated IC chips were sourced from DigiKey and Mouser Electronics. The 

housing case for the box was sourced from Polycase. A custom PCB was designed using EagleCAD 

(AutoDesk, USA), and sent to OSHPark (USA) for fabrication. On one panel of the housing, there 

is an input for a MicroUSB cable to power the MSP430, and an input each for the negative and 

positive high voltage supply (E3630A Triple Output DC, Hewlett Packard, USA). On the adjacent 

panel, there are two output slots for the output waveform. There are also two lights on this panel, 

one to indicate if the box is plugged in, and an in-operation light that will turn on only when the 

box is in operation. The in-operation light is activated by a button on that same panel, that also 

triggers the electroporation waveform. 

4.3. Results and Discussion 

4.3.1. Designing the Fabrication Pipeline 

 We created a pipeline to fabricate our electrode integrated Vortex trapping device that 

uses lithography, electroplating, and hot embossing. These processes were chosen because they 
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can be scaled up to manufacture devices in bulk, thus in-line with our goal of designing a 

commercialization friendly protocol [199]. 

Previous work showed that electrodes can be anchored into a PMMA substrate, and the 

device mold can then be embossed into the PMMA, bending the electrodes to create a fluidic 

channel surrounded by electrodes [207], [208]. By embedding the electrodes first then 

embossing the channel into PMMA, this creates a 3-D electrode configuration which would 

provide a more uniform electric field. However, this was used to pattern electrodes in narrow 

microfluidic channels and could be done by simply patterning one side of the PMMA with 

electrodes. To emboss electrodes around our wider cell trapping chambers, we designed 

electrodes such that they are embedded into both sides of the PMMA. In doing so, we could take 

advantage of the 3-D electrode configuration and increase the uniformity of our electric field.  

When we evaluated this protocol for our device, we identified a potential improvement 

to the pipeline. In the original fabrication process, the group used Si wafers as the substrate for 

hot embossing the channel mold [208]. However, due to the brittle nature of Si wafers, it is 

desirable to make the master out of a more robust material, capable of withstanding multiple 

embossing and de-embossing steps [209], [210]. Previous groups investigated nickel as a robust 

material as a material for the master mold [211], [212]. However, de-embossing nickel was 

difficult, and often resulted in stiction. Another group investigated copper as the master mold 

material. The channel mold was created using photolithography to create the pattern and 

electroplating to create the features to be embossed [213]. Their investigation showed that 

compared to nickel, copper performed better in the embossing and de-embossing process. Thus, 

we investigated a protocol to fabricate the master mold out of copper. 
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 The final protocol used lithography, electroplating, and polishing to fabricate both the 

channel mold and the electrodes. A schematic of the final protocol can be found in Figure 4.1 and 

Figure 4.2. Figure 4.1 depicts the process of creating the molds for the channel and the electrode. 

For both, we start with a substrate. The channel mold will use a copper substrate to promote 

good adhesion, creating a robust and durable channel mold. The electrodes will use a stainless-

steel substrate because electroplated copper has poor adhesion to the stainless-steel surface 

[214] and will facilitate electrode lift-off and anchoring into the PMMA surface. The substrates 

are coated with KMPR 1050 and using traditional photolithography, the patterns are created on 

the photoresist. The exposed surfaces are then plated with copper. Critically, the copper plated 

onto the device mold is plated to a height less than the photoresist (Figure 4.1C). However, for 

the electrodes, the plating height is taller than the photoresist, to encourage the growth of hook-

like features and facilitate the anchoring of the electrodes in the PMMA (Figure 4.1D). Lastly, 

after the deposition, the KMPR was stripped, leaving the plated features. These features on the 

channel mold were then polished to ensure the evenness of the plating profile.  

 After the mold fabrication process was defined, we turned to the embossing step. First, 

the electrodes are embedded into a blank PMMA substrate using hot embossing. The hook-like 

features and poor adhesion between the copper and the stainless steel promote the anchoring 

of electrodes into the PMMA (Figure 4.2B). After embedding, the exposed areas of the electrodes 

are then plated first with Ni, then with Au. This is critical because Au is the preferred metal for 

electrodes as it will not degrade and leach toxic metal particles into the device [38]. Ni is added 

to act as a barrier between copper and gold, to prevent diffusion of copper into the gold surface 

[215].After the electrodes are embedded into matching pieces of PMMA, the channel mold is 
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embossed into the PMMA, bending the electrodes. Lastly, the two matching pieces of PMMA are 

bonded together using thermal bonding methods to create a sealed microfluidic channel.  

 

Figure 4.1 Overview of the channel mold and electrode fabrication. A) shows the substrates for the different fabrications. For the 
channel mold, the substrate is a copper wafer, but for the electrodes, the substrate is a stainless steel. This is done to facilitate 
the lift off of the electrodes into the PMMA, as copper electroplated onto stainless steel would have poor adhesion. However, for 
the channel mold, we want the master to remain intact after the embossing and de-embossing process. B-C) show the KMPR 
lithography step. KMPR is spin coated at a prescribed height and lithography is used to pattern the photoresist. D) is the result of 
copper deposited on the exposed area of the substrates. Note, in the channel mold fabrication, the plating is shorter than the 
photoresist but in the electrode mold, the plating is taller than the photoresist, allowing for hook like features to form. E) is the 
final photoresist stripping using Remover 1165.  

 

Figure 4.2 Overview of the embossing and electrode bending process. A-B) shows that the electrodes are embedded into the 
PMMA, due to the hook-like features and the poor adhesion between the stainless steel and copper. C-D) shows that the 
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surfaces of the electrodes must be plated first with a barrier nickel layer then gold. This is to prevent diffusion of the copper into 
the gold. E-F) shows how after embedding and plating the electrodes, we can emboss the channel mold geometry to “bend” the 
top electrodes. The bottom electrodes remain flat. 

4.3.2. Optimization of KMPR Lithography on Copper Plating 

 The first step of the fabrication process was to use UV lithography to create the desired 

pattern in the photoresist. This is critical because the photoresist is used as a masking material, 

protecting regions of the mold from electroplating.  The target photoresist height was 50 μm, 

which required spin rate was found to be 2,000 RPM, and an exposure energy of 1,250 mJ/cm2. 

Critically, we used a long pass filter to block UV radiation below 350 nm, as wavelengths below 

264 nm could induce a photoelectric effect from copper [216]. Preliminary results showed that 

the KMPR had poor adhesion to the copper, and the cured photoresist washed off the substrate. 

Attempts to enhance the adhesion through harsh surface plasma treatment (300W, 5 minutes), 

while initially thought to be successful, resulted in copper nitride forming on the copper 

substrate. Unfortunately, these defects could not be overlooked as at they caused the 

electroplating to fail at these locations. Finally, we limited the development time to 6 minutes 

and could remove most of the uncured photoresist. However, there was still some residual 

photoresist in the microfluidic channel. This residue was significant as it would prevent copper 

from plating in the microchannel. To remove this, we exposed the mold to more gentle plasma 

treatment (150 W, 3 min). This was shown to remove the residue in the microchannel, without 

leaving copper nitride residue.  

4.3.1. Investigating Parameters of Electroplating and Polishing 

 The next step in the process was to electroplate the copper and create the features on 

the master mold toe emboss into the PMMA. We constructed a sample holder that would hold 
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two 3” x 3” plates of copper at a constant distance of 1” apart. This was critical in ensuring that 

the distance, and thus, the electric field between the anode and the cathode was constant. For 

these experiments, the mold was connected to the positive terminal of the power supply and 

acted as the cathode. A blank 3” x 3” copper plate was used as the anode, or the copper source, 

and connected to the negative terminal of the power supply. The sample holder was 3-D printed, 

and the back of the anode and cathode were taped, to prevent those surfaces from plating and 

distorting the electric field. 

 We tested a variety of conditions both for the applied current and voltage, and the setup 

itself. In previous electroplating investigations, the parameters for current and voltage were 

reported in terms of current density and had shown that a current density of 0.21 mA/mm2 was 

optimal for plating copper [213]. A higher current density would lead to faster plating, but also 

results in hydrogen bubble formation which would then be trapped within the plated copper, 

leading to bubble like structures. At an area of 1,104.3 mm2, the applied current to reach a 

density of 0.21 mA/mm2 was 231.9 mA. At these conditions, we observed that the plating surface 

in the middle of the device was even, and the plating rate was found to be 0.03 mm3/mAh. At 

this rate, it took approximately 2.5 hours to reach a height of 15 μm. However, we noticed that 

towards the edges of the device, the plating height was taller than the plating height at the 

center, likely due to the current edge effect. In a device with a height of 15 μm, we found that 

the edge heights were approximately 23 μm, or 53% greater than the height at the center of the 

device. To overcome this, we polished the sample to increase the evenness of plating height. We 

reduced the maximum height at the edge of the channel to 18 μm, or 20% greater than the height 

at the center of the device. Importantly, in a region of the device that is 800 μm wide, heights of 
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> 16 µm is only observed 50 μm from either edge (Figure 4.3). Thus, the portion of the device 

with a height variation of > 1 μm is observable in 12% of the width of the device. This variation in 

height was also only observed in the widest portions of the device (the inlet and the chamber). 

The microchannel (25 and 15 μm wide) heights were found to be consistent with the heights in 

the center of the device.  

 Further work to optimize this should be focused on achieving a more uniform plating 

result. Other reported ways to improve plating uniformity include increasing agitation, plating at 

higher temperatures, using pulsed plating, or using a baffle plate [217]. Increasing agitation and 

pulsed plating both disrupt the diffusion layer (the region close to the material to be plated, 

depleted of Cu2+ ions) [218], [219]. Heating the solution has been shown to reduce the thickness 

of this zone. A baffle plate more evenly distributes the electric field, reducing the current 

concentration at the edge of the feature [220]. While these optimizations offer improvements, 

our results show promise that even with our current electroplating system and post-

electroplating polishing step, we can minimize device height variation and fabricate a functional 

master mold.   

 

Figure 4.3 Heights of plated copper pre – and post – polishing. A) Shows the location of measurements. Approximately 1,250 μm 
were measured in the lateral direction. The green cross and red cross correspond to X-Positions of ~ 160 μm and ~980 μm 
respectively. B) shows the height profile of the copper, just after electroplating. C) shows the height profile of the copper post 



62 
 

polishing. Critically, the height of the bulk plated copper did not change, but from B) to C), we can see that at the edges of the 
features, the height has been reduced by 7 μm. This is significant in a device with a bulk height of 15 μm and represents an increase 
in uniformity of 30%. 

4.3.2. Investigating Embossing Parameters 

  The final process step we investigated was embossing the mold into PMMA. This 

investigation would be useful in both the electrode and channel embossing steps. Previous work 

had shown that the surface pretreatment, embossing pressure, temperature, and time all 

affected the quality of the final product [207], [213].  

 To match previous work, our target embossing force was 1,350 N (42.96 PSI for a 3” x 3” 

plate), at a temperature of 130oC, for 5 minutes [213]. However, this resulted in very poor imprint 

into the PMMA. For features with heights of >20 μm, the embossed PMMA had depression 

depths of only 3 μm.  One possible explanation for this is that due to limitations in the gauge 

resolution of our press, it failed to accurately resolve pressures under 4,500 N. To overcome this, 

we first increased embossing pressure to the minimum 4,500 N (143.2 PSI), however this still 

resulted in poor imprinting.  

In addition to increasing the pressure, we also investigated the effects of the embossing 

temperature. PMMA has a wide range of glass transition temperatures, the temperature above 

which the polymer becomes a viscous liquid and thus more malleable [221]. We further increased 

the temperature to 140oC and were able to observe depressed, embossed PMMA depths 

consistent with feature heights. However, there was a slight protrusion outside of the feature. 

Further investigation showed that this was a result of stiction and could be eliminated by holding 

the pressure until the PMMA and copper plates cooled to below 80oC. This allows the PMMA to 

solidify, before releasing the pressure, and the stiction is not as prominent. 
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 Future work into embossing parameters should seek to optimize the embossing result, 

free of defects. After the embossing step has been optimized, the learning should be translated 

to the bonding step, to ensure that two pieces of PMMA can be bonded together to create a 

sealed microfluidic device. Previous work has used pretreatment of the PMMA pieces using 

organic solvents (isopropanol, acetone) and plasma treatment to increase bonding strength and 

efficiency, thus ensuring a sealed channel capable of withstanding high pressures up to 11 MPa 

[222], [223], more than sufficient to operate the Vortex device [79], [80]. 

4.3.3. Miniaturization of Electrical Waveform Generation 

 We separately worked to miniaturize the waveform generator required to produce the 

electric field to permeabilize the cells. Previous work used an Agilent 33120A Arbitrary Waveform 

generator and an Agilent 8110A pulse driver [80]. Combined, these instruments cost more than 

$6,000 and have a minimum footprint of 462 mm x 521 mm, which makes integration into a self-

contained packaging difficult. A solution to this is to miniaturize the circuitry and facilitating 

integration into a self-contained package, but without compromising on the functionality and 

programmability of the waveform (see Chapter 3 for more information regarding the 

programmable parameters of the waveform). 

To accomplish this, we used an MSP430 microcontroller for the signal control. Using an 

internal pulse width modulation (PWM) waveform on the MSP430, we were able to create a 

square wave, and modulate its frequency. This signal, as well as other MSP430 outputs and logic 

chips, controlled 8 optocouplers that separated the low voltage and high voltage side of the chip. 

These optocouplers were then used to drive larger power metal-oxide semiconductor field-effect 

transistors (MOSFETs). The MOSFETs create an H-Bridge on the high voltage side of the chip that 
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switches the polarity of the voltage supplied to the microfluidic chip. This allowed us to 

miniaturize the circuitry required from two large instruments that have a minimum footprint of 

462 mm x 521 mm, to two printed circuit boards, measuring 63 mm x 78 mm, and can be easily 

integrated into existing instrumentation.  

4.3.4. Increasing the Operational Voltage Ranges 

Critically, while redesigning the pulse driver mechanism, we also wanted to increase the 

voltage ranges we could test for electroporation. Previously, this was limited to 40 V peak to peak 

(P-P) with the Agilent 8110A [80], but the custom bipolar pulse driver mechanism increased those 

limits to 60 V P-P. To create a versatile device capable of driving electroporation of smaller cells 

without concerns about the maximum voltage applied, we designed a device that could operate 

at ranges from 10 V P-P to 120 V P-P. The important feature that we had to redesign was the 

voltage regulator that regulates the gate voltage of the MOSFETs. Commercial linear regulators 

often use variable resistors, whose values need to be mechanically changed to change the 

effective resistance.  

 An attractive alternative to the traditional linear regulator is the Zener diodes. These 

diodes operate as traditional diodes with one caveat – in the breakdown region, these diodes 

provide a constant voltage drop for a wide range of currents. This means a single value resistor 

can regulate the voltage drop across the Zener diode for a wide range of input voltages and 

provide a sufficient voltage differential to drive the gates of the four MOSFETs. We selected Zener 

diodes that can provide a voltage drop of 15 V, and are rated for 1 W. These were used in series 

with a 1.3 kΩ resistor. The resistance was calculated according to the following equations: 
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𝑃𝑍 = 𝑉𝑍 ∗ 𝐼𝑍,𝑀𝐴𝑋                                                                 (4.1) 

𝑉𝑅 =  0.5 ∗ 𝐼𝑍,𝑀𝐴𝑋 ∗ 𝑅                                                            (4.2) 

In Equation 𝑃𝑍 = 𝑉𝑍 ∗ 𝐼𝑍,𝑀𝐴𝑋                                                                 (4.1, PZ is the maximum 

Zener power rating (1 W), VZ is the Zener voltage required (15 V) and IZ,MAX is the maximum 

current through the Zener diode (67 mA). In Equation 𝑉𝑅 =  0.5 ∗ 𝐼𝑍,𝑀𝐴𝑋 ∗ 𝑅                                                            

(4.2, VR is the voltage drop across the resistor (for a 60 V input, 120V P-P, we desire a 45 V drop 

across the resistor), and R is the resistance of the resistor. To ensure that the Zener diode will 

work across the range of voltages we require, we fix R and VR, and calculate IZ which is the current 

across the Zener diode (note, not 0.5*IZ,MAX). We can then compare the IZ value to the minimum 

IZ value for the Zener diode (IZ,MIN) to ensure that it is still within the operating range of the Zener 

diode. In this case, at a minimum of 5 V input (10 V P-P), IZ = 3.5 mA, while IZ,MIN < 2.5 mA. Thus, 

we were able to construct a voltage regulator capable of regulating the voltage in the range of 

10 – 120 V P-P, without the need for mechanical tuning of the resistor. 

4.4. Conclusion 

 In this work, we investigated how we could better facilitate the adoption of electrode 

integrated Vortex devices in industry. Previous electrode integrated Vortex chips were fabricated 

using PDMS microfluidic devices and electrodes patterned on glass slides using the traditional 

lift-off fabrication process [79], [80]. However, these devices are not compatible with the 

commercial needs of standardization and are difficult to scale up. We conceived of a new pipeline 

for fabricating the electrode integrated Vortex device using the standard industrial processes of 

lithography, electroplating, and hot embossing. We further investigated parameters of these 

processes to optimize the fabrication of the master mold and the embossed chip. Lastly, we 
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miniaturized our waveform generator such that the final product can be easily integrated into a 

unified instrument.   
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Chapter 5. Development of a Physiologically Similar Phantom for 

Oblique Back-Illumination Capillaroscopy 

5.1. Introduction 

In vivo imaging can be used to non-invasively examine organs [224], [225] and blood vessels 

[226] for signs of damage and infection. When developing in vivo imaging modalities, a key step 

in technology evaluation is testing the proposed technique on an in vitro phantom that mimics 

the relevant properties of the tissue [227]–[229].  

Recently, an optical imaging method known as oblique back-illumination capillaroscopy 

was developed to image blood cells flowing within capillaries in vivo [230]. This technique allows 

clinicians to determine complete blood counts (CBCs) without the need for drawing blood 

samples in a traditional hospital setting. Thus, clinicians may perform CBCs without requiring 

immunocompromised patients to come into the hospital and risk infection, or to remove precious 

milliliters of blood from neonates, risking iatrogenic anemia [109]. One possible way to do this is 

to use a recently developed imaging technique known as oblique back-illumination 

capillaroscopy to identify blood cell subpopulations to perform in vivo CBCs. A critical step to 

achieve this is to obtain ground truth data of visualizing blood cells in vivo using oblique-back 

illumination capillaroscopy [231], [232]. This ground truth data can be obtained with the aid of 

optical phantoms, through which known subpopulations of blood cells can be flown, imaged, and 

classified.  

 Many phantoms have successfully mimicked the optical properties of bulk tissue [228]. 

However, phantoms that allow blood flow at physiologically relevant rates and mimic the optical 

properties of the tissue have been difficult to fabricate. Previous groups have used embedded 
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glass microcapillaries or plastic tubing to create these capillaries [233], [234]. However, these 

channels tend to be wider than the single capillaries that oblique back-illumination capillaroscopy 

seeks to image. Additionally, these microcapillaries distort the optical properties of the phantom 

by introducing non-scattering material surrounding the fluidic channel.  

 An attractive alternative is the use of microfluidic phantoms, which allow unparalleled 

control over the channel widths and designs [235]–[237]. These devices are often cast in 

polydimethylsiloxane (PDMS), a polymer that is easy to mold and dope with scattering and 

absorption agents. Additionally, they do not require glass or plastic microcapillaries to create 

channels for fluid flow, thus preserving the optical properties of the phantom. One significant 

drawback of current designs, however, is that to create a sealed channel, these devices are often 

bonded to glass slides [235]. Any imaging is done on these devices are done through a non-

scattering medium, again distorting the imaging properties. 

   In this work, we investigated the fabrication of tissue realistic phantoms that permit 

blood flow at physiologically relevant rates. We created a microfluidic device cast in PDMS doped 

with TiO2 and India Ink to mimic the optical properties of bulk tissue. We sealed the microfluidic 

channel with a thin, height controlled PDMS membrane (Figure 5.1). This allowed us to image 

capillary sized microchannels at depths similar to capillaries under the oral mucosa (~100 μm) or 

the nailfold (~500 μm) [109], through membranes with tissue-like optical properties. Critically, 

by changing the concentration of dopant, we mimicked absorption and scattering properties of 

different skin types [238]–[240]. The fabrication methodology also allowed the capillary height 

and optical properties to be changed by adjusting the membrane height and dopant 

concentration, respectively. We believe that this work is a significant step in the development of 
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tissue realistic capillary phantoms that allow us to image flowing blood cells through 

microchannels sealed with a doped PDMS membrane, as it closely mimics in vivo imaging 

conditions.  

 

Figure 5.1 Overview of the PDMS platform to simulate imaging blood in capillaries in vivo. The bulk PDMS is doped with TiO2 and 
India ink to mimic bulk tissue and cast on top the channel mold. The membrane is PDMS doped with a different ratio of TiO2 and 
India Ink, spin coated on a wafer and bonded to the bulk PDMS, creating a sealed microfluidic channel capable of sustaining blood 
flow at physiologically relevant rates. The dopant concentration and spin speed of the PDMS membranes can be varied to mimic 
different skin types and capillary depths, respectively. The capillary is then imaged through the membrane, to mimic imaging of 
in vivo capillaries. 

5.2. Materials and Methods 

5.2.1. Microfluidic Device Fabrication 

 The microfluidic device was designed by the Durr Lab at Johns Hopkins University (Figure 

1). The device had an initial channel width of 1 mm, which then narrows into 32 branches of 15 

μm widths. These channels then recombine towards the outlet. The height of the device was a 

uniform 15 μm to form microcapillaries with square cross sections. Devices were fabricated using 
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standard soft lithography. Briefly, a photomask of the channel was designed using SOLIDWORKS, 

and fabricated by CASOutputcity (USA). KMPR1035 photoresist (Kayaku Advanced Materials Inc., 

USA) was spin coated onto a silicon wafer, and the photomask pattern was transferred to the 

photoresist using photolithography. To create the base, a 1:10 ratio of PDMS prepolymer: curing 

agent mixture was prepared with a fixed ratio of 50% (w/v) TiO2 and 18% (v/v) India ink and then 

cast onto the patterned wafer to create the microchannel. PDMS replicates were cut and 

separated from the wafer, and inlet and outlet holes were punched using a blunt 20-gauge 

needle. 

 To create the membrane, another silicon wafer was coated with S1813 photoresist 

(Shipley, USA) to a height of 2 μm and cured. Different ratios of TiO2 and India Ink were mixed 

with 1:10 PDMS to obtain different optical properties. The doped PDMS was spin coated on top 

the wafer. The exact heights of the spin coated membrane and dopant material determined the 

depth of the capillary and the optical properties of the material to be imaged through, 

respectively.  

 Once the membrane had cured, the bulk PDMS channel was bonded to the membrane 

using O2 plasma bonding to create a sealed microfluidic channel. (O2 plasma bonding 

conditions?) The entire device (wafer, membrane, and bulk channel) was placed in the oven at 

80oC overnight. To detach the wafer from the device, the membrane was cut, and the entire 

device was placed in an acetone bath, where acetone levels were lower than the inlet.  
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5.3. Results and Discussion 

5.3.1. Creating a Biologically Realistic Phantom 

 Previous microfluidic phantoms were sealed with glass slides that had a fixed 

height/capillary depth because the microfluidic device was sealed using a glass slide [241] and 

only permitted imaging through non-physiologically relevant non-scattering mediums [235]. To 

address these issues, we conceived of a fabrication process to create a microfluidic device, cast 

entirely in PDMS. The channel was fabricated using standard photolithography techniques. The 

bulk PDMS was also doped with 50% (w/v) TiO2 and 18% (v/v) India Ink to completely absorb 

and/or scatter the incident light. The microchannel is then sealed by a PDMS membrane, as 

opposed to the traditional glass slide. This PDMS membrane was doped with different 

concentrations of TiO2 and India Ink to closely match the scattering and absorption of different 

skin types. Doping concentrations to match optical properties of skin have previously been 

reported elsewhere [238]–[240]. Furthermore, the thickness of the PDMS membrane can be 

tuned to create phantoms for capillaries at different depths (50-500 μm) to mimic capillary 

depths in oral mucosa (~100 μm) or the nailfold (~500 μm) [109]. By creating a sealed microfluidic 

channel enclosed completely in doped PDMS, we can create a microfluidic phantom to resemble 

imaging capillaries for persons with different skin types, and at different locations in the body.  

5.3.2. Characterizing the Height of the PDMS Membrane 

 The ability to vary the membrane properties allows for complete tunability of this device. 

By varying the membrane height and dopant concentration, we can vary the depth at which the 

microcapillaries are imaged and the optical properties (scattering and absorbance) of the 

medium through which they are imaged, respectively. To create a reliable protocol, the height of 
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the PDMS membrane had to be carefully calibrated at different spin rates. Previous work had 

provided a starting point, with the final height given by the equation from [242]: 

𝑠 = 115,900 ∗ (𝑡−0.9985) − 15.09                                                   (5.1) 

where s is the spin speed (rpm) and t is the desired thickness of the membrane (μm). To minimize 

the impact of other variables, we standardized the spin time to 1 minute, the ramp speed to 312 

RPM/s, and the volume of PDMS to 10 mL. The calibration curve is shown in Figure 5.2.  

 

Figure 5.2: Experimental calibration curve for determining spin speed to PDMS membrane heights. Box in the top right also 
shows the power fit equation, where h is the membrane height in μm, and s is the spin speed in RPM.  

Experimentally, for our setup, we found that the height of the membrane was given by: 

ℎ = 208,600 𝑠−1.226 − 2.326                                                           (5.2) 

where h is the membrane height in μm and s is the spin speed in RPM. Using this equation, we 

could determine the required spin speed to fabricate membranes with desired heights, and thus 
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capillaries of desired depths. We fabricated doped PDMS membranes with heights ranging from 

70 μm to 470 μm to closely mimic the capillary depths ranging from the oral mucosa (~100 μm) 

to the nailfold (~500 μm) [109]. These membranes were then bonded to the microchannels cast 

in bulk, doped PDMS using oxygen plasma bonding.  

5.3.3. Final Phantom Evaluation 
 

 The final phantoms were evaluated by the Durr Lab for their similarity to in vivo imaging 

conditions. Evaluation criteria was based on the ability to maintain physiologically relevant flow 

rates of blood through the microchannel, and the optimal lateral offsets (ΔX) of the illumination 

source for given capillary depths. This is critical because the contrast to noise ratio (CNR) is a 

function of ΔX, and by comparing ΔX of our phantom that maximizes CNR with the ΔX of the 

tissue that maximizes CNR, we can determine if the phantom and the tissue have similar optical 

properties (the significance of ΔX is further discussed in [109]). Fresh human blood treated with 

EDTA was flown through the device at rates ranging from 0 to 6 mm/s. This is encouraging 

because with the thinnest membrane of 70 μm, we were able to sustain a flow rate of 6 mm/s, 

which is 6x greater than actual physiological flow in capillaries (< 1 mm/s) [243]. Additionally, the 

optimal lateral offset of the illumination source, as determined by the highest contrast to noise 

ratio in the image, for a capillary depth of 70 μm was found to be ΔX = 280 μm. This is similar to 

the in vivo lateral offset of ΔX = 225 μm [230]. These results show that the phantom developed 

mimics realistic in vivo imaging conditions (in terms of physiological flow conditions and optical 

properties) and can be used to obtain ground truth data for oblique back-illumination 

capillaroscopy.  
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5.4. Conclusion 

 In this chapter, we develop a fabrication technique to create realistic phantoms that can 

simulate capillary depth and optical properties of the imaging medium, capable of sustaining 

blood flow at physiologically relevant rates. This is significant because past work relied on either 

microcapillaries which introduced artifacts into the imaging pathway, or were sealed using a glass 

slide, which meant imaging had to be done through a fixed-depth, non-scattering medium. In this 

work, we present a way to create a microfluidic phantom, fully sealed by PDMS. The bulk PDMS 

and the PDMS membrane can be separately doped with TiO2 and India Ink to closely resemble 

the optical properties of the bulk tissue and imaging medium, respectively. The height of the 

sealing membrane can also be finely tuned to mimic in vivo capillary depths, by fabricating 

membranes with heights ranging from 70 – 470 μm. We believe that with these advances, we 

can create more robust and realistic phantoms for optical capillaroscopic imaging.  
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Chapter 6. Investigating the Potential for Using Inertial Microfluidics to 

Separate Retinal Ganglion Cells in a Label-Free Manner 

6.1. Introduction  
 Glaucoma is a wide-spread degenerative disease affecting approximately 76 million 

people worldwide in 2020. This number is only predicted to grow, with estimates as high as 111.8 

million cases by 2040 [244]. Currently, there is no way to reverse the impacts of glaucoma, 

namely blindness.  

Glaucoma is characterized by the loss of retinal ganglion cells (RGCs), which eventually 

leads to degeneration and blindness [245]. Until recently, all treatments for glaucoma focused 

on preventing RGC death, thus slowing the progression of the disease [246], [247]. A major 

reason for this was the inability to repair or regenerate a damaged nerve. However, recent 

studies have shown that it is possible to grow complete RGC organoids from induced pluripotent 

stem cells (iPSCs). This is promising because it opens the possibility to treat glaucoma using cell-

replacement based therapies aimed at repairing the optic nerve.  

Differentiating iPSCs into retinal cells often result in a variety of retinal and non-retinal 

ganglion cells (RGCs and nRGCs). Thus, a challenge for further pursuing this technique is 

differentiating RGCs from nRGCs [248]. Current methods of cell separation rely on identification 

of biomarkers and attaching labels such as magnetic or fluorescent tags that can then be used to 

separate out cells identified by these labels. However, these processes, known as magnetic and 

fluorescent activated cell sorting (MACS and FACS, respectively), are incompatible with current 

FDA good manufacturing practices, and limit the use of RGC to in vitro studies, without the 

possibility of readministering these cells as for therapeutic purposes [249]. Thus, it is imperative 
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to develop a label-free method of purification to separate RGCs and nRGCs and overcome a 

critical barrier in the use of RGCs as a therapeutic tool. 

Inertial microfluidic devices have risen to the forefront of cell separation techniques 

particularly for this reason – these devices rely on biophysical properties of the cell and 

hydrodynamic forces to separate cells [31], [32]. The inertial hydrodynamic forces act in 

directions perpendicular to the primary flow direction, and focus cells at distinct equilibrium 

positions (a full review of these forces can be found in [31], [42], [184]). As the magnitude of 

these hydrodynamic forces vary with differences in cell properties, cells with different biophysical 

properties are focused at different equilibrium positions. Once cells are focused, it is possible to 

direct them to different outlets, thus separating them [44], [250].  

In this work, we use a previously reported inertial microfluidic device [44] and evaluate it 

on its ability to sort RGCs and nRGCs from a heterogeneous mixture, by varying Reynolds 

numbers. We hypothesized that due to differences in biophysical properties between RGC and 

nRGC cells, we will be able to direct them to different outlets in the microfluidic device, effectively 

separating them. We believe that this is critical in overcoming the problem of sorting RGCs for 

therapeutic purposes to combat the impacts of glaucoma.  

6.2. Materials and Methods 

6.2.1. Differentiated iPSCs 

 Frozen mouse iPSCs that had been differentiated into RGCs and nRGCs were obtained 

from the Zack Lab at Johns Hopkins University. RGC populations were engineered to express 
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tdTomato. Two different flow solutions were also provided. We tested both Stain buffer FBS 

(Beckton Dickinson, USA) and Hibernate A (Transnet Tissue YX, USA).  

6.2.2. Microfluidic Device Fabrication, Operation, and Analysis 

 The inertial microfluidic device that was used for sorting RGCs and nRGCs was previously 

reported in [44]. Inlet and outlet holes were punched using a blunt 20-gauge needle. The inlet 

was connected to a 10 mL syringe (Becton Dickinson, USA) mounted on a syringe pump (Harvard 

Apparatus, USA). All experiments were done with initial cell concentrations (both RGC and nRGC 

populations combined) of 50,000 cells/mL. A syringe pump was used to control the flow rate, and 

the five separate outlets were collected into 3 different wells. This is because particle behavior 

was expected to be symmetrical across the channel centerline, thus we expect that outlets in 

mirrored positions across the channel centerline to have similar cell compositions. The flow rates 

we tested were calculated based on Re previously used [44]. During device operation, the desired 

flow rate was entered, and the solution was allowed to flow for 5 minutes to flush the device of 

unfocused particles. After 5 minutes, we collected 200 μL of solution. The cells were then stained 

with DAPI and analyzed on a well plate reader for fluorescent signatures. The ratio of RGC to 

nRGC cells was obtained by calculating the tdTomato+: tdTomato- cells out of all DAPI+ cells. 

6.3. Results and Discussion 

6.3.1. Experiments Varying the Reynolds Number 

 Based on prior work, we started by calculating the flow rates for different Reynolds 

numbers (Re). The average flow rate was given by: 
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𝑄𝐴𝑣𝑔 =
𝑅𝑒∗𝜇∗𝐻∗𝑊

2∗𝜌∗𝐷𝐻
                                                                   (6.1)                                              

where QAvg is the average flow rate, Re is the channel Reynolds number calculated using the max 

flow rate and the hydraulic diameter, μ is the viscosity of the fluid, ρ si the density of the fluid H 

and W are the channel height and channel width, respectively, and DH is the hydraulic diameter 

of the channel. We calculated 3 different Re’s – 15, 40, and 50 and assessed these flow conditions 

on their ability to separate RGC from nRGCs. The collected cells were analyzed via fluorescent 

imaging. RGC cells were classified as DAPI+/tdTomato+ whereas nRGC cells were classified as 

DAPI+/tdTomato-. The RGC purity and collection were then determined, and the results are 

shown in Figure 6.1.  

  

Figure 6.1: Shows the device schematic, as well as the results of cell sorting. A) shows a schematic of the device. B) At Re = 15, 
we can see that the cells are primarily collected at outlets 2 & 4. However, as Re increased at Re = 40 and Re = 50, more cells 
were collected from outlets 1 & 5, indicating that cells were focused closer to wall of the channel. Collecting cells at outlets 2&4 
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when the device is operated at Re = 40 is promising, the 6% of the population are RGCs (Row 1), a 2-fold increase in RGC purity 
compared to the inlet population (Row 2). We also have a high recovery rate of 71% of RGCs (Row 3).   

 At an operational Re = 40, we found that we could collect 70% of the RGCs with a 2-fold 

increase in purity. This was identified as a promising condition, as we collected the majority of 

RGCs, along with an increase in purity. While the purity was not high (< 6%), the > 2-fold increase 

showed promise that the cells could be processed in multiple passes resulting in an increase in 

purity with each pass. However, when we re-ran the experiment with another population of cells, 

the results were inconsistent with the preliminary experiment. The comparative results are 

shown in Figure 6.2.  

 

Figure 6.2: Comparison of the experimental results from 2 different days. Day 2 represents the data previously shown in Figure 
6.1. The results for the cells collected at outlets 1 & 5 are consistent, however the distribution of the cell population is not 
consistent. Of the total cell count, on Day 1, roughly 86% of the total cells are collected from outlets 1 & 5, but on Day 2, the only 
56% of the total cells were collected at outlets 1 & 5. This indicates that the cells are not focused at the collection, and thus, this 
is not a reliable and method of sorting RGCs and nRGCs. 

 Figure 6.2 demonstrates a significant variation in the count at the collection from the 

outlets over two different days. While the RGC distribution and the purity increase were similar, 

the percentage of the total cells collected from outlets 1 & 5 were inconsistent. This indicates 

that cells were not focused at the outlet, as the results were not reproducible.  
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 The results of this investigation show that manipulating flow conditions alone, are not 

sufficient to separate out RGCs from nRGCs. Further investigations should focus on exploring 

other avenues of separation. Previous work has shown that it’s possible to use non-Newtonian 

fluids [251], [252] to enhance the focusing position of cells. Additionally, if we can focus these 

cells at different locations, it is possible that we can achieve the required purity (> 80 %) and 

recovery efficiency (> 80 %) with multiple sequential separation steps. This is a promising method 

of separation as it is compliant with the FDAs good manufacturing practices and should be further 

investigated as a method of separating RGCs and nRGCs, with the end goal of using these cells 

for therapeutic purposes.  

6.4. Conclusion 

 In this work, we investigated the possibility of separating RGCs and nRGCs from a 

heterogenous population of differentiated iPSCs, using an inertial microfluidic device, previously 

used to sort cells based on deformability [44]. However, it was shown that the conditions tested 

with this device were unable to separate RGCs and nRGCs from a heterogenous population. A 

potential avenue for further investigation is to use additional forces to focus and these cells at 

differential focusing positions, such as non-Newtonian fluid forces, and Dean drag forces. Further 

investigation into separation techniques of RGC and nRGC cells that are approved by the FDA for 

therapeutic applications would significantly improve the prospects for therapeutic applications 

of RGCs.  
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Chapter 7. Conclusion 
 In Chapter 2, we expanded the capabilities of Vortex trapping to new microparticle 

populations, specifically targeting microparticles within the 7-10 μm size range, showing that we 

can achieve a 4-fold increase of particles within this size range trapped within our novel Vortex\ 

device. We achieved this by manipulating the channel geometry and electrode design within the 

vortex inertial microfluid devices. This size range is of particular interest because microparticle 

subpopulations in the pharmaceutical and biological fields that could benefit from Vortex 

capabilities are in this range. For example, drug particle coating requires multiple solution 

exchange steps, which can be performed on particles trapped within the Vortex device and 

minimize the need for sample handling. In biology, cells such as lymphocytes and sperm cells, are 

within this size range as well and are targets of cell separation, and other downstream capabilities 

that Vortex trapping offers such as electroporation for biomolecular delivery. By expanding the 

capabilities of Vortex trapping to these new particle sizes, we can extend the benefits of this 

robust device to previously unexploited populations.  

 In Chapter 3, we investigated how changing key features of the Vortex device – the 

geometry, and target population size, affect the performance of the integrated electroporation 

process. We redesigned electrodes to better fit our new geometry and amplify the electric field 

to permeabilize our smaller cell targets. We also investigated the parameters of the electric field 

and understood how to modify them to better electroporate our smaller cells, and showed that 

we can electropermeabilize cells with a 34% efficiency and a 56% viability, when delivering 

fluorescent dye. The integration of electroporation with a Vortex trapping device that targets 
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cells in the 7-10 μm size range is of particular interest when electroporating and delivering 

biomolecules to cells such as lymphocytes, sperm cells, and stem cells for therapeutic purposes. 

 In Chapters 4-6 we explored contributions to the commercialization of electrode 

integrated microfluidic devices, optical phantoms, and label free RGC sorting. In Chapter 4, we 

conceived of a new fabrication pipeline compatible with commercialization, and the 

miniaturization of the required equipment to electroporate cells. In Chapter 5, we designed a 

new optical phantom with tunable properties, designed to mimic shallow capillaries imaged 

through thin (100-400 μm) membranes such as those in the oral mucosa or the nailfold. In 

Chapter 6, we explored the inertial microfluidic, label-free separation of RGC cells, compatible 

with good manufacturing practices for their use in cell-replacement therapies.  
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