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Abstract

Vitreoretinal surgery is among the most delicate surgical tasks in which

physiological hand tremor may severely diminish surgeon performance and

put the eye at high risk of injury. Unerring targeting accuracy is required to

perform precise operations on micro-scale tissues. Tool tip to tissue interaction

forces are usually below human tactile perception, which may result in exertion

of excessive forces to the retinal tissue leading to irreversible damages. Notable

challenges during retinal surgery lend themselves to robotic assistance which

has proven beneficial in providing a safe steady-hand manipulation. Efficient

assistance from the robots heavily relies on accurate sensing and intelligent

control algorithms of important surgery states and situations (e.g. instrument

tip position measurements and control of interaction forces). This dissertation

provides novel control and state estimation methods to improve safety during

robot-assisted eye surgery.

The integration of robotics into retinal microsurgery leads to a reduction in

surgeon perception of tool-to-tissue forces at sclera. This blunting of human

tactile sensory input, which is due to the inflexible inertia of the robot, is a
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potential iatrogenic risk during robotic eye surgery. To address this issue, a

sensorized surgical instrument equipped with Fiber Bragg Grating (FBG) sen-

sors, which is capable of measuring the sclera forces and instrument insertion

depth into the eye, is integrated to the Steady-Hand Eye Robot (SHER). An

adaptive control scheme is then customized and implemented on the robot that

is intended to autonomously mitigate the risk of unsafe scleral forces and exces-

sive insertion of the instrument. Various preliminary and multi-user clinician

studies are then conducted to evaluate the effectiveness of the control method

during mock retinal surgery procedures.

In addition, due to inherent flexibility and the resulting deflection of eye

surgical instruments as well as the need for targeting accuracy, we have de-

veloped a method to enhance deflected instrument tip position estimation. Us-

ing an iterative method and microscope data, we develop a calibration- and

registration-independent (RI) framework to provide online estimates of the in-

strument stiffness (least squares and adaptive). The estimations are then com-

bined with a state-space model for tip position evolution obtained based on the

forward kinematics (FWK) of the robot and FBG sensor measurements. This is

accomplished using a Kalman Filtering (KF) approach to improve the instru-

ment tip position estimation during robotic surgery. The entire framework is

independent of camera-to-robot coordinate frame registration and is evaluated

during various phantom experiments to demonstrate its effectiveness.
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CHAPTER 1. INTRODUCTION

1.1 Vitreoretinal Surgery

Ophthalmic surgical procedures are among the most challenging surgical

tasks [1] as they target delicate, non-regenerative, micro-scale tissues. At the

same time, they are among the most commonly occurring surgical tasks world-

wide [2, 3]. Due to the required micro-scale tissue manipulation within the

confined area of the eyeball as well as milli-Newton scale interaction forces,

these procedures pose a challenge to human visual acuity, physical dexterity

and motor coordination [4]. Despite all of these challenges, huge advance-

ments have been made within special fields of ophthalmic surgery in the past

few decades [5]. For instance, phacoemulsification has revolutionized the field

of cataract surgery by providing much rapid patient recovery and near perfect

visual outcome [5, 6]. However, some sub-specialities in ophthalmic surgery,

e.g. vitreoretial surgery, have unresolved challenges and difficulties.

Vitreoretinal eye surgery is one of the most technically difficult microsurg-

eries and refers to a group of intraocular surgical procedures that are done

deep inside the eye’s interior. Vitreoretianl surgery is the standard of care for

multitude of retinal disorders including but not limited to diabetic retinopathy,

retinal detachments or tears, age-related macular degeneration (AMD), and

macular holes. In developed countries, it is reported that diabetic retinopathy

and age-related macular degeneration are among the most prevalent reasons

for loss of vision [7–10]. It is expected that the demographic trends in the

2



CHAPTER 1. INTRODUCTION

Figure 1.1: Vitreoretinal surgery. (a) The surgeon is using a robot to perform
the surgery on an animal while visualizing the surgical field via a stereoscopic
microscope. (b) Close-up view of the instruments. (c) Three sclerotomy ports
on the eye and the place where the sclera forces are exerted by the tool shaft.

developing world will increase the occurrence of retinal diseases [11,12]. Vitre-

oretinal surgery entails delicate tissue manipulation as well as advanced and

highly sensitive procedures. Fine and precise motion is required to manipu-

late extremely delicate tissue within the small and constrained space of the

eye. These procedures are often accompanied with forces that are below hu-

man tactile perception [4]. The surgical tasks related to vitreoretinal surgery

are conducted in the areas of the eye where the vitreous and retina are located,

as depicted in Fig 1.2.

Virteoretinal surgery procedures are usually performed bimanually. Sur-

geons hold primary surgical instrument in their dominant hand and a endo-

illuminator, e.g., a fiber-optic light pipe in their other hand to illuminate the

3
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Figure 1.2: Schematic illustration of human eye and surgical instruments
setup for retinal surgery. The picture shows where the sclera and tip forces are
exerted. (Image credit to [1])

target area on the retina. A typical environment of vitreoretinal surgery is de-

picted in Fig. 1.1. To provide a magnified view of the eyeball interior a surgical

microscope is placed on top of the patient head. Surgeons usually move the

microscope up and down and use different lenses to obtain the required mag-

nification, depth perception, field of view, and clarity of view. This is always a

compromise because, for example, quite limited field of view is achieved once

high magnification is configured for fine surgeries. The surgeon sits behind

the patients head and performs the surgical tasks bimanually while visualiz-

ing the the surgical field through the microscope. A vitrectomy operation is
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commonly performed prior to any vitreoretianl surgical procedure in order to

suction out the jelly-like vitreous fluid to make it easier to reach to the retina

and repair it [13]. In order to insert the required instruments into the eyeball

usually three small incision entry points (three-port approach) are made in the

pars plana. One port is for the primary surgical tool, such as a vitreous cut-

ter, pick, forceps, scissors, laser probe, and so forth. The other sclerotomy is

for the endo-illuminator, which is held by the surgeon throughout the surgery.

The third port is an infusion sclerotomy line, which supplies saline solution in

order to maintain the pressure inside of the eye during and after vitrectomy.

Using the two instruments (primary instrument and light pipe), surgeons try

to make coordinated motions to move and reorient the eyeball such the desired

targeted area is within their field of view under the microscope. Then, they

can proceed with performing the required treatments and operations such as

retinal vein cannulation, subretianl injection, membrane peeling, laser photo-

coagulation, etc. It is noted that in ophthalmic surgical procedures 20 to 25 Ga

instruments are used, which range from 0.9 to 0.5 mm in diameter.

1.2 Vein Cannulation

Retinal Vein Occlusion (RVO) is becoming increasingly prevalent and it has

been reported to be the second most common retinal vascular occlusive dis-
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ease after diabetic retinopathy in the elderly [14]. RVO occurs when clots are

formed in the central or branch retinal veins [15] or due to other reasons such

as thickening of the crossing artery, low flow, hyper-coagulability, or thrombo-

sis in the retinal veins of the eye. Branch RVO (BRVO) or central RVO (CRVO)

can lead to detrimental visual outcomes and are often accompanied by blurred

and distorted vision [16]. The number of people affected by RVO is reported

16.4 million people worldwide [17], and it has a prevalence of 1.8% and 0.5% for

CRVO and BRVO, respectively [18]. On the basis of a sample of 4439 patients,

the Beijing Eye Study declares that the 10-year incidence of BRVO is 1.6 per

100 subjects and the incidence of CRVO is 0.3 per 100 people [19]. In BRVO the

clots are formed where two veins and arteries cross, and in CRVO the clots are

made where the central vein enters the lamina cribrosa to exit the eye [20].

The contralateral eye has a 7% chance of developing RVO within 3 years when

RVO occurs in one eye [21]. In many cases, macular edema and death of retianl

cells are among the consequences of RVO. Other serious complications of RVO

are neovascularization, vitreous hemorrhage, and retinal detachment [16,22].

At the present time RVO does not have a surgical option as standard of

care to directly resolve the occlusion. However, it relies indirectly on treat-

ment of complications of the underlying condition to maintain vision. These

treatments include photocoagulation, hemodilution, radial optic neurotomy,

vitrectomy and intra-vitreal injections [23–27]. Among the widely effective
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treatments against secondary neovascularization and retinal oedema are in-

travitreal injections with anti-vascular endothelial growth factor (VEGF) or

corticosteroids and retinal laser photocoagulation [28]. Some researchers, on

the other hand, have tried to remove or dissolve the clot in order to treat the

cause. Radial optic neurotomy, arteriovenous sheathotomy and chorioretinal

venous anastomosis are all non-thrombolytic mechanical approaches either to

bypass the interrupted circulation or to reduce the compressive forces of the

adjacent artery on the affected vein [29–32]. Among the other treatments for

RVO that targets the causes of the disease are intravitreal injection of recombi-

nant tissue plasminogen activator (rtPA) to restore blood flow and systemic or

local administration of intravenous rtPA [33–35]. The latter is possible when

performing a retinal vein cannulation (RVC) and is referred to as retinal en-

dovascular surgery (REVS). The procedure for conducting RVO is described as

follows:

1. Inserting a cannula with a sharp tip into the eyeball thorough the sclero-

tomy port and bringing it in the vicinity of the target area.

2. Precisely puncturing the vessel with the cannula tip and inserting the tip

to a desired and safe depth into the vessel.

3. Holding the cannula in place for several minutes for infusion of the clot-

dissolving tissue plasminogen activator (t-PA) directly into the occluded
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vein.

1.2.1 Challenges in Vein Cannulation

The skills required to perform the relevant micro surgical tasks in RVC

mentioned in Section 1.2 are at the limit of human motor capabilities. Injec-

tion into a vessel with diameter of approximately 150 µm and maintaining the

needle tip into the vessel includes operations that are at the limit of human

performance. There are two main challenges that can severely hamper a suc-

cessful RVC, which are delineated as follows:

• First, for an ophthalmic surgeon, a root mean squared (RMS) of 182 µm

was measured for tremor amplitude [36], which is a comparable value

when considering the retinal vessels diameters (i.e., between 50− 150 µm

[37]). This amount of tremor makes it very difficult for surgeons to ac-

curately target the goal position for puncture and to maintain the needle

tip inside the vessel throughout the drug delivery, which can take several

minutes [34].

• The second challenge stems from the fact that the interaction forces be-

tween the needle tip and the vessel are too small for human tactile per-

ception (below 10 mN [38, 39]). This makes it extremely difficult for sur-

geons to detect the instant when puncture takes place, to appropriately
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pierce the needle into the desired depth and to inject the medicine inside

of the vessel. In contrary to retinal vessel cannulation, during conven-

tional venipuncture happening on larger structures the resulting tactile

forces are within the human tactile perception range and are familiar to

experienced phlebotomists. Specifically, the clinician can feel the moment

of vessel puncture [40].

Therefore, a surgeon’s physiological hand tremor, limited motor control,

and imperceptible forces which all might be intensified by visual, physical,

and mental fatigue may put the eye at high risk of sight-damaging iatrogenic

trauma. Due to the present technical difficulties and human limitations for

performing ophthalmic surgical procedures specially vitreoretianl practices, it

may be beneficial to integrate advanced technological systems and sensorized

instruments into the standard of care for such surgeries. Consistent monitor-

ing of the interaction forces between the instrument and the surrounding del-

icate tissue using sensor-equipped instruments can potentially raise the sur-

geon’s awareness of the interaction force variations and to inform them of the

moment of venous puncture during RVC. On the other hand, robotic platforms

and technological devices may be useful in providing a steady-hand tremor-

free operation where high precision for instrument targeting can be attained.

In the following sections, related works in terms of technology development in

the field of robot-assisted eye surgery are provided.
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1.3 Technology Advancement

in Retinal Surgery

1.3.1 Robot-assisted Eye Surgery

In order to overcome physiological human constraints, advanced robotic

platforms have been engineered to suppress tremor and enhance targeting ac-

curacy of the instrument that will function inside of a very small and frag-

ile eyeball. Ueta et al. [41] report that a robotic platform has obtained more

accurate retinal vessel cannulation in porcine eyes as compared to freehand.

Similarly, Jacobsen et al. [42] report that robot-assisted vitreoretinal surgery

improves precision and limits tissue damage, albeit at the cost of increased

surgical time. The developed robotic systems for such purposes are broadly

divided into tele-operated, cooperatively controlled, and handheld robots cate-

gories. In the tele-operated approaches (e.g., [43–49]) the surgeon manipulates

the robot from a remote location. The Steady-Hand Eye Robot (SHER) [50]

developed at the Johns Hopkins University (Fig. 1.1) and also the KU Leuven

eye-surgical robot [51] are notable examples of collaborative platforms. These

robots are characterized by a direct human-machine interface where the surgi-

cal tool can be attached to the robot and the surgeon and the robot share control

of the instrument [39, 50, 52–55]. In addition, the first clinically-approved col-

10



CHAPTER 1. INTRODUCTION

laborative robots for in-human eye surgery has been designed and successfully

evaluated by Edwards et al. [56] and Gijbels et al. [51]. Using the Preceyes

Surgical System the results of a first-in-human study of robot-assisted retinal

surgery performed through a telemanipulation at Oxford’s John Radcliffe Hos-

pital was reported in [56]. In January 2017, eye surgeons at University Hos-

pitals Leuven were the first to demonstrate robot-assisted RVC in human pa-

tients using the system described at [51]. In contrast to table-mounted robots,

handheld devices have also been engineered and developed, which provide a

steady needle tip motion by actively suppressing the surgeon’s physiological

hand tremor [57–65].

1.3.2 Force Sensing and Visualization

In order to augment the force-sensing and visual perception of the surgical

procedure in ophthalmic surgery several studies have been conducted. As men-

tioned in Section 1.2.1, some tool-to-tissue interaction forces in vitreoretinal

surgery are rendered imperceptible. It is noted that in eye surgical procedures

the instrument is inserted through a sclretomoy port into the eye. There are

two main locations that interaction forces are exerted on the instrument. The

first location is at the trocar (Fig. 1.2) where the sclera forces are applied to

the tool shaft having tens to hundreds of milli-Newton order of magnitude [66].

Other forces are located at the tip of the instrument where the target tissue
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operation is performed (Fig. 1.2). During vitreoretinal surgery procedures, the

tip forces can be less than 10 mN (based on animal studies reported in [67]).

Based on another in vitro retinal manipulation conducted on porcine cadaver

eyes, around three quarters of all of the measured interaction forces were be-

low 7.5 mN [4]. Therefore, a force sensor should have a high resolution to be

able to measure the very fine forces at the tip of the instrument. Moreover, it

should be able to distinguish between the tip and sclera forces. The latter rules

out the option of placing a force sensor on the instrument handle because it

will not be able to differentiate between the tip and slcera forces. This will be

even exacerbated because the sclera forces are larger in magnitude than the

tip forces resulting in low transmission and detection of the tip forces if the

force sensor is mounted on the instrument handle. For this reason, to measure

the tip forces the force sensor should be positioned in the vicinity of the tool tip

inside of the instrument handle. This will result in more rigorous dimensional

requirements for the force while necessitating biocompatibility and safety.

Fiber Bragg Grating (FBG) optical sensors are very sensitive strain (less

than 1µϵ) and temperature variation detectors. They are very small in diame-

ter (Φ60−200µm) and hence can fit through confined spaces of the eye and thin

openings. Moreover, they fulfill the biocompatibility and safety requirements

as well. They have attracted increasing interest in various disciplines and ap-

plications in robotic surgeries including force sensing [54,68,69], needle shape
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Figure 1.3: Visualization during ophthalmic surgery. (a) A top-down view
of the retinal vessels and the surgical instrument inside of the eye using the
stereo surgical microscope. (b) Cross-sectional OCT B-scan of the instrument
showing the instrument and retinal layers. Courtesy of Peiyao Zhang.

sensing [70,71], and temperature variations sensing [72]. Attaching FBG fibers

along a customized ophtalmic surgical instrument, it was shown the possibility

of simultaneous measurement of tool tip and sclera forces with milli-Newton

accuracy [73]. The retinal puncture moments in RVC were detected using an

FBG-quipped cannulation needle [74].

As far as visualization is concerned, depth perception is still challenging

in eye surgery because of the vertical enface view although advanced techno-

logical devices provide high-resolution stereo view of the eyeball interior [75].

As an alternative imaging modality, optical coherence tomography (OCT) has

been integrated to surgical instruments and microscopes, which provides high-
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resolution cross-sectional 2D images (B-Scan) and therefore depth information

in real time [75–77]. However, OCT scan range is limited, requires an an ex-

tended processing time, and is not cost-effective [78]. In order to provide visual

feedback during ophthalmic interventions, intraoperative optical coherence to-

mography (iOCT) has also been used in various studies [79–81]. To date iOCT

is the only imaging modality in the literature, which is able to detect small

retinal structures at micrometer resolution while providing live-feedback dur-

ing surgery [82]. A picture showing top-down microscope view and the OCT

view of a surgical tool during in-vitro porcine eye manipulation is shown in

Fig. 1.3.

1.3.3 Robot-assisted Vein Cannulation

In [83] an OCT-guided cannulation of blood vessels was shown in ex-vivo

porcine eyes using a developed teleoperated robotic system. In [84], subreti-

nal injection for retinal detachment as a main step for RPE replacement was

reported during in vivo rabbit experiments using a co-manipulated robot. In

contrary to common design of serially-actuated robots that manipulate con-

ventional vitreoretinal tools, in [44] a subretinal injection was presented us-

ing a magnetically-navigated flexible cannula. In [44], both semi-automated

and non-automated injection were reported through microscope-guided and in-

traoperative OCT-guided injections in ex-vivo porcine eyes. Becker et al. [85]
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used a stereo camera tracking system to provide smooth, scaled motion during

the retinal vessel injection in ex-vivo porcine eyes using a handheld tremor-

cancelling robotic device. In [41], capability of a parallel robotic system to assist

in micro cannulation of retinal vessel in ex vivo porcine eyes was evaluated.

In [48,86], a tele-manipulated laser-controlled robotic system was presented

and retinal vein cannulation was performed in porcine eyes under stereo cam-

era system, which is typical of conventional interocular surgery. The work

done in [48] can be considered the first bilateral robot-assisted vein cannula-

tion demonstration in which the surgeon can tele-manipulate two surgical in-

strument (a micro-syringe for vein cannulation and a light pipe). In another bi-

lateral study in [87], the capability of accurately (micron-order) approaching a

target on the fundus of an in-vitro eye model using a bilateral tele-manipulated

robotic system was evaluated.

In [88, 89] the authors developed Preceyes micromanipulator and used it

for retinal vein cannulation of porcine eyes by positioning a glass catheter tip

using a robotic controlled micromanipulator. The first in-human subretinal

injection of tissue plasminogen activator (tPA) for three human patients was

reported in [56] during a telemanipulation robot-assisted retinal surgery. In

[56], the authors used the Preceyes system developed in [88] for cannulation

in human patiens. In another recent study [51], a unilateral tele-manipulated

system was used to perform retinal vein cannulation in human patients after
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the system was used in previous in vivo porcine eyes experimets [15].

The feasibility of using learning from demonstration and reinforcement learn-

ing with an industrial robot to perform OCT-guided needle insertions to a tar-

get depth is presented in [90]. [91] reports that 4D microscope-integrated OCT

significantly improves the control of surgical tool when surgeons are asked to

manually place the instrument hundreds of microns above the retina during

ex vivo porcine eye experiments. In contrast to microscope-mounted OCT sys-

tem, [83] reports placing the OCT imaging probe internal to the surgical for-

ceps and the evaluation of the benefits of OCT-integrated forceps combined

with a tele-manipulated robotic system. [83] reports that the combination of

OCT and robots dramatically improves phantom membrane peeling and retina

approaching precision during ex vivo goat experiments.

1.4 Control, Estimation, and Autonomy

in Robotic Ophthalmic Surgery

Although many of the above-mentioned studies in the literature have fo-

cused on hardware and sensor development in which surgeons benefit from a

steady-hand manipulation by the resulting suppression of involuntary hand

tremor, less attention has been paid to control and sensing algorithms devel-

opment. Development of advanced control methods can augment robot func-
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tionalities potentially resulting in autonomous or semi-autonomous surgical

procedures. Robotic systems can potentially broaden the present range of of-

fered treatments and also provide automated procedures [92], e.g. automatic

light probe holding application [78,93], automated laser photocoagulation [94],

retinal vessel cannulation [41], and autonomous surgical tool navigation [95],

among other applications.

When robotic assistance is used in vitreoretinal surgery, the surgeon will

experience reduced sensory input that is otherwise derived from the tool’s in-

teraction with the eye wall (sclera). It has been shown that at present robot-

assisted procedures exert larger scleral forces compared to manual surgeries

[96]. In order to safely and reliably apply robots to ophthalmic procedures,

application-specific control algorithms and sensing capabilities should be in-

tegrated into the robots to autonomously maintain, for example, interaction

forces (including sclera forces and tip forces shown in Fig. 1.2), and instrument

insertion depth (Fig. 1.2) into the eyeball within safe ranges.

Other safety concerns during robot-assisted eye surgeries are instrument

tip position. Precise and safe positioning of the surgical instrument’s tip on

the retina is required to automate vitreoretinal tasks. Any inadvertent contact

between the instrument tip and retinal tissue can result in devastating and

permanent eye injury. This safety concern is further exacerbated when con-

sidering the fact that ophthalmic surgical tools are small gauge, flexible and
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they experience large deflections during the surgery [97]. Poor depth percep-

tion through stereoscopic camera also makes the situating worse. Different

approaches in the literature have been adopted in order to localize the instru-

ment tip and to estimate the distance between the tool tip and retina. Vision-

based soft and hard virtual fixtures generated using the surgical microscope

were generated in order to improve needle tip targeting [98]. Deep learning

has also been utilized to provide an automatic tool localization using a stereo

microscope [99]. However, The confined size of the workspace, small parallax

in stereo microscopes, and the optical aberrations caused by the vitreous body

creates unfavorable conditions for regular image processing algorithms [78]. To

address such problems, OCT images have also been used for 3D needle tip lo-

calization in robot-assisted ophthalmic surgery [100–103]. Filtering techniques

have also been employed. Using a state-estimating Kalman filter (KF) a feed-

forward control strategy is proposed to suppress the tremor and to provide more

accurate tool tip positioning [104]. Instrument’s shadow was used to estimate

the proximity between the instrument’s tip and the retina during instrument

positioning [78,105,106].
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1.5 Thesis Overview

In order to enable the robots to be more actively and safely involved during

ophthalmic surgical procedures, this dissertation reports the development of

novel control and surgical state estimation algorithms to enhance safety dur-

ing robot-assisted eye surgery. Surgical instruments, which are collaboratively

moved by the robots, are in contact with the eye tissue from two main locations:

1) tool shaft at sclerotomy 2) tool tip with the target tissue. This dissertation

describes incorporating control methods into the SHER to keep the forces at

the scelrotomy (sclera forces) in safe ranges during robotic eye manipulations.

In addition, state estimations methods are developed to improve the the tool

tip position estimation when the tool shaft undergoes deflections. The ultimate

outcome will be a robot equipped with advanced control and state estimations

methods, which in turn enables safer interactions with patients and opens the

way toward more advanced autonomous or semi-autonomous treatments. This

dissertation contains the following main contributions where each of them con-

stitutes a chapter of the thesis:

1) Adaptive sclera force and insertion depth control: Autonomous algo-

rithms to control sclera forces and instrument insertion depth are integrated

to the SHER. The control methods enable a velocity-controlled robot to keep

the sclera forces and insertion depth within safe pre-defined boundaries while
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allowing surgeons to continue performing the relevant surgical maneuvers. To

integrate the control methods to the robot, a customized FBG-equipped instru-

ment providing online measurements of sclera forces and insertion depth is

built and attached to the robot. Extensive preliminary experiments as well

as clinician evaluations in actual operating rooms during robot-assisted eye

manipulation have demonstrated the effectiveness of the methods in different

surgical situations.

2) State estimation and filtering for instrument tip position and in-

strument insertion: In an attempt to improve the robot sensing capabili-

ties, discrete time-varying state space models are obtained for the evolution of

the 3D position of the instrument tip and instrument insertion depth inside of

the eye. The state space equations are based on the robot forward kinematics

model as well as the FBG-based online measurements for insertion depth and

sclera forces. The sclera force measurements are transformed to quantities for

instrument deflection using beam theory. Kalman Filtering (KF) algorithm is

then implemented on the state space model to exploit the available informa-

tion from the forward kinematics and FBG sensor measurements leading to

improved estimations of instrument insertion depth and instrument tip posi-

tion. More accurate measurements of the surgical states and conditions can

potentially result in the development of more involved control methods, which

substantially contributes toward a safer surgery with broader applications.
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3) Calibration- and registration-independent tool tip position estima-

tion: The force-based method, which utilizes state space models and KF to

improve the tool tip position estimation, requires a pre-operative calibration to

identify the stiffness (force-deflection relationship) of the instrument using of-

fline data. In order to remove the dependency to any pre-operative calibration,

which is time-consuming and is prone to errors, intra-operative online system

identification methods are applied (calibration-independent). These methods

use the visual feedback from the surgical microscope to monitor the tool tip

and to attain an estimate of the instrument stiffness during the surgery. This

theory is further formulated to make the entire framework independent of any

requirement to know the frame transformation between the microscope and

the robot coordinate frames (registration-independent).
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2.1 Background and Motivation

Surgical tasks inside of the eye encompass manipulating very delicate tis-

sues and micron scale structures typically using instruments passing through

an incision point in the sclera. The procedures in such surgeries are sometimes

beyond human motor capabilities [1]. The root mean squared (RMS) value for

an ophthalmic surgeon hand tremor is 182 µm as measured by [36] which is

comparable to the entire diameter of the involved retinal and choroidal vessels

(i.e., between 50 − 150 µm [37]). Furthermore, a healthy human retina has an

average thickness of 212 µm at the center of the fovea [107] which makes the

precise targeting of freehand sub-retinal injections inconsistent and potentially

unsafe, when the amplitude of hand tremor is considered.

In order to overcome these physiological human constraints and to perform

very delicate procedures, advanced robotic platforms have been engineered to

suppress tremor and enhance targeting accuracy of the instrument that will

function inside of a very small and fragile eyeball. Various types of robotic

systems have been designed and developed for eye surgery including collabo-

rative robots in which surgeon and robot share the control of the surgical tool

(e.g. [45,108]), tele-manipulated robots (e.g. [48,109]) and hand-held robotic de-

vices (e.g. [110]). For instance, the Steady-Hand Eye Robot (SHER), as shown

in Fig. 2.1, is an example of a collaborative robot that was fabricated at the

Johns Hopkins University [54].
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Figure 2.1: SHER and its five degrees of freedom. The first three axis indicate
the translation motion and the last two axis represent the rotational motions
around the associated axis. The handle frame is shown in the close-up view of
the robot end-effector.

A review of the literature indicates that the focus of the above-mentioned

robots have been mostly on hardware development (mainly for providing a

tremor-free manipulation) while less attention has been paid to sensing and

control, which are required for a reliable and safe robotic assist. In order for

robots to meet the safety requirements for human use, advanced sensing ca-
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Figure 2.2: Schematic of the surgical tool attached to the robot. The base
and handle frames are attached to the robot base and to the robot end-effector,
respectively. Sclera forces and the instrument insertion depth are represented.

pabilities and control algorithms should be developed and implemented. This

becomes even more necessary in eye surgery since the robot manipulates highly

delicate and ultra-fine tissue. Robots in ophthalmic surgical procedures should

not only provide high precision for the tool tip and cancel the tremor but also

appropriately control the sclera forces fsx and fsy (components of the sclera

forces along the x and y directions of the handle frame {H} shown in Fig. 2.2)

to enforce safety boundaries as well as the tool insertion depth d to avoid colli-

sion with retina (shown in Fig. 2.2).

Although major advances in instrument tip precision and safety have been

made [43, 44, 83, 88, 90, 98, 102, 103, 111, 112], less attention has been paid to

the relationship between the sclera and the tool shaft as well as instrument
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insertion safety. During freehand surgery, surgeons perceive the scleral forces

and rely on them to guide both the eye movements and the instrument inside

of the eye. However, the integration of robotics into ophthalmic microsurgery

leads to a reduction in surgeon perception of tool-to-tissue interaction forces.

Tool shaft-to-sclera, and tool tip-to-surgical target, forces are rendered either

markedly reduced or imperceptible to the surgeon. This blunting of human tac-

tile sensory input is due to the inflexible mass and large inertia of the robotic

arm as compared to the milli-Newton scale of the interaction forces encoun-

tered during ophthalmic surgery. The loss of human tactile feedback, as well

as the comparatively high forces that are potentially imparted to the fragile tis-

sues of the eye, identify a potential iatrogenic risk during robotic eye surgery.

Furthermore, as surgeons are working through a microscope which visualizes

eyeball interior, there is no visual feedback from the tool-scleral interactions in

robot-assisted surgery. It is still possible for a surgeon to unknowingly apply

large sclera forces during a robot-assisted manipulation. Using robots in such

procedures, may increase the risk of high force to sclera events [96]. Such in-

advertent force applications may impact the retinal tasks being performed or

directly injure the scleral wall.

One common approach to address this issue is the use of remote center of

motion (RCM) mechanisms [48, 51]. However, the problem with RCM mech-

anisms is that they passively maintain the sclera forces in a prescribed safe
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range. Moreover, surgeons usually use a second instrument (e.g. a light pipe)

during intraocular surgery and the forces resulting from the second tool in-

crease sclera forces on the primary instrument (attached to the robot), even if

RCM is present. In order to actively limit scleral forces during surgical ma-

neuvers, He et al. [113, 114] have used a deep learning approach to predict

unsafe sclera forces, and to counter them proactively to insure safety. The lim-

itations of this method, however, include but are not limited to the large data

sets required for training, and the occurrence of unreliable predictions due to

network errors for untrained tool-retina interactions. Recently, the provision of

auditory or haptic feedback based on sclera force has been proved to help sur-

geons keep those forces in safe ranges [115]. Auditory substitution or haptic

feedback that has been deployed in the previous studies may have some disad-

vantages. First, the efficacy of feedback is highly dependent on the surgeon’s

reaction to it. In cases where effective action was barely executable by the

subjects or when unexpected eye motion occurred, scleral forces could increase

beyond safe limits [115]. Furthermore, it is now feasible to build in similar

haptic and audio feedback based on tool insertion depth to enhance tool depth

safety (if exceeded tool tip to retina collision occurs). However, having various

types of audio and haptic feedback coming from different sources may have ad-

verse effects on surgeon concentration during highly delicate, prolonged and

intensely focused eye surgery tasks. For these and other reasons, it is poten-

27



CHAPTER 2. REGISTRATION AND CALIBRATION INDEPENDENT

tially beneficial to control the robot such that it acts autonomously in a proper

and safe way when sclera force or tool insertion depths exceed established safe

boundaries.

Considering the mentioned limitations, this chapter describes the develop-

ment of robotic autonomous sclera force ans insertion depth control methods.

The control methods enable to robot to autonomously keep the sclera forces

and insertion depth in safe prescribed ranges. This is done by integrating cus-

tomized instruments to the SHER, which are able to measure sclera forces and

instrument insertion in real-time.

2.2 Contribution

This chapter reports the integration of a control method to the SHER high-

level control diagram such that the robot will be able to autonomously control

the sclera forces and insertion depth and keep them in safe ranges. Because the

SHER is a velocity-controlled robot a relation between the velocity commands

and sclera force variations is required to develop such control algorithms. Be-

cause those relations are missing (unknown sclera tissue behaviour), an adap-

tive control method in which this relation is learned during the surgery is im-

mensely beneficial.

For this reason, in this chapter a 1-D adaptive control method is customized
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for simultaneous 3-D control of sclera force and insertion depth. When the

adaptive control is triggered, the robot produces translational motions along

the relevant axes to correct the sclera force and/or insertion depth consistent

with desired and safe trajectories. This control system is then implemented on

the SHER. The adaptive control method has other useful applications in eye

surgery including: control of the insertion depth when unexpected motion of

the patient’s head is observed or holding a light pipe in a fixed and safe position

by the robot. To the best of our knowledge, adaptive control for applications in

robot-assisted eye surgery has not been used before.

After several preliminary studies on the control methods, we have chosen

two variants of the adaptive sclera force control method for a comprehensive

evaluation with clinicians. In brief, ten ophthalmology clinicians were enrolled

in robot-assisted user studies conducted in an operating room in Wilmer Eye

Institute at the Johns Hopkins Hospital. The users were tasked to follow reti-

nal vessels with a tool tip on a phantom eyeball. A piezo-actuated linear stage

was utilized to simulate random motions of patient head which might occur

when the patient is under anesthesia. Finally, the performance of each control

method was analyzed and compared directly to the same clinician’s freehand

manipulations (unassisted by the algorithm or robot).
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Figure 2.3: Eye phantom manipulation with the SHER– the user is grabbing
the instrument which is attached to the robot in the right hand and the sec-
ondary tool in the left hand to manipulate the eye phantom.

2.3 Robot Control Framework

The SHER is a 5-degree-of-freedom (DoF) robot which provides a steady-

hand manipulation for users. Various surgical tools can be attached to the

robot end-effector using a quick release mechanism. The robot enables users

to perform tremor-free surgical maneuvers. The users and the robot both hold

the surgical instrument handle and move it collaboratively to achieve surgical

goals (Fig. 2.3).

In order to describe the robot motion, two coordinate frames are incorpo-
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rated into the robot: the base coordinate frame {B} which is fixed to the robot

base and the handle coordinate frame {H} which is attached to the robot end-

effector (Figs. 2.1). The rigid body transformation between {B} and {H} can

be written as Fbh(q) ∈ SE(3) as a function of joint angles q ∈ R5.

Fbh(q) =

Rbh(q) Sbh(q)

01×3 1

 (2.1)

In (2.1), the terms Rbh(q) ∈ SO(3) and Ssb(q) ∈ R3 are the rotation and trans-

lation parts of Fbh(q), respectively. Using the product of exponential formula

developed in [116], Fbh(q) can be written as follows:

Fbh(q) = eξ̂1q1 ...eξ̂5q5gsb(0) (2.2)

where qi, i = 1, ..., 5 is the ith element of the vector of joint angles q. Fbh(0) in-

dicates the initial relative configuration of frames {B} and {H} when q = 05×1.

Each ξi = (vi, wi)
T , where (vi)

T and (wi)
T are both in R3, is a twist coordinate

representing the rigid body transformation associated with ith joint motion of

the robot. For the prismatic joints of the robot (first three joints) wi is zero vec-

tor and vi is a unit vector along the prismatic joint direction written in frame

{H}. For the revolute joints of the robot wi is the unit vector of rotation axis of

the joint and vi is −wi × qi where qi is an arbitrary point on rotation axis [116].

Then, the 4 × 4 matrices ξ̂i for each robot joint in (2.2) can be constructed as
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follows:

ξ̂i =

 ŵi vi

03×1 0

 (2.3)

where ŵi is a 3 × 3 skew symmetric matrix constructed by wi. Then, defining

the body velocity of the of the frame {H} as V h = F−1
bh Ḟbh, this velocity can

be written in twist coordinates as written in (2.4) using the body Jacobian Jh
bh

formula.

V h = Jh
bh(q)q̇ (2.4)

where Jh
bh is defined as follows.

Jh
bh =

[
ξ†1 ... ξ†5

]
(2.5)

ξ†i = Ad−1

eξ̂iθi ...eξ̂5θ5gSB(0)
ξi

In (2.4), V h = (vh, wh)T is a vector in R6 representing the body velocity of frame

{H} written in twist coordinates. The terms vh ∈ R1×3 and wh ∈ R1×3 indicate

the velocity of the origin of frame {H} and the angular velocity of the frame {H}

both expressed in the frame {H}, respectively. In (2.5), Ad is the 6 × 6 adjoint

transformation depending on the configuration of the robot [116]. The adjoint

transformation for a general rigid body transformation F with rotational and
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translational components R and S is as follows:

AdF =

 R ŜR

03×3 R

 (2.6)

A three-level hierarchy forms the control framework of the robot: 1) High-

level admittance controller controller 2) Mid-level optimizer 3) Low-level joint

velocity controller which are explained as follows.

2.3.1 High-level Admittance Controller

The high-level controller outputs the desired body velocity, V h
des = (vhdes, w

h
des)

T ,

of the frame {H} in twist coordinates. The cooperative admittance control sets

V h
des proportional to the generalized wrench F h

h = (fh, τh)T at the origin of the

frame {H} which is written in (2.7). The term f b ∈ R1×3 and τ b ∈ R1×3 are the

force and torques applied by the user hand to the surgical instrument handle

after being transferred to the frame {H}. The superscript h indicates that the

wrench is expressed in frame {H}.

V h
des = DF h

h (2.7)

In (2.7), D is a 6 × 6 diagonal matrix with elements di, i = 1, ..., 6 on the

diagonal. This proportional assignment of desired velocity V h
des to the wrench
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F h
h creates an intuitive motion of the robot end-effector and the user can easily

move the instrument to target position by exerting a proper wrench Fh to the

tool handle.

2.3.2 Mid-level Optimizer and Low-Level Con-

troller

After finding the desired rigid body velocity V h
des ∈ R6 of Fbh in the frame

{H}, we need to first express this vector in the base coordinate frame. This is

done using the adjoint transformation which is given in (2.8):

AdFbh
=

Rbh ŜbhRbh

03×3 Rbh

 (2.8)

Now the desired rigid body velocity of Fbh in the base frame {B} can be com-

puted as follows:

V b
des = AdFbh

V h
des (2.9)

Because the robot is a 5-DoF robot and V b
des is in R6, desired velocity V b

des

cannot be exactly achieved. Instead, the following optimization is solved to

find the optimized joint velocities (q̇ ∈ R5) of the robot:
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q̇des = min
q̇

|Jb
bhq̇ − V b

des| (2.10)

with the inequality constraints of:

q̇L ≤ q̇ ≤ q̇U and qL ≤ q ≤ qU (2.11)

In (2.11) the the terms q̇L ∈ R5 and q̇U ∈ R5 are the joint velocity limits

and qL ∈ R5 and qU ∈ R5 are the bounds for joint angles. The joint position

bounds are implemented using the limit switches and are not included in the

mid-level optimizer procedure. The term Jb
bh in (2.10) is the spatial Jacobian

and is related to body Jacobian Jh
bh defined in (2.4) using (2.12):

Jb
bh = AdFbh

Jh
bh (2.12)

After solving the optimization (2.10), q̇des is sent to the low-level embed-

ded robot motor controller (Galil 4088, Galil, 270 Technology Way, Rocklin, CA

95765) for joint velocities to be commanded to the actuators.

2.4 Sensorized Instrument

In order to measure sclera force components (fsx and fsy) and insertion

depth (d) as shown in Fig. 2.2, a dual force-sensing instrument was used [117].
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Figure 2.4: Force-sensing tool. The three FBG zones are marked with the
short red lines. The lengths lI and lII indicate the distance from FBGI and
FBGII to the tool tip. A close-up view of how the fibers are placed along the tool
shaft and the related dimensions are also provided. The vector Fs shows the
place where the sclera force is applied to the tool shaft.

The tool consists of three parts including the tool shaft (a stainless steel wire

with diameter of 0.63 mm), the tool adapter, and the tool handle, which are

shown in Fig. 2.4. In order to enable the tool to measure sclera forces and

insertion depth, three optical fibers equipped with Fiber Bragg Grating (FBG)

sensors (Technica S.A, Beijing, China) with diameter of 80 µm are placed in

the v-shaped grooves along the tool shaft with a radial separation angle of 120◦

(Fig. 2.4). FBGs are very sensitive strain sensors capable of detecting strains

less than 1 µϵ, based on the wavelength shifts of optical beams sent through

the fibers. Furthermore, due to their light weight and bio-compatibility, FBGs

are suitable for opthalmic surgery applications. As it can be seen in Fig. 2.4,

each optical fiber contains three FBG active areas represented by the short red

segments, summing up to 9 FBG sensors in total along the tool shaft. A calibra-
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tion procedure is then conducted to obtain the calibration matrices KI ∈ R2×3

and KII ∈ R2×3, as instructed by [73]. These calibration matrices relate the

moments MI ∈ R2 and MII ∈ R2—induced by the sclera force Fs = [fsx fsy]
T

on the FBG sections I and II the FBG readings ∆SI ∈ R3 and ∆SII ∈ R3 (be-

cause there are 3 FBG sensors at each cross Section i, where i = I and II),

respectively. The sclera force can then be obtained as follows:

Fs =
MII −MI

∆l
=

KII∆SII −KI∆SI

∆l
(2.13)

where ∆l is the distance between the centers of FBGI and FBGII . After finding

the sclera force components, the insertion depth can be found using either of

equations in (2.14):

d = lII −
||MII ||
||Fs||

= lI −
||MI ||
||Fs||

(2.14)

where lII and lI are the distance between the tool tip and the FBGII and

FBGI , respectively (Fig .2.4). It is noteworthy to mention that although FBG

fibers are sensitive to temperature, the calibration procedure delineated in [73]

makes the measurements robust against temperature variations.

As it can be observed in (2.14), the sclera force appears in the denominator.

One drawback of this approach, therefore, is the insertion depth estimation

instability when the sclera force is small and noisy. Additionally, when the tool
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shaft is not in contact with the sclera, no insertion depth measurement will

be available. These are the present limitations associated with this method of

measuring the insertion depth. Methods for improvement of insertion depth

measurements are studied in chapter 3. Of note, using (2.13) and (2.14), the

presented dual force sensing tool is able to measure sclera force components

and insertion depth with an accuracy less than 1 mN and 0.5 mm, respectively

[114].

2.5 Adaptive Control Methods

As it was mentioned in Section 2.2, due the unknown stiffness of the sclera

tissue, which is a required parameter to control sclera forces using a velocity-

controlled robot, an adaptive control method can be beneficial. The adaptive

control method tries to intra-operatively learn the tissue stiffness along the

x and y directions of the handle frame (λx and λy shown in Fig. 2.5) using

adaptation laws.

The adaptive control method that is going to be used to control the sclera

forces and insertion depth for the SHER builds upon the adaptive force con-

trol method developed by Roy et al. [118] for general 1-DoF velocity-controlled

robots and extends it to the eye surgery domain. Considering Fig. 2.6, there

are two basic assumptions for this method:
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compliance
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FBG sensors

Figure 2.5: Close-up view of the schematic eyeball shows the sclera force com-
ponents and the environment compliance λx and λy along the x and y directions
of the handle frame. The colored phantom vessels are also visible in the eye-
ball.

Figure 2.6: Schematic diagram for the adaptive force control of a 1-Dof
velocity-controlled robot with mass m interacting with an environment with
linear and unknown compliance γ.

1. The robot is in contact with an environment with unknown but linear

stiffness/compliance (Fig. 2.6). In other words, the force displacement
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model of the robot end-effector is assumed to conform to the linear equa-

tion of fe =
1

γ
(x − x0) or dfe =

1

γ
(dx) where fe is the interaction force

exerted to the robot by the flexible environment, γ is a constant repre-

senting the environment compliance, x is the position of the 1-DoF robot

normal to the contact surface and x0 is contact surface location at the

equilibrium point.

2. The robot is a velocity-controlled robot, i.e. it has a built-in low-level ve-

locity controller that makes the robot’s actual velocity ẋ track any bounded

velocity setpoint ẋd.

The goal of the 1-D adaptive control is to design a control law which pro-

vides asymptotically exact outer loop force control by providing proper refer-

ence velocity trajectory (ẋd) for the low-level velocity control. Consequently,

the interaction force (fe) would be able to track any desired reference force tra-

jectory (fd) which is C2 bounded and has bounded derivatives, ḟd and f̈d. The

control input and the adaptation law are provided in (2.15).

ẋd(t) = γ̂ḟd(t)− kf∆f(t)

˙̂γ = −αḟd(t)∆f(t)

(2.15)

where the term ∆f ≜ fe − fd is the force tracking error. The constants α and kf

are gains for adaptation law and the force tracking error, respectively. Since it
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was assumed that the compliance of the environment is unknown, an estima-

tion of this parameter (γ̂) is used in the control law above. The adaptation law

defines the way γ̂ changes over time. Using a Lyapunov function it is proved

in [118] that the force tracking error ∆f and the compliance estimation γ̂ will

remain bounded. Moreover, one can show that limt→∞ ∆f(t) = 0 if the condi-

tions given in (2.16) are satisfied [118].

∫
|∆ẋ|2dx < ∞ and lim

t→∞
∆ẋ = 0 (2.16)

In (2.16), the term ∆ẋ is the velocity tracking error ẋ− ẋd and based on the

second assumption discussed earlier, it would converge to zero. Thus, based

on (2.16) the adaptive control will make ∆f go to zero.

2.5.1 Adaptive Sclera Force Control

The first assumption for the adaptive control in Section 2.5 states that the

environmental force fe should be linearly proportional to the position of the

robot x in the coordinate frame where ẋd(t) is going to be calculated (dfe, which

is the differential of fe should be proportional to dx, differential of x). Now as-

sume that at each instant of robot motion we have an imaginary fixed frame

{H ′} coincident with the handle frame {H} (shown in Fig. 2.2). We assume that

the infinitesimal variation of the sclera forces along the x and y directions of the
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handle frame {H}, dfsx and dfsy, are linearly proportional to the infinitesimal

variation of the position of the frame {H} origin along the x and y directions

of {H ′}, dx and dy. This assumption is realized because the tool shaft is like a

cantilever beam, and therefore the infinitesimal variation of the force applied

to the beam (which is now dfsx or dfsy) is proportional to the infinitesimal vari-

ation of the beam deflection (which is now dx and dy). Therefore. we can make

use of the adaptive control law to produce desired velocities for the robot end-

effector along the x or y axes of the handle frame (V h
des[1] or V h

des[2]) such that fsx

and fsy will follow desired trajectories fdx and fdy. Compared to (2.15), we are

using either fsx or fsy to substitute fe. As it was explained in (2.7), the velocity

vector V h
des is in R6. For the adaptive sclera force control, we are only modifying

how the first two elements of V h
des (namely V h

des[1] and V h
des[2], (where the 1 and 2

indices refer to the first and second elements of vector V h
des) are generated such

that the robot will be able to autonomously control the sclera forces. In other

words, the robot will abide by the user’s interaction forces for other elements of

V h
des. Thus, the users would not feel that the robot inhibits their manipulation.

Based on (2.15), the equations for V h
des[1] and V h

des[2] will be as follows:

V h
des[1] = λ̂xḟdx − kx(fsx − fdx)

V h
des[2] = λ̂yḟdy − ky(fsy − fdy)

(2.17)
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where λ̂x and λ̂y are estimations for λx and λy (shown in Fig. 2.5). These

estimations are updated using the following adaptations laws based on (2.15):

˙̂
λx = −αxḟdx(fsx − fdx)

˙̂
λy = −αyḟdy(fsy − fdy)

(2.18)

In (2.17) and (2.18) kx, ky, αx, and αy are constant gain values. The de-

sired reference trajectories fdx and fdy in (2.17) and (2.18) should be defined

in a way to ensure safe sclera force interactions. In other words, when the

sclera interaction forces overstep a predefined threshold, the adaptive sclera

force control should be triggered and the first two elements of V h
des in (2.7) are

generated according to (2.17) in order to make the sclera forces follow desired

safe trajectories.

In the following we define two variations for triggering the adaptive sclera

force control method including the adaptive component control (ACC) and the

adaptive norm control (ANC).

• Adaptive component control for sclera force (ACC)

There are two sclera force components along the x and y directions of the

handle frame {H} (Fig. 2.2), respectively called fsx and fsy. The ACC method

considers each component of sclera force independently. If the ith (i = x or y)

component exceeds the safe level U , the ACCi method reduces the fsi (i = x or y)
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based on a desired safe reference trajectory for sclera force fdi (i = x or y). For

the ACC control, the vector V h
des is generated based on (2.19) as follows:

V h
des =


(1− δx)d1 0 02×4

0 (1− δy)d2

04×2 diag(d3, d4, d5, d6)

F h
h

+

diag(δx, δy) 02×4

04×2 04×4



λ̂xḟdx − kx(fsx − fdx)

λ̂yḟdy − ky(fsy − fdy)

04×1



(2.19)

The variable δi (i = x or y) in (2.19) has a binary value (0 or 1). δi = 1 indi-

cates that ACCi is activated and if it is zero the ACCi is deactivated. As noted

from (2.19), if δi is zero (meaning ACCi is deactivated) then the corresponding

component of V h
des for the axis i will be simply produced based on the coopera-

tive admittance control law (2.7). The desired reference trajectories for fsx is

written in (2.20) which is a exponentially decreasing function of time.

fdx =
Usgn(Fsx)

2
(e−(t−tx) + 1) (2.20)

For fsy a similar scenario can be imagined.
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Algorithm 1: ACC control method
Input: Sclera force components fsi, i = x,y.
Output: Acci activation, i = x,y.
initialization of λ̂i, i = x,y;
if |fsi| > U then

ti = current time;
δi = 1; (ACCi triggered)
while |Fsx| > 0.75U do

δi = 1; (Keep ACCi activated)
Generate fdi based on (2.20);

end
δi = 0; (Switch to cooperative control for axis i);

end

fdy =
Usgn(fsy)

2
(e−(t−ty) + 1) (2.21)

In (2.20) and (2.21), tx and ty are the time when fsx or fsy exceeds the safe

levels, respectively. The logic for activating and deactivating the ACCi is writ-

ten in Algorithm 1. The adaptive sclera force control is sustained indepen-

dently for each component fsx and fsy until they are reduced to 0.75 of their

value at t = ti i = x, y. The reference functions used in (2.20) and (2.21) are

descending exponential functions that reduce the norm of the corresponding

component of sclera force. Also the reference functions maintain the continuity

of the force signal. For instance, at t = tx the desired force fdx based on (2.20)

is equal to Usgn(fsx), which is the value of fsx when it exceeds the upper bound

U .

It is noted that the descending reference trajectories used in 2.20 and 2.21
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are found with trial and error and are not necessarily the best trajectories. Any

other differentiable descending function can also be used.

• Adaptive norm control for sclera force (ANC)

The alternative to the ACC method controlling each component of sclera

force independently, is the ANC algorithm in which both components of sclera

force are reduced simultaneously. The control is activated when the 2-norm of

sclera force vector (||Fs|| =
√

f 2
sx + f 2

sy) reaches the limit U . The control law will

then obey (2.22).

V h
des =


(1− δ)d1 0 02×4

0 (1− δ)d2

04×2 diag(d3, d4, d5, d6)

F h
h

+

diag(δ, δ) 02×4

04×2 04×4



λ̂xḟdx − kx(fsx − fdx)

λ̂yḟdy − ky(fsy − fdy)

04×1



(2.22)

In (2.22) δ which has a binary value is the activation indicator for ANC method.

If δ = 1 it means that the ANC method is activated and if δ = 0 (indicating the

deactivation of ANC method) then (2.22) will be identical to (2.7). Theoretically,

the ANC method is more restrictive than the ACC control method as it reduces

both components together and it provides less freedom for users, but the benefit
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should be higher effort with regard to maintaining scleral forces into prescribed

safe ranges. The desired reference trajectories for the ANC method which are

decreasing exponential functions, are written in (2.23).

fdx =
f 0
sx

2
(e−(t−t0) + 1)

fdy =
f 0
sy

2
(e−(t−t0) + 1)

(2.23)

In (2.23), t0 is the time when the magnitude of sclera force Fs exceeds the safe

level U . The terms f 0
sx and f 0

sy are the values of fsx and fsy at t = t0, respectively.

The activation algorithm for the ANC method is provided in Algorithm 2.

Algorithm 2: ANC control method
Input: Sclera force components fsi, i = x,y.
Output: ANC activation,
initialization of λ̂i, i = x,y;
if ||Fs|| > U then

t0 = current time;
δ = 1; (ACCi triggered)
f 0
sx = current fsx;
f 0
sy = current fsy;

while (|fsx| > 0.75||f 0
sx|| or |fsy| > 0.75|f 0

sy|) do
δ = 1; (Keep ANC activated)
Generate fdx and fdy based on (2.23);

end
δ = 0; (Switch to cooperative control for axis i);

end

The adaptive sclera force control is sustained for both components fsx and

fsy until both components are reduced to 0.75 of their value at t = t0.

47



CHAPTER 2. REGISTRATION AND CALIBRATION INDEPENDENT

2.5.2 Adaptive Insertion Depth Control

In this application we will customize the adaptive control algorithm to con-

trol the insertion depth of the surgical tool by replacing the term fe in (2.15)

with the insertion depth d. In other words, any variable whose infinitesimal

variation satisfies the first assumption in Section 2.5 can be used instead of fe.

Following the same explanation provided in Section 2.5.1, at each instant the

infinitesimal variation of insertion depth d is proportional to the infinitesimal

variation of the RCM point position along the z axis of the frame {H ′}. Thus,

we can produce desired velocities for the end-effector along the z axis of the

handle frame such that now the insertion depth will track a desired and safe

reference trajectory. The control can be triggered whenever the insertion depth

exceeds certain limits which may lead to collision between the tool tip and the

retina. The control law and the adaptation law for the insertion depth control

are provided in (2.24):

V h
des[3] = λ̂zḋd(t)− kz∆d(t),

˙̂
λz = −αzḋd(t)∆d(t),

(2.24)

where ∆d = d(t) − dd(t) is the insertion depth tracking error. αz and kz

are constant gain values. The term dd denotes the desired trajectory for d and

ḋd is the derivative of dd. Similar to the sclera force control Section 2.5.1, a

decreasing exponential desired trajectory is assumed for insertion depth. As
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Figure 2.7: Block diagram for the closed-loop control system of the SHER.
It shows the high-level (all controllers in the upper part, which is highlighted
in yellow) controller, the mid-level optimizer and the low-level joint velocity
controller.

soon as this control mode is activated the robot will autonomously reduce the

insertion depth to safe ranges based on the following desired trajectory:

dd(t) =
Ud

2
(e−2(t−tz) + 1) (2.25)

where tz is the time when the insertion depth exceeds the safe limit of Ud. At

any necessary time any of the first three elements of the V h
des can be switched

to the adaptive control methods while other elements continue to be generated

based on the general cooperative admittance control (2.7). Of note, the de-

scending reference trajectory used in 2.25 is found with trial and error and is

not necessarily the best trajectory. Any other differentiable descending func-

tion can also be used instead. It is noteworthy to say that the adaptive control

methods will be placed in high-level controller methods of the SHER next to

the admittance control method, which was described in Section 2.3.1. A block
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diagram showing the whole control framework of the SHER is depicted in Fig.

4.2. The high-level controller (highlighted in yellow in Fig. 4.2) consists of two

modes including the cooperative admittance control and the adaptive sclera

force control.

2.6 Validation

Several experiments and user studies were conducted to evaluate the con-

trol methods discussed in this chapter and to compare the safety-enhanced

SHER system to freehand mock ophthalmic surgeries. In all of the conducted

experiments, an eye phantom made from Silicon was used to model simple sur-

gical tasks in eye surgery, which is shown in Fig. 2.8. The phantom was placed

into a 3D-printed socket. To produce a realistic eye ball motion, the interface

between the eye phantom and the eye socket was lubricated with mineral oil.

Moreover, painted vessels were attached inside the eye ball on the posterior

part as mock retinal vessels, Fig. 2.8. It is also noteworthy to say that for all

of the adaptive sclera force implementation the constant parameters kx and ky

in (2.17) were set to 0.2 and αx and αy in (2.18) were set to 5 × 10−5. For adap-

tive insertion depth control method the constant parameter kz and αz in (2.24)

were set to 10 and 10−4, respectively. These values were obtained with trial and

error.
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Figure 2.8: Close-up view of the eye phantom and the painted vessels on the
retina.

In the following section, the preliminary experiments conduced in an engi-

neering lab environment for evaluating the adaptive control methods are ex-

plained and the associated results are provided. Next, we will explain how

further assessment of the adaptive sclera force control methods has been car-

ried out during multi-user experiments with clinicians in an actual surgical

room environment. The results for the multi-user study is provided in Section

2.6.2.

2.6.1 Preliminary Experiments

The experimental setup shown in Fig. 2.9 was used to conduct the prelim-

inary experiments to evaluate the adaptive sclera force and insertion depth

control methods. In the experimental setup the SHER was used as the robotic

platform to perform eyeball manipulation. An FBG-equipped force-sensing tool
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Microscope

Eye phantom

Force-sensing tool

FBG Interrogator

SHER

ATI force sensor

Figure 2.9: Experimental setup for conducting the preliminary experiments
including the SHER, the FBG-equipped force-sensing tool, the FBG interroga-
tor, the eye phantom, and the microscope.

was calibrated and attached to the robot to measure online sclera forces and

insertion depth (as explained in Section 2.5). The FBG optical fibers were con-

nected to an FBG interrogator (si155-Hyperion from Micron Optics Inc., At-

lanta, GA) reading the FBG data in 1 kH. A Zeiss microscope provided direct

visualization of the eye phantom and was placed on top of the eyeball. The

user’s force and torques applied to the handle F h
h was measured by the 6-DoF

ATI force/torque sensor attached under the robot wrist. The measurements
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for sclera forces, handle force and torque components and the time informa-

tion were recorded using the software package for the SHER control developed

using the C++ CISST-SAW libraries [119].

2.6.1.1 Results and Discussion for Preliminary

Experiments

First, to show the performance and functionality of the adaptive force con-

trol that the controller can actually follow the desired trajectories for fsx and

fsy, a sinus wave of 40 sin(2t) mN and −40 sin(2t) mN were set for the fdx and

fdy, respectively. Thus, the first two elements of V h
des were produced based on

the adaptive control and the remaining four elements of V h
des were set to zero.

In this experiment a single instrument was attached to the robot and inserted

into the eyeball, without a user holding it. The results for this implementation

are shown in Fig. 2.10.

Secondly, the ACC force control was utilized to maintain the sclera force

within the safe bounds. Based on the data recorded from the behavior of an

expert surgeon, an upper bound of 120 mN for sclera force was assigned as

the safe limit [115]. We have kept this value as the upper bound for fsx and

fsy. In order to have a safety margin, the sclera force control methods were

activated in advance at 100 mN such that the robot would have enough time

to prevent the sclera force from reaching 120 mN. Therefore the the parameter
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Figure 2.10: Implementation of the adaptive sclera force control for sinusoidal
reference trajectories, fdx = 40sin(2t) mN and fdy = −40sin(2t) mN

U in (2.20) and (2.21) was set to 100 mN. To control the robot, a user held the

force-sensing tool shaft (Fig. 2.3) and inserted it through the hole on the sclera

of the eye phantom and manipulate the eyeball while viewing the procedure

through the microscope. The user tried to follow the colored vessels (Fig. 2.8)

with the force-sensing instrument tip. As it is depicted in Fig. 2.3 a secondary

non-force-sensing instrument was provided to facilitate rotating and moving

the eyeball. The results for this experiment are shown in Fig. 2.11.

Third, in order to check the adaptive insertion depth control, similar proce-

dure was followed and the user tried to exceed the safe boundary for insertion

depth to see how the robot reacts. For this part of the experiment the upper
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Figure 2.11: Variations of fsx (top) and fsy (bottom) for vessel following task,
the discontinuous curves in each plot indicate the desired exponential fdx and
fdy for the interval when the corresponding adaptive controller is activated
(when |fsx| or |fsy| are between 100 and 70 mN). The horizontal lines of 120 mN
and −120 mN are plotted in each figure.

safe limit for insertion depth (Ud in (2.25)) was set to 20 mm. This is because

the diameter of the eye phantom is around 25 mm and thus a threshold of 20

has been set after which the adaptive control for the z direction of the handle

frame will be activated to retract the tool and reduce the insertion depth to

safe ranges. The control switched back to the normal admittance control of the

robot after insertion depth is less than 17 mm. The results for this experiment

are shown in Fig. 2.12.

Fig. 2.10 demonstrates that using the adaptive control the robot is able

to follow the desired sinusoidal force for fsx and fsy with comparatively small
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Figure 2.12: Illustration of insertion depth adaptive control when the inser-
tion depth exceeds 20 mm. Adaptive control is active when 17 < d < 20 mm.

amplitude of 40 mN with good accuracy. In the last part of Fig. 2.10 (from

time t = 23s to t = 25s), the desired trajectories are not followed because the

adaptive control is stopped after t = 23s. Based on Figs. 2.11 and 2.12, it is

observed that the robot is acting properly to bring down the sclera force com-

ponents or the insertion depth through their desired exponential trajectories

which are shown with interrupted discontinuous lines with short lengths (the

period when the adaptive control is activated) in each figure. The reason for

such short lengths is that using the adaptive controls the SHER requires only

a very small autonomous motion (up to 2 mm) to return the sclera forces or in-

sertion depth to safe limits. Therefore, the period of time the adaptive controls

are active would be short.
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The reason for choosing an exponential desired trajectory is that it has steep

slope at the moment of safety violation for sclera force or insertion depth, so

the robot will act fast enough at the start of the incident to prevent any harm.

Moreover, the exponential function drops fast enough to reach to the safe levels.

It is also important to note that in the provided figures the real sclera force

or the insertion depth may deviate slightly from their desired trajectories. The

reason is that as mentioned before, when the robot is switched to adaptive con-

trol, the relevant values in V h
des are computed based on the adaptive controller

and all the other entities of V h
des are still calculated based on (2.7). Thus, for

example, for the rotational movements (last three elements of Ẋb
d) the robot is

always obeying the user’s force, F h
h . This rotational motion of the robot would

affect the control variables most notably the scleral force causing a deviation

from the desired trajectories. However, the adaptive controller tries to account

for this and as it is observed the control variables continue to follow their de-

sired trajectories with an acceptable accuracy.

2.6.2 Multi-user Clinicians Experiments

The goal of this study is to evaluate the ACC and ANC control methods

for robot-assisted eye surgery during clinician use. After securing approval

from the Johns Hopkins Institutional Review Board (IRB) with the protocol

number HIRB00000943, we provided the opportunity for surgeon clinicians
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Linear stage 
controller

Force-sensing 
tool

FBG interrogator

Linear stage

Hand rest

Secondary 
instrument

Figure 2.13: Robot-assisted retinal surgery experimental setup. It includes
the SHER and its controller, surgical microscope, force-sensing tool. FBG in-
terrogator, eye phantom, linear stage and its controller.

to participate in the experiments at the Wilmer Eye institute, Johns Hopkins

Hospital, Baltimore, MD, USA. Ten clinicians (including retina residents and

retina fellows) were enrolled in this study after obtaining written, informed

consent.

The entire system for conducting the experiments was moved to an oper-

ating room in the Wilmer Eye Institute as depicted in Fig. 2.13. The experi-
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mental setup contains similar components to what was explained under 2.9. In

addition, a piezo-actuated linear stage (Q-Motion Stages, PI Motion and Posi-

tioning, MA, USA) is used to simulate patient disturbances (e.g. from patient

head motion etc.) during the experiments (Figs. 2.13 and 2.14-b). The reason

for adding the disturbance simulators is that these are a main source of sclera

force variations during robot-assisted surgery, therefore simulating these dis-

turbances simulates the real life system requirements. This insures the suf-

ficiency of the control methods implemented. The piezo-actuated linear stage

and its motion controller are depicted in Fig. 2.13. We programmed the motion

controller to generate random one-dimentional step motions at random times

to simulate patient head disturbance. First, the stage starts moving after Ts

seconds which has a uniform distribution of U [5, 10] (s). U [5, 10] (s) indicates

uniform distribution between t = 5 and t = 10 (s). Then the stage generate a

step motion M based on a uniform distribution [−3,−1] ∪ [ 1, 3] (mm). After

reaching the target position M , the stage waits there for a random time gener-

ated based on a uniform distribution U [1, 3] (s) and then returns to its origin.

The procedure continues while the user is performing the experiments.

During the experiments, the users were asked to perform “vessel follow-

ing” which is a common task in vitreoretinal surgery. Users typically hold the

force-sensing instrument in their dominant hand and a secondary tool in their

non-dominant hand Fig. 2.14. For ease of manipulation, the secondary tool
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is provided but it does not have any force sensing capabilities. Of note, reti-

nal surgery is typically performed bimanually. For each user the experiments

consisted of three conditions including 1-ACC, 2-ANC and 3- freehand. Latin

square was used to create random condition sequence of colored vessels for each

user. During all experiments the linear stage provided random lateral motions

to the eyeball as explained above.

Each experimental condition involved ten trials of following four colored

retinal vessels inside a phantom eyeball (Fig. 2.14-c). In each trial the sequence

of colors to follow was a random permutation of the four colors. No identical

sequence of four colors was presented to the user.

First, the entire system and the components were explained to each user

(No user was considered an expert robot user). After having at least two min-

utes of training and then demonstrating basic familiarity with the robot and

the force-sensing tool, each participant went through the following steps for

each trial of the experiment:

• Start the experiments by inserting the force-sensing tool and the sec-

ondary tool into the eyeball.

• Keep the force-sensing instrument tip, which is held by the dominant

hand close to the home position (Fig. 2.14-c) until a random sequence of

four colors is read to the user by the instructor.
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User

Linear 
stage
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Figure 2.14: User study illustration. (a) The user is looking into the micro-
scope and following the retinal vessels with the force-sensing tool tip. (b) This
view shows how the user inserts the force-sensing and the secondary tools into
the eyeball which is attached to the linear stage. (c) Microscope view showing
the painted retinal vessels.

• Follow the sequence of four retinal vessels with the tip of the force-sensing

instrument.

• Perform the ANC, ACC and the freehand groups, repeating for ten trials

in each group.
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Figure 2.15: Plot for sclera force in freehand experiment for one of the users.

At the end of data collection, the users were asked to subjectively rate, on

a scale of 1 (very bad) to 5 (very well), how well each operation mode assisted

with task performance. A questionnaire similar to NASA TLX was provided to

the users to fill out regarding this part.

2.6.2.1 Results and Discussion for Multi-user Experiments

For each of the users, all of the experiment data including sclera forces,

insertion depth, robot position and velocity, time information and etc. were

recorded during the freehand, ACC and ANC experiments. The thresholds for

activating the adaptive sclera force control methods are similar to what was

explained in Section 2.6.1. The activation force for adaptive controls (U ) is

flexible and can be set to any other value if the safety limit should be changed.

A time window of sclera forces for freehand, ACC and the ANC experiments

as a sample for one of the users are plotted in Figs. 2.15, 2.16 and 2.17, re-

spectively. Fig. 2.15 depicts the magnitude of sclera forces for the freehand
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Figure 2.16: Plot for sclera force in ACC experiment for one of the users.
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Figure 2.17: Plot for sclera force in ANC experiment for one of the users.

experiment for one of the users. This figure indicates that the clinician occa-

sionally oversteps the 120 mN limit. The red short lines in the Fsx and Fsy

plots for Figs. 2.16 and 2.17 indicate the reference safe trajectory attributed

to each component of sclera force (fdx or fdy) for the period when the ACC or
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Figure 2.18: Boxplots of sclera forces for all clinicians for the freehand, ACC
and the ANC experiments.

ANC controls are activated. The third subplots in Figs. 2.16 and 2.17 show the

magnitude of sclera forces for ACC and ANC, respectively. As it is observed,

although the ACC method is able to generally maintain the forces in a safe

range, a few events of exceeding the safe level are recorded. The ANC method

reduces the number of high force events (greater than 120 mN) as compared to

the ACC method. In other words, as it can be seen the ANC method is able to

better keep the Fs under the 120 mN limit. It is noted that the sclera force com-

ponents sometimes do not perfectly follow the desired trajectories which are

plotted in red. Such force disturbances are often attributed to the secondary

tool use. The secondary tool (Fig. 2.14-b) can move the eyeball, therefore, im-

64



CHAPTER 2. REGISTRATION AND CALIBRATION INDEPENDENT

Freehand ACC ANC

0

2

4

6

8

10

12

14

 T
im

e
 o

v
e
r
 1

2
0
 m

N
 (

s)
 

Figure 2.19: Boxplots of time spent on forces more than 120 mN for all clini-
cians for the freehand, ACC and the ANC experiments.

plying scleral forces on the force-sensing tool. Although this source of distur-

bance is countered by the robot in real time to provide safe force maintenance,

the robot is not perfectly able to keep the sclera forces on desired trajectories.

It does however still limit the high force events to the sclera as it can be seen

in Figs. 2.16 and 2.17.

The time spent at forces over 120 mN, the experiments total time, and the

average sclera force are calculated for all clinicians and represented in box-

plotes in Figs. 2.18-2.20. Fig. 2.19 shows that the ANC method significantly

reduces the time spent at sclera forces greater than the 120 mN limit, although

the ACC method also maintains the sclera forces as safe as the freehand case.
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Figure 2.20: Boxplots of total time for all clinicians for the freehand, ACC and
the ANC experiments.

Improvements in force reduction for safe tool manipulation resulting from both

the ACC and ANC methods are countered by increases in the total time to com-

plete the experiment, as it is seen in Fig. 2.20. Fig. 2.18 indicates that in the

freehand case, the average of sclera forces for some clinicians can go as high

as 150 mN. However, both the ANC and ACC methods limit the average sclera

forces for all users to a lower and more consistent force level. The reason for

this is that both control methods allow the robot to counter the source of scle-

ral force increase (e.g. surgeon inadvertently increases the force, the rotational

force from the secondary instrument increases the force) and to always keep

the force in limits.
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Table 2.1: Average results for all users over all experiments. The value in the
parenthesis indicates the standard deviation.

Table 2.1 provides the average results for all users. The fourth column (time

percentage spent over 120 mN) is the division of the corresponding average

values of the third column (total time above 120 mN (s)) to the second column

(total Time (s)). As it can be seen the ANC method is able to keep the unsafe

time percentage as low as 2%.

Table 2.2 compares the results of Table 2.1 and provides the corresponding

p-values. Two-sample t-test was used to compute the p-values in Table 2.2.

The null hypothesis in the t-tests is that the means of tested control methods

for the associated parameter (sclera force, total time, time over 120 mN) are

the same. Small p-values (< 0.05) rejects the null hypothesis. For example,

we can see from Table 2.2 that the p-value for comparing the freehand-ANC

unsafe times (time over 120 mN) is 0.005. This indicates that the reduction of

average unsafe time from 5 (s) to 0.6 (s) from freehand to ANC as indicated

in Table 2.1 is statistically significant. In [42], the authors have conducted a

user study to compare vitreoretinal robot-assisted and manual surgeries. Their

results indicate that the robot-assisted case is significantly slower than the
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Table 2.2: p-values for the results provided in Table 2.1.

manual surgery for both novices and experienced surgeons. The total time

results represented in Table 2.1, is consistent with the earlier results reported

in [42]. As we can see, the average total time for the freehand experiment is

less than the ACC and ANC conditions. The p-values provided in Table 2.2

indicates that this increase in the experiment total time when moving from

freehand to robot-assisted is statistically significant.

The NASA TLX questionnaire results are summarized in the spider plot

shown in Fig. 2.21. Within the questionnaire the quality of six parameters of

user performance (meaning the quality of performing surgical tasks and tech-

nical maneuvers related to the surgical procedures), physical demand, comfort,

ease of targeting the tool tip, nature of the block from the robot, frustration for
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Table 2.3: p-values for the questionnaire results provided in Fig. 2.21.
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Figure 2.21: Questionnaire results scaled from 1(very bad) to 5(very good).

each of the freehand, ANC and ACC methods were requested of the users. The

corresponding p-values for the questionnaire results are shown in Table 2.3 to

see if the questionnaire results are statistically significant. As it is shown the

results for ACC and ANC methods are closely overlapping indicating that they
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showed little user preference for one or the other. This is further supported

by looking at the large p-values obtained when comparing the questionnaire

results for the ACC and ANC methods as shown in the last column of Table

2.3.

For the freehand case which is plotted blue in Fig. 2.21, the parameter

“block from robo” does not have any meaning so it is left blank. From Table

2.3 and Fig. 2.21, we can see that for the parameters of “physical demand”,

“comfort” and “ease of targeting the tool”, the freehand case is preferred by the

users and this result is statistically significant. The reason is that the users

felt the robot was hindering their manipulation whenever the ANC or the ACC

controls were activated.

The clinicians reported that they had to apply larger forces to move the

robot toward their desired location as compared to the freehand procedure.

At these early phases of learning most users wanted less resistance from the

robot. This was the dominant complaint of early robot users. Based on equa-

tions (2.19) and 2.22, we can see neither of the control methods interfere with

the rotational velocities of the end-effector which are the last three elements of

the vector V h
des. When the instrument is inside of the eye, a user experienced

with the robot utilizes primarily the rotational velocities of the end-effector,

i.e. they apply torque to the instrument handle (e.g. similar to a spherical joint

motion), to reach different locations inside of the eyeball. In other words, be-
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cause only the first two elements of V h
des are used for ACC and ANC activation,

if the user has mastered the use of rotational velocities for surgery, the amount

of interference from the robot with the surgeon’s maneuvers, when the ACC

or the ANC controls are triggered, will be minimally felt. This method of ma-

nipulating the robot may be a matter of learning curve. It was mentioned by

one of the users who performed the ANC experiments after ACC (had enough

training with the robot before starting ANC) and commented that the ANC

method seemed easier than ACC. As stated in Section 2.5.1, the ANC is more

preventive and is supposed to allow less comfort for the user. We attribute

this preference of ANC over ACC to be the result of learning curve. Regarding

this issue, another clinician commented that it would be desirable if they had

an ongoing discretion as to when switch between the safety controls (ANC or

ACC) and the robot regular motion during the surgery.

Although the ANC and ACC significantly contribute to sclera force safety

in a robot-assisted surgery, the users feel more comfortable performing the

surgery freehand. As elaborated above, this can be related to learning curve

as the users did not have any experience with a robot-assisted eye surgery

before. The clinicians may feel more comfortable using the robot integrated

with safety-enhancing controls if they receive enough training.
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2.7 Conclusion

In this chapter therefore a 1-dimensional adaptive control method was cus-

tomized for 3-dimensional control of sclera force components and tool insertion

depth and then implemented on the velocity-controlled robotic platform SHER.

The control method build upon the normal admittance control of the robot and

presumably does not interfere with the surgeons surgical maneuvers. The con-

trol methods enable the robot to perform autonomous motions to make the

sclera force and/or insertion depth of the tool tip to follow pre-defined desired

and safe trajectories when they exceed safe bounds. Several experiments were

then conducted to evaluate how these three applications may contribute to safe

robot-assisted retinal surgery.

In preliminary experiments it was shown that when the adaptive control

method is activated, the robot will be able to follow desired safe trajectories

for sclera forces and insertion depth. Later two variants of ACC and ANC

were evaluated through multi-user clinician studies. The evaluation was car-

ried out by enrolling ten robot-novice ophthalmology clinicians in simulated

robot-assisted eye surgeries while the control methods were implemented on

the SHER. Based on the results and statistical analysis, we conclude that

the ACC and the ANC methods are able to maintain sclera forces within safe

boundaries, potentially enhancing safety for retinal surgery patients undergo-

ing robot assisted procedures. It is noted that for robot-novice users the test
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procedure was more comfortable to be performed freehand, and took longer

when using the robot assistance. This was true for both the ACC and ANC con-

trol methods. It is possible that significant training may allow users to increase

their acceptance of the control methods during retinal surgery. This is poten-

tially important as both control methods successfully reduced the application

of forces to the eye.

A future direction of this work is to modify and refine the control methods

and the corresponding reference trajectories to enhance surgeon acceptance

and comfort while limiting the application of unsafe forces to the eye. It is

possible that robot control is most strategically utilized only during selected

portions of a given procedure. A user study with clinicians sufficiently trained

with the robot compared to inexperienced users is also a potential next area of

study.
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3.1 Background and Motivation

Among the requirements for reliable assistance from robots during robot-

assisted ophthalmic procedures is the need to provide precise measurements

of system states e.g. tool-to-tissue interaction forces, tool tip position, and

tool insertion depth. Providing this and other sensing information using ex-

isting technology would contribute towards development and implementation

of autonomous robotic procedures [92], e.g. automatic light probe holding ap-

plication [93], automated laser photocoagulation [94], retinal vessel cannula-

tion [41], and autonomous surgical tool navigation [95], among other applica-

tions. Furthermore, the improvement of sensing capability may directly result

in improved performance of control algorithms which rely on those measured

variables. Among safety concerns during robot-assisted eye surgeries are the

instrument tip position and insertion depth. These signal should be measured

accurately as any inadvertent contact between the instrument tip and retinal

tissue can result in devastating and permanent eye injury.

The safety concern regarding the tool tip position is further exacerbated

when considering the fact that ophthalmic surgical tools are small gauge, flex-

ible and they experience large deflections during the surgery [97]. Such deflec-

tions (mainly due to excessive sclera forces), do not generally create problems

during manual surgery as experienced surgeons are accustomed to accommo-

dating them during the course of surgery. However, this would hinder the
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development of semi-autonomous robot-assisted procedures, as the robot does

not have continuously correct information regarding needle tip position. The

visual modality (e.g. stereoscopic microscope), which is usually present during

ophthalmic procedures, has been typically used as a suitable source for moni-

toring the tip position and implementing vision-based navigation [90, 98, 111,

112,120]. As a recent example, Becker et al. [98] used stereo vision to create vir-

tual fixtures to improve needle tip positioning and control of a piezo-actuated

handheld surgical device called Micron [65]. However, the used vision-based

algorithm has the following limitations. First, it is difficult to always have the

vision system see the tool tip since the only part that vision system can look

through is the cornea and the tool tip might not be always visible through the

small cornea circle. Secondly, due to the motion of instrument in various depths

inside the eye, keeping the vision system to stay focused on the instrument tip

during the surgery is difficult and demands specific microscopes. Optical Co-

herence Tomography (OCT)-based insertion depth and 3D position estimations

of a needle tip under retina, have also been recently proposed by Cheon et

al. [102] and Zhou et al. [103], respectively. In [103], authors assumed that

the used needle does not experience large deformations during the procedure

and relied on the tool 3D rigid model for their calculations. However, surgical

instruments utilized in the eye surgery have typically large length to diameter

ratio (e.g., less than 25 Gauge, ϕ = 0.5 mm) and, therefore, are prone to bending
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with excess sclera forces specially during a robot-assisted manipulation [96].

In Chapter 2, it was shown how FBG sensors are used to measure instru-

ment insertion depth. By inspecting (2.14) which is the equation used for ob-

taining an FBG-based estimation for insertion depth, we can realize if Fs mea-

surement is accompanied by noise which is inevitable in sensors, then this

noise will affect the insertion depth accuracy significantly specially when Fs

is small. This happens because Fs appears in the denominator of the second

equation in (2.14) where d is calculated. Particularly when the sclera force is

zero (no contact between the tool shaft and the sclera) then the FBG-based

measurements for d will be completely wrong. This, in turn, prompts us to im-

prove the measurements for insertion depth before using them in any control

strategy to have a better performance.

In this chapter, we use a state-estimating Kalman filtering (KF) to simul-

taneously improve the tool tip position and insertion depth estimates, which

used to be purely obtained by robot forward kinematics (FWK) and direct sen-

sor measurements, respectively. To improve tool tip localization, in addition to

robot FWK, we also use sclera force measurements along with beam theory to

account for tool deflection. For insertion depth, the robot FWK is combined with

FBG sensor measurements for the cases where sensor measurements are not

reliable enough. The improved tool tip position and insertion depth measure-

ments are validated using a stereo camera system through static and dynamic
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experiments.

3.2 Contribution

In contrast to the vision and OCT-based methods, and to address the men-

tioned limitations, this chapter reports formulating of a novel framework for

simultaneously improving the estimations of the 3D tip position and insertion

depth of a generic deformable surgical instrument during robot-assisted eye

surgery. Using an FBG-equipped surgical instrument, the vision-independent

force-based framework boosts robot sensing capabilities which are crucial for

safety enhancement during robot-assisted ophthalmic surgery. The contribu-

tions of this chapter are as follows:

1. Develop a state space framework for tool-tip position and insertion depth

estimations in robot-assisted eye surgery for a generic FBG-equipped de-

formable instrument. This innovative formulation is broadly suitable for

various filtering and estimation algorithm implementations.

2. Use the developed state space models to obtain a vision-independent force-

based stochastic Kalman Filter (KF) approach to improve the estimations.

3. Implement the developed method on the SHER to obtain simultaneous es-

timations of depth and deflection of a deformable instrument, potentially

in the absence of visualization techniques.
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4. Evaluate the proposed estimations through different phantom experiments

inspired by real surgical scenarios and compare the estimations with the

results obtained by rigid-body kinematics and stereo-vision algorithms.

3.3 State Space Models

In this section, two state space models for the evolution of instrument tip

position and instrument insertion depth are developed. Each state space model

has two equations, where one of them is based on the robot FWK and the other

one is based on sensor measurements. A schematic of the deflected instrument

inserted into the eyeball is shown in Fig. 3.1. In this figure, point S is the

sclerotomy point, which is a fixed point on the eyeball.

The tip coordinate frame {E} with the origin G is attached at the tip of the

imaginary not-deflected instrument. The unit coordinate axis of frame {E} are

[Xe, Y e, Ze]. This coordinate frame is rigid to the robot end-effector.

3.3.1 State Space Model for Insertion Depth

Considering the sclera entry point (called sclerotomy point S which is a fixed

point on the eyeball), the tool tip P , and insertion depth d in Fig. 3.1, we can
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Figure 3.1: Schematic model for a deflected surgical tool inside the eyeball
during a robot-assisted retinal surgery showing the sclera forces (fsx and fsy
both perpendicular to the tool shaft), tool insertion depth (d), the tool tip (P ),
tool tip frame and the base frame. The dashed box shows the tool projection on
the x-z plane of the tool frame.

write the following equation for the velocity of point G:

VG = VS +
d

dt
(dZe) (3.1)

where VS is the velocity of point S. If ω⃗E denotes the angular velocity of the

end-effector (and the tip frame) then we can rewrite (3.1) as follows:

VG = VS + ḋZe + ω⃗E × dZe (3.2)
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where ḋ is the time derivative of the insertion depth d. The cross product term

ω⃗E × Ze in (3.2) is perpendicular to Ze ((ω⃗E × Ze).Ze = 0). Now, if we multiply

both sides of (3.2) by Ze using dot product and assuming VS is negligible we will

have:

VG.Z
e = ḋZe.Ze = ḋ (3.3)

Using the Jacobian of the robot we can write VG = Jtipθ̇ where θ̇ ∈ R5 is the

vector of robot joint velocities. If we discretize (3.3) and integrate a noise un-

certainty to it, we will have the FWK-based equation for the insertion depth

state space model. If we add the FBG measurements for insertion depth to

this discretized equation, then we can have the following linear discrete-time

time-invariant (LTI) state space equation for the insertion depth evolution:

dk = dk−1 + [Jtipθ̇]k−1.Z
e
k−1(tk − tk−1) + wd

k

ydk = dk + vdk

(3.4)

where the subscript k ∈ Z+ denotes the kth time step. Ze
k−1 is the unit vec-

tor along the z direction of frame {E} at time step k − 1, which is multiplied

to [Jtipθ̇]k−1 using dot product. The real-time FBG measurement for insertion

depth is denoted by ydk. wd
k and vdk denote the Gaussian noises for insertion

depth model and FBG measurements at time step k, respectively. tk − tk−1 in-

dicates the time difference between time steps k − 1 and k. The entire scalar
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expression [Jtipθ̇]k−1.Z
e
k−1(tk − tk−1) can be considered as the input Ud

k−1 of the

state space model in (3.4).

3.3.2 State Space Model for Tool Tip Position

We have been able to measure the sclera forces by calibrating the FBG sen-

sors and used them in different control strategies [113, 117]. In this part, we

aim at improving the tool tip localization, using the existing FBG sensors and

the robot FWK information, without any additional equipment.

Considering the tool shaft deflection in the x-z plane of the tip frame (Fig.

3.1), we can find the deflection of the tool tip in the same plane using the beam

theory equations as follows [121]:

δx = fsx(
(h− d)3

3EI
+

(h− d)2

2EI
d) (3.5)

where h and d are the length of the cantilever beam and the insertion depth

of the tool shaft, respectively, as shown in Fig. 3.1. E and I denote the tool

modulus of elasticity and the tool second moment of area, respectively. The

expression relating δx to fsx is denoted by βx, resulting in δx = fsxβx where βx

is defined as follows:

βx =
(h− d)3

3EI
+

(h− d)2

2EI
d (3.6)

A similar projection and calculation can be considered for the tool tip deflec-
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tion in the y-z plane of the tip frame, δy. It is noted that δx and δy represent the

tool tip position in the robot tip frame.

If we denote the tool tip position in the robot base frame at step time k by

Pk ∈ R3, then in the absence of deflection Pk−1 and Pk can be related using the

following equation which is obtained by discretizing the robot FWK:

Pk = Pk−1 + [Jtipθ̇]k−1∆t (3.7)

where ∆t is tk − tk−1. So far, two sources of information for the tool tip posi-

tion are present: 1) the robot FWK based on (3.7), and 2) the tool tip position

estimation based on the sclera forces obtained from the FBG in (3.5). The for-

mer is always available but does not take into account the tool deflection. The

latter does consider the tool deflection, however, it requires a consistent con-

tact between the tool shaft and the eyeball, which is not always the case in a

typical retinal surgery practice. Therefore, combining these two sources of in-

formation using KF will be a viable strategy to obtain a more accurate tool tip

localization.

If we can assume that the z coordinate variation of the tip position in the tip

frame is negligible, we can define the tool tip deflection vector in the tip frame

as Ω = [δx, δy, 0]
T . The tool tip position in the base coordinate frame (P ) can be
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related to the vector Ω using (3.8):

Ω = RT
beP −RT

beSbe (3.8)

where the matrix Rbe ∈ SO3 and vector Sbe ∈ R3 are the rotational and trans-

lational parts of the homogeneous transformation between the base frame and

the tip frame. If we plug the force-deflection relationship (3.5) in (3.8) for the

elements δx and δy Ω, we can write the following matrix equation between the

FBG-based sclera force readings and the tool tip position:


fsx

fsy

0


︸ ︷︷ ︸

Fs

=


β−1
x 0 0

0 β−1
y 0

0 0 β−1
z


︸ ︷︷ ︸

Γ

(RT
beP −RT

beSbe) (3.9)

β−1
z can be any non-zero value. The reason is that by having a non-zero value

for β−1
z we can enforce the realistic assumption that the third element of RTP−

RTS, which would be the third element of Ω is zero. Additionally, enforcing

this assumption in the sensor measurements equation makes the system ob-

servable, which is a necessary requirement for KF to work properly. Using the

terms F and Γ, which are defined in (3.9), we can rewrite (3.9) in the following

form:

Fs + ΓRTS = ΓRTP (3.10)

86



CHAPTER 3. STATE ESTIMATION AND SENSOR FUSION

Now if we denote the left hand side of (3.10) with Y P , using (3.7) and (3.10)

and adding proper Gaussian noise terms to them, the final state space equa-

tions for tool tip position written in step time format will be as follows:

Pk = Pk−1 + [Jtipθ̇]k−1(tk − tk−1) +W P
k−1

Y P
k = [ΓRT

be]k︸ ︷︷ ︸
Hk

Pk + V P
k

(3.11)

In (3.11), W P
k and V P

k ∈ R3 denote the Gaussian noises for tool tip model and

sensor measurements at time step k, respectively. In (3.11), the first equation

is the discretized version of FWK accounting for the contribution of the robot

motion to the variations of the tip position. The second equation in (3.11) is the

sensor measurement for instrument deflection caused by sclera forces based on

(3.10). It is noted that (3.11) is a linear but time-varying state space model

because the matrix Hk is time-dependent.

3.4 Kalman Filtering for Insertion Depth

and Tool Tip Position Estimation

KF is one the most popular and fundamental stochastic-based parameter

estimation tools for analyzing and solving a wide class of optimal estimation
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problems [122]. Loosely speaking, KF is a minimum variance unbiased estima-

tor that provides a recursive method of estimating the state of a linear dynam-

ical system in the presence of noise by simultaneously maintaining estimates

of both the mean and the error covariance matrix (E[X],M) of the state vector

(Xk ∈ Rn) at time step k [123]. One of the primary applications of KF is when a

known but imprecise state-space model representing an evolving dynamics for

state variables Xk and noisy sensor measurements (Yk ∈ Rm) are available. KF

is advantageous when one wants to combine these two sources of information

to improve the accuracy of the system state variables. A further requirement

for KF is having estimations for the system noise covariance matrices. Our

problem matches well with the assumptions of KF as it was shown in previous

sections.

The mean and covariance estimations of X after propagation (prediction)

from step k − 1 to step k are denoted by (X̂k|k−1, M̂k|k−1), and the mean and co-

variance after a sensor measurement update (correction) at step k are denoted

by (X̂k|k, M̂k|k). We denote the covariance matrix for wd, vd, W P and V P in (3.4)

and (3.11) with qd, nd, QP and NP . The KF process including the prediction

and correction steps for insertion depth state equation in (3.4) are defined as

follows:
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Prediction for d:

d̂k|k−1 = d̂k−1|k−1 + [JtipQ̇]k−1.z⃗k−1(tk − tk−1)

m̂d
k|k−1 = m̂d

k−1|k−1 + qdk−1

(3.12)

Correction for d:

m̂d
k|k = m̂d

k|k−1 − m̂d
k|k−1(m̂

d
k|k−1 + nd

k)
−1m̂d

k|k−1

kd
k = m̂d

k|k(n
d
k)

−1

d̂k|k = d̂k|k−1 + kd
k(y

d
k − d̂k|k−1)

(3.13)

The output of KF estimation for insertion depth (d̂k|k in (3.13)) is an im-

proved estimation for the instrument insertion depth at each step k. This value

is required for computing Γ that is used in (3.9) and (3.11). In other words, the

output of KF for insertion depth will be used in the KF prediction and correc-

tion equations for tool tip position at each step time k. Using (3.11), the KF

process for tool tip position will be as follows:

Prediction for P :

P̂k|k−1 = P̂k−1|k−1 + [JtipQ̇]k−1(tk − tk−1)

M̂P
k|k−1 = M̂P

k−1|k−1 +QP
k−1

(3.14)
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Correction for P :

M̂P
k|k = M̂P

k|k−1

− M̂P
k|k−1H

T
k (HkM̂

P
k|k−1H

T
k +NP

k )
−1HkM̂

P
k|k−1

KP
k = M̂P

k|kH
T
k (N

P
k )

−1

P̂k|k = P̂k|k−1 +KP
k (Y

P
k −HkP̂k|k−1)

(3.15)

where P̂k|k is the improved estimation for deflected instrument tip position. A

block diagram of the entire estimation framework is represented in Fig. 3.2

3.5 Validation

In order to perform the validation experiments for the KF estimations for

the tool tip position and the insertion depth, a stereo camera system and the

robot FWK have been used, respectively. The setup for the validation experi-

ments is shown in Fig. 3.3 and are explained in the following sections.

3.5.1 Validation for Insertion Depth

In order to validate the KF output for the insertion depth, a phantom was

made out of rubber with a small hole in it, mimicking a tool insertion spot on

sclera during a real surgery (Fig. 3.3-c). The phantom was fixed in space and
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Figure 3.2: Block diagram for the closed-loop system showing the SHER nor-
mal impedance control and the KF estimations for tool tip position and inser-
tion depth

the robot was then moved to a configuration such that the tool tip was touching

the small hole on the rubber. Using the robot FWK, the position of this space-

fixed point was obtained and recorded in the robot base frame, denoted by TipE
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Stereo camera system

Robot end-effector

Dual force sensing tool

FBG 
Interrogator

ATI force 
sensor

Top view
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acrylic stand

Red marker

Rubber 

Phantom vessels

Insertion point
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𝑻𝒊𝒑𝑬
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Figure 3.3: Experimental setup. (a) Hardware components including the
force-sensing tool, SHER, FBG interrogator, Stereo camera system, Eye socket.
(b) A close-up view of the tool tip and the vessels on the eye socket for the case
study. (c) The rubber with a hole used for the validation experiments for inser-
tion depth.

(Fig. 3.3-c). The tool was then inserted into the rubber phantom and at each

sample time the distance between the location of the point G in Fig. 3.1 (which
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can be obtained via FWK) and the recorded point TipE was calculated and

considered as the ground truth for the insertion depth. The KF output for the

insertion depth estimation and the FBG-based insertion depth measurements

were then compared to the ground truth for validation. It is noted that the

insertion depth (d) is defined as the length of the tool inside the eyeball along

the imaginary straight (not deflected) tool as shown in Fig 3.1.

3.5.2 Validation for Tool Tip Position

To validate the KF estimations for the tip position of the needle, a stereo

camera setup with the resolution of 1024× 768 was used to track a red marker

attached to the tip of the needle (Fig. 3.3). The stereo camera pair was cali-

brated using the stereo Camera Calibration Toolbox in MATLAB (MathWorks,

Natick, MA) with an overall mean error of 0.4 pixels. For each stereo im-

age pair, the 2D pixel location of the marker center was found by applying a

color segmentation algorithm. The thresholds for the segmentation were deter-

mined experimentally using an interactive Python GUI. The intrinsic and ex-

trinsic parameters from the calibration procedure were then used in a custom-

written Python code to find the corresponding markers within the two color-

segmented images and obtain the 3D location of the marker in space by trian-

gulation [124]. An erosion morphological operation, followed up with a dilation

were applied to the segmented images to remove potential noise in the color
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segmentation algorithm. Of note, the 0.4 pixel error during the calibration pro-

cess results in 0.2 mm mean 3D position accuracy error when triangulating

and measuring the distance between two markers with known pre-determined

spacial locations on a custom-designed validation jig. Each of the cameras in

the stereo camera system has its own coordinate frame. However, after trian-

gulation the position of the red marker will be reported with respect to one of

the camera frames.

Because the outputs of the KF for the tool tip position are reported in the

robot base frame, in order to compare the ground truth (camera measurements

for the red marker position) with the KF outputs, a frame registration step

should be performed to obtain the homogeneous transformation that relates

these two frames, which is defined in (3.16).

Fbc =

Rbc Sbc

01×3 1

 (3.16)

where the subscript and superscript b and c correspond to the base frame of

the robot and the camera frame, respectively. To find the matrices Rbc and Sbc,

the robot is moved (without deflecting the tool) by a user to different locations

around the desired workspace and the tool tip position is recorded both in the

camera frame and the robot base frame. Since the robot and the stereo cam-

era system have different data collection frequencies (200 Hz for the robot and
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15 Hz for the camera system), the same-time data are extracted by synchronis-

ing the time stamps of the two systems.

After stacking the 3D points for the tool tip measurements in the robot

base frame and the camera frame in two N × 3 matrices B and C, where N

is the number of synchronised data samples, the following mean values are

calculated:

B̄ =
1

N

N∑
i=1

Bi and C̄ =
1

N

N∑
i=1

Ci (3.17)

where Bi and Ci are the ith rows of matrices B and C, respectively. Then, the

cross-covariance matrix ΣBC is calculated in (3.18).

ΣBC =
1

N

N∑
i=1

(Bi − B̄)T (Ci − C̄) (3.18)

Next, using (3.18), we form the following 4× 4 matrix Q(ΣBC) [125]:

Q(ΣBC) =

trace(ΣBC) ∆T

∆ ΣBC+ΣT
BC−tr(ΣBC)I3

 (3.19)

where I3 is the 3×3 identity matrix and the column vector ∆ = [H23 H31 H12]
T

is obtained from Hij = (ΣBC − ΣT
BC)ij.

As shown in [125], the unit eigenvector corresponding to the maximum

eigenvalue of Q(ΣBC) returns an optimal quaternion vector q⃗ = [q0 q1 q2 q3],

where q0 ≥ 0 and q20 + q21 + q22 + q23 = 1. Using this quaternion vector, the cor-
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responding optimal value for 3× 3 rotation matrix Rbc can be calculated using

quaternion to rotation matrix transformations.

Rbc =


q20+q21−q22−q23 2(q1q2−q0q3) 2(q1q3+q0q2)

2(q1q2+q0q3) q20+q22−q21−q23 2(q2q3−q0q1)

2(q1q3−q0q2) 2(q2q3+q0q1) q20+q22−q21−q23

 (3.20)

After finding Rbc, the vector Sbc, therefore, can be obtained using (3.21).

Sbc = B̄T −RbcC̄
T (3.21)

Eventually, using (3.16) the homogeneous transformation Fbc can be ob-

tained. This matrix will be used to bring the 3D coordinates of the red marker

described in the camera frame to the robot base frame.

3.6 Experiment Components and Prepa-

ration

The experimental setup is depicted in Fig. 3.3. A dual force sensing tool

is attached to the SHER to measure the sclera force components fsx and fsy,

as well as the insertion depth d. The instructions given in Section 3.5.1, were

followed to conduct the insertion depth validation experiments.
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For tool tip position two sets of experiments were conducted including static

and dynamic experiments. During static experiments, manual deflections were

applied to a stationary instrument shaft while the robot was motionless. Then,

the KF estimation for tool tip position was obtained and compared to that of

the robot FWK and the stereo camera observation, which is the ground truth.

During dynamic experiments, in order to better evaluate the performance

of the developed method in a realistic situation, a retinal vein following task

as part of an RVC was mimicked. An eye socket with diameter of 36 mm was

3D-printed and a hole with diameter of 5 mm was created at one side of the eye

socket simulating the insertion point for the tool (Fig. 3.3-b). The dual-force

sensing tool was then attached to the SHER and moved by a user to the eye

socket through the 5 mm hole. The hole was intentionally made larger than

the tool diameter to create a range of motion for the tool similar to an actual

surgery. In addition, a larger hole enables possibility of performing larger ma-

neuvers by the user, as well as the ability to study various types of contact with

the hole edges from different angles and orientations. Although the eye phan-

tom is stationary, the large 5 − mm hole allows a simulation of eye motion as

the tool can be inserted at various angles and orientations as if the insertion

point is moving in space. As it can be seen from Fig. 3.3-b, retinal vessels were

printed and attached to the posterior of the eye socket phantom. The phantom

vessels exhibit similar distribution and arrangement compared to real retinal
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vessels since they were reconstructed from a real retina image. After inserting

the tool through the hole into the eye socket, the user followed the black vessels

on the phantom. In this case study, the tool was bent from different locations

on the tool shaft in different planes. In addition, in this experiment the tool

deflection and robot motion occurred simultaneously.

Two Point Grey cameras were used for the stereo camera system, which

were attached to an arch-shaped laser-cut acrylic sheet, clamped to the exper-

iment table (Fig. 3.3). The cameras were placed at approximately 30 cm above

the working area of the robot tool tip. Sufficient illumination was provided to

make the red marker clear enough for both cameras. During the experiments

the robot was moved by the operator in a way such that the tool tip was always

visible by both cameras. The images of the stereo camera system were recorded

by custom ROS packages (Robot Operating System, a collection of software

frameworks for robot software development packages [126]). The images were

then used in the Python code mentioned in section 3.5.2 for triangulation and

extraction of the tool tip position in the camera frame.

3.6.1 Instrument Mechanical Properties

As it is observed in (3.5), to calculate δx (or δy) in each sample time, the

parameters h, d and EI are required to be determined for the tool shaft. Using

the CAD model of the tool, the parameter h was measured to be 60 mm. The
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parameter d is updated in each loop using the KF output for insertion depth

provided in (3.13). The parameter EI is found using the same calibration data

that was used to identify the matrices KI and KII for tool calibration explained

in Section 2.5 without performing any additional experiments. As instructed by

He et al. [73] and mentioned in Section 2.5, the calibration procedure consists

of applying various sclera forces at different points along the tool shaft. In this

process, three variables are recorded: 1) the tool shaft deflection at the point

where the sclera force is applied, Ω, 2) the distance between the tool tip and

the point of application of sclera force, d, and 3) the sclera force (which are

obtained from another sensor during the calibration experiments). We know

that the deflection of the tool shaft at the point of slcera force exertion is ||Ω|| =

||Fs||(h−d)3

3EI
. If we plot the value of ||Fs||(h−d)3 on the y axis and the value of ||Ω||

on the x axis for all data samples recorded during the calibration process, the

slope of the line that fits through this point cloud will provide the coefficient

3EI. In our experiments, this coefficient was obtained to be 3.39×106 mN.mm2.

The results for identifying 3EI for the instrument are plotted in Fig. 3.4.

3.6.2 Robot to Camera Registration

After performing the registration as described in Section 3.5.2 and finding

the matrix Fbc in (3.20) and (3.21), a validation experiment similar to what

is delineated during the registration process (in Section 3.5.2) was performed.
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Figure 3.4: The point cloud obtained during the calibration process of the dual
force sensing tool. The red line shows the optimal line passed through the point
cloud and the slope of this line is an estimation for 3EI.

This validation data set containing the tool tip position in the camera frame

(C ′
i ∈ R3) and the robot base frame (B′

i ∈ R3) , where i = 1, ..., n and n is the

number of data points collected during the validation experiment, were then

used to calculate the registration error. The ith element of the error vector E

is defined as follows:

Ei = ||B′
i − (RbcC

′
i + Sc

b)|| (3.22)

where Rbc and Sc
b can be found using (3.16). The registration error (the mean

value of the vector E) was calculated to be 0.67 mm.

3.6.3 Covariance Matrices for Kalman Filtering

The noise covariance matrices for sensor measurements and models for in-

sertion depth and tool tip position state space models were defined above equa-
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tion (3.12), and were chosen with trial and error. We assumed the covariance

for the insertion depth measurement noise is a function of the sclera force, Fs,

since for low sclera forces we cannot rely on the FBG measurements for com-

puting the insertion depth, as discussed in Section 3.1. However, for larger

sclera forces, we can obtain reliable FBG measurements for estimating the in-

sertion depth. For this reason, the covariance matrix nd (which is a scalar here)

is chosen the large number of 106 when ||Fs|| < 50 mN , while for ||Fs|| ≥ 50 mN

it is set to 0.005. The scalar covariance matrix qd is set to the fixed value of

0.0025. The 50 mN cutoff was chosen experimentally for best performance.

Similarly, the covariance matrix for the measurement noise, NP in (3.11), is

assigned to diag(10, 10, 0) when ||Fs|| < 50 mN , since the Fs measurements are

not reliable enough to be used for tip position estimation. The element (3, 3) of

the NP is set to zero, since in Section 3.3.2 we assumed that the tool deflection

does not change the tip position along the tool shaft. Thus, whether or not there

exists small or large ||Fs||, the measurement equations should always give zero

value for the tip displacement along the tool shaft. For ||Fs|| ≥ 50 mN , this ma-

trix is set to diag(0.002, 0.002, 0). The covariance matrix QP is set to the fixed

value of diag(0.01, 0.01, 0.01), as well. It is noted that no correlation between

different directions of tip position estimation is assumed within the covariance

matrices.
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Figure 3.5: Results for the validation experiments for KF for insertion depth.
The red dashed curve indicates the gound truth which was measured using the
FWK.

3.7 Experiments Results

In this section the results for the validation experiments for insertion depth

as well as the static and dynamic experiments for tool tip position estimation

are provided.

3.7.1 Validation Results for Insertion Depth

The validation experiment for the insertion depth was performed as ex-

plained in Section 3.5.1 and the results are plotted in Fig. 3.5. As mentioned

in Section 3.5.1, the ground truth for this case are obtained from robot FWK.

The errors between the ground truth and both KF outputs (d) and FBG mea-
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Figure 3.6: Error variations for insertion depth validation experiment. Left y
axis: Sclera force norm, ||Fs||. Right y axis: The error between the KF output
and the ground truth (robot) is plotted with blue. The error between the FBG
measurements for insertion depth and the ground truth (robot) is plotted with
black.

surements for insertion depth yd are plotted in Fig. 3.6. In the same figure,

the sclera force norm (||Fs|| =
√

f 2
sx + f 2

sy) is also plotted for the same experi-

ment. In Fig. 3.6 the left y axis is associated with ||Fs|| and the right y axis is

associated with the errors mentioned.

The average error between Kalman output and the ground truth for the

time interval of Fig. 3.6 was calculated 0.20 mm. The same average error for

FBG measurements (Yd) and the ground truth was 3.14 mm.
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Figure 3.7: Results for the tool tip position validation experiment. The X, Y ,
Z positions if the tool tip are plotted in the robot base frame.

3.7.2 Validation Results for Tool Tip Position -

Static

In this experiment, the location of the red marker was recorded with the

stereo camera system and transformed to the robot base frame using (3.16).

Meanwhile, the tool tip position values obtained from the KF algorithm and

also from the FWK were recorded. The results for this experiment are plotted

in Fig. 3.7, showing the tool tip position coordinates in the robot base frame.

Similar results for the tool tip estimations are represented in Fig. 3.8, where

the errors between the KF output and the robot FWK compared to the ground

truth from the stereo camera system are shown. The sclera force norm ||Fs|| for
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Figure 3.8: Error variations for tool tip position validation experiment. Left y
axis: Sclera force norm, ||Fs||. Right y axis: The error between the KF output
and the ground truth (camera) is plotted with blue. The error between the
robot FWK and the ground truth (camera) is plotted with black.

the tip position experiment is also plotted in Fig. 3.8.

3.7.3 Validation Results for Tool Tip Position -

Dynamic

For the dynamic experiments, the results for tool tip position estimations

obtained from the KF, the stereo camera system, and the robot FWK when the

user was following the vessels are also plotted in Fig. 3.9. The results for the

tool insertion depth are plotted in Fig. 3.10.

The error plot and the sclera forces are shown in Fig. 3.11. The average

errors for all three experiments conducted in sections 3.7.1 to 3.7.3 are repre-
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Figure 3.9: Results for the tool tip position during the dynamic experiment.
The X, Y , Z positions if the tool tip are plotted in the robot base frame.

sented in Table 3.1. The errors for the insertion depth are scalar values and

thus are simply averaged. However, because the errors for tool tip position are

3 × 1 vectors, the average of the vectors 2 − norm are reported in Table 3.1.

In this Table, T0 corresponds to time intervals when there is a significant mis-

match (larger than 0.1 mm) between the KF output and the associated sensor

measurements (FBG for insertion depth and robot FWK for tool tip position).

The time interval T1 includes any time other than T0 intervals during each ex-

periment. Clearly, T0 intervals are of higher importance for analysis. While

T0 and T1 intervals span the entire time axis, only a single sample of them is

represented in Figs. 3.9-3.11.
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Figure 3.10: Insertion depth variations in the dynamic experiment.

Figure 3.11: Error variations for the dynamic experiment. Sclera forces (left
y axis) and the KF and FWK errors for tool tip position (right y axis).
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Table 3.1: Errors for the validation experiments and the case study.

3.8 Discussion and Conclusion

To address the limitations that we encountered in Chapter 2 for FBG-based

insertion depth measurements and to further extend robot sensing capabilities

of the system states, in this chapter we have presented a novel method to si-

multaneously improve the tool tip position and insertion depth measurements

during robot-assisted retinal surgery. The measurements were based solely on

the existing FBG sensors and the robot kinematics which were combined using

KF. As it can be seen from Fig. 3.5, the FBG sensors are not able to provide

reliable insertion depth measurements and as soon as sclera forces approach

zero the FBG measurement for insertion depth does not change and becomes a

fixed line. In addition, by investigating Fig. 3.6 and also comparing it to Fig.

3.5, it can be observed that the error for FBG-based insertion depth measure-

ments becomes larger and noisier when then sclera force is diminishing (for
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instance when sclera force is less than 40 mN around t = 2 s in Fig. 3.6). This

justifies why the covariance value for wd was chosen as a large number when

the sclera force is less than 50 mN . However, the KF is able to precisely keep

track of the insertion depth. In Table 3.1, the mean value of insertion depth

estimation error over the T0 intervals of Fig. 3.5 are reported as 0.21 mm and

4.26 mm for the KF and FBG-only approaches, respectively, thus, indicating

a significant improvement in insertion depth measurements using KF. In the

case study, Table 3.1 shows that the tool tip position estimation error has been

improved to 1.01 mm. Although this accuracy is less than tens of microns and

hundreds of microns precision using OCT-based and vision-based methods as

reported in [103] and [98], our approach lacks the limitations of [103] and [98]

as described in detail in Section 3.1.

There are six bumps visible in Figs. 3.7 and 3.8 indicating the tool deflec-

tions that were manually imposed on the tool shaft. Fig. 3.8 shows large errors

(up to 13 mm around t = 42 s) in the FWK estimations when tool deflection

occurs. Fig. 3.7 indicates that the KF estimations are able to follow the camera

output when deflections (bumps) occur. Table 3.1 indicates that during T0 time

intervals in Fig. 3.8, the average error for the KF and FWK approaches are

1.53 mm and 6.42 mm, respectively, demonstrating a 76% improvement in tool

tip position estimation using KF.

In the case study experiment, the user followed the phantom vessels with
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the tool tip. For better clarification, a sample of T0 and T1 intervals are shaded

in Figs. 3.10, 3.9 and 3.11. Comparing the shaded T0 and T1 intervals in Figs.

3.10, we can realize that in T0 intervals the FBG measurements are not re-

liable, and they return constant unchanging values similar to what was ex-

plained in Fig. 3.5, while the KF estimations are reflecting the changes cor-

rectly. In Figs. 3.9 and 3.11 a similar behavior occurs during the T0 interval

for the tool tip positioning estimation. In the shaded T0 interval, the FWK is

not able to provide a good estimation of the tool tip position because the tool

is deflected. However, the KF results in correct values even in areas where

tool deflection is present. This observation is further supported by comparing

the average tool tip position estimation errors for the KF and FWK during the

case study experiment. The average error is reduced from 4.38 mm to 1.01 mm,

which again indicated a 77% improvement for the tool tip position estimation.

In conclusion, this chapter introduced a force-based estimation method that

can improve simultaneous insertion depth and tool tip position estimations in

robot-assisted retinal surgery. Of note, such information is valuable and crit-

ical for safety enhancement and more accurate feedback in semi-autonomous

robot-assisted tasks in eye surgery. The introduced method showed significant

improvements in the associated estimations for insertion depth and tool tip

position.
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4.1 Background and Motivation

In Chapter 3, a force-based framework for simultaneous improvement of

insertion depth measurement and deflected needle tip position estimation was

developed and evaluated. Although this approach does not have the restric-

tions of vision-based methods, which were pointed out in Section 3.1, it re-

quires that the mechanical properties (e.g. stiffness) of surgical instruments be

identified through pre-operative calibration experiments (Section 3.6.1). Such

pre-operative property identification is prone to inaccuracies as the properties

may change during the course of surgery. In addition, the pre-operative cali-

bration procedures are time-consuming and if required for every single instru-

ment used in the surgery. Consequently, such parameters could be determined

by online identification methods (e.g. adaptive parameter estimation). Such

methods have been previously employed for other applications such as param-

eter identification for force control during needle insertion [127–130].

Another limitation of pure vision-based methods for instrument tip local-

ization is the fact that a pre-operative frame registration between the robot

base frame and the visual modality (e.g. stereo microscope, OCT) frame is

required. All of the vision-based studies for instrument tip localization men-

tioned in Section 3.1, such as the OCT-based methods [100–103] as well as

studies dependent on stereoscopic microscope [90,98,111,112,120], rely on the

camera-to-robot frame transformation. Repeated intra-operative registrations
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is required if microscope movement occurs. This often happens during a typical

ophthalmic surgical procedure as the surgeons need to adjust the microscope

height to obtain the desired view inside of the eye.

To address the challenges of estimating the deflected instrument tip posi-

tion during robot-assisted eye surgery, we have devised a novel framework that

combines force- and vision-based methods in an efficient way. The developed

method is independent of any pre-operative instrument calibration (Section

3.6.1) or registration between the robot arm and the visual modality coordinate

frames. By this method, it is possible to estimate the deflected instrument tip

position without any pre-operative information about the needle stiffness or

the camera-to-robot frame transformation.

4.2 Contribution

This chapter reports how we have built upon the KF-based framework for

estimation of tool tip position, which was developed in Chapter 3 to obtain

a novel registration and calibration independent method for instrument tip

position localization.

In this framework, we estimate and update the surgical instrument stiff-

ness (the parameter 3EI required in (3.5)) intra-operatively using an adaptive

identification algorithm. A Lyapunov-based proof is provided to demonstrate
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that the adaptive stiffness estimation exponentially converges to its true value.

As an alternative to the adaptive approach, we also develop a least squares ver-

sion of the identification algorithm, which does not require a continuous update

of the instrument stiffness. The developed algorithms use the stereoscopic cam-

era for online instrument stiffness estimation. Although this online estimation

of the instrument stiffness is vision-based, which may seem to require the reg-

istration between the camera and the robot frame, the online identification

algorithm has been rendered independent of it (registration-independent).

This stiffness estimation is then combined with the state-space model for in-

strument tip position evolution, previously developed in Chapter 3, to estimate

the deflected instrument tip position through a KF-based approach. Therefore,

the contributions of this chapter are as follows:

1. Develop a least squares and an adaptive based framework for online esti-

mations of instrument shaft stiffness using FWK, FBG measurements for

sclera force and insertion depth, and a visual modality (e.g. stereoscopic

camera) as input information.

2. Make the stiffness estimation formulation independent of the registration

between the visual modality and the robot base frame.

3. Simultaneous registration-independent stiffness estimation and a KF-

based vision-independent improvement of the tip position estimation of
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the instrument when undergoing deflections.

The entire framework is then evaluated using the SHER and a FBG-equipped

instrument during similar experimental conditions explained in Chapter 3. Of

note, the method can potentially function despite intermittent loss of the visual

modality, e.g. when the instrument tip is hidden by eye anatomy. The reason is

that we can utilize the prior estimations of instrument stiffness (when it was

visible in the camera) during brief periods of loss of visibility.

4.3 Online Identification of Instrument

Stiffness

A schematic of the system is provided in Fig. 4.1. There are three coordinate

frames of interest in the following formulations as depicted in Fig. 4.1:

1. Robot base frame {B} which is fixed with coordinate axis [Xb, Y b, Zb].

2. Robot tip frame {E} which is attached at the tip of the imaginary not-

deflected instrument and is moving in the space with coordinate axis

[Xe, Y e, Ze].

3. Camera frame {C} which is fixed with coordinate axis [Xc, Y c, Zc].
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Figure 4.1: Eye phantom manipulation with the SHER – the surgeon grabs
the force-sensing tool which is attached to the robot to manipulate the eye
phantom.

As it was also discussed in Chapter 3, the surgical instrument shown in Fig.

4.1 is often bent when it is in contact with the sclera tissue during surgery,

which was modeled as a cantilever beam in (3.5). The instrument tip deflection

vector denoted by Ω, which is shown in Fig. 4.1, has δx and δy components along

Xe and Y e, respectively (provided in (3.5)). We assume that the instrument

tip movement along Zt is negligible when it undergoes deflection, hence the z

coordinate of the tool tip is always zero in frame {E}. Due to the low amount

of friction between the tool shaft and sclera, we assume that the sclera force
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component along Ze is also zero. Therefore, the vectors of tool tip position and

the sclera force in frame {E} can be written as follows:

Ω = [δx, δy, 0]
T

Fs = [fsx, fsy, 0]
T

(4.1)

In order to continue the formulation for online identification for instrument

stiffness, we are going to rewrite (3.9). As it was mentioned under (3.9), βz could

be chosen arbitrarily due to the assumptions we made for the sclera forces and

deflection along the z direction of frame {E}. Without loss of generality, we

can assume βz is equal to βx and βy, which is (h−d)3

3EI
+ (h−d)2

2EI
d based on (3.6).

Based on (3.6), βi was the variable relating the ith component of sclera force to

its corresponding deflection. If we call this common value β then the matrix Γ

in (3.9) will be reduced to scalar β−1. Now (3.9) can be written in the simpler

following format:

Ω = RT
be(P − Sbe) = βFs (4.2)

where P is the instrument tip position in frame {B}, and Rbe and Sbe are the

rotational and translational componetns of the frame transformations between

frames {B} and {E}. Using this notation, the state space model for tool tip

position which was given in (3.11), can be written as follows where the matrix
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Γ is substituted with scalar 1
β
.

Pk = Pk−1 + [JtipQ̇]k−1(tk − tk−1) +W P
k−1

Y P
k = [

1

β
RT

be]k︸ ︷︷ ︸
Hk

Pk + V P
k

(4.3)

Furthermore, we identified the combination of mechanical properties (3EI)

of the instrument in Section 3.6.1 using offline data. In this chapter θ denotes

the inverse of this stiffness quantity, θ = 1
3EI

. Using this definition, the scalar

β can be written as following:

β = θ(h− d)3 + 1.5θ(h− d)2d (4.4)

where h is the length of the needle and d is the instrument insertion depth as

shown in Fig. 4.1. If we plug (4.4) into (4.2) and factor θ out and call the rest of

variables U , we can obtain the following vector equation:

Ω = θ (Fs(h− d)3 + 1.5Fs(h− d)2d)︸ ︷︷ ︸
U(t)

= θU(t) (4.5)

The big parenthesis term in the right-hand side of (4.5) is an explicit func-

tion of time, because d is the output of the KF estimation in (3.13), the compo-

nents of sclera force vector Fs are directly measured by the FBG sensors in real

time, and other parameters are constant. We, therefore, can denote this term
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with U(t) ∈ R3. Taking the 2-norm of both sides of (4.5) yields:

||Ω||2 = θ||U(t)||2 (4.6)

The calibration procedure performed in 3.6.1 is time-consuming and should

be carried out for each instrument prior to the surgery. To mitigate these prob-

lems, we now intend to integrate two online estimation methods for θ into the

KF framework developed in Section 3.4: 1) least squares identification and 2)

adaptive identification. Both stiffness estimation methods are vision-based,

which is appropriate for an eye surgery procedure because in a typical oph-

thalmic procedure visualization of the instrument tip is usually available and

critical to completing the procedure safely. This removes the need for any pre-

operative calibration to determine θ prior to the surgery.

4.3.1 Least Squares Identification

The 3D coordinate of the tip position of an imaginary straight (not-deflected)

instrument is represented by G ∈ R3 (Fig .4.1). Based on Fig. 4.1, one can write

the following equations for Ω:

Ωb = Pb −Gb = (RbcPc + Sbc)−Gb

||Ω||2 = ||(RbcPc + Sbc)−Gb||2

(4.7)
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where the subscripts for P , G, and Ω indicate the coordinate frame in which

they are written (b for frame {B} and c for frame {C}). In (4.7), Rbc and Sbc are

the rotation and translation components of the homogeneous transformation

between frames {B} and {C} which is:

Fbc =

Rbc Sbc

01×3 1

 (4.8)

The experimental process of finding Rbc and Sbc were elaborated in Section

3.5.2. In (4.7), Pb is not directly measurable, and the only source for the direct

measurement of P is the stereo camera system (Pc) using an image segmenta-

tion approach. Using the robot FWK, we can always have the coordinate vector

G in frame {B}, which is denoted by Gb in (4.7). Thus, the second equation in

(4.7) that contains known values can be used to collect samples for ||Ω||2 which

will be required in online stiffness identification process.

After collecting m corresponding samples of ||Ω||2 based on (4.7) and ||U ||2

based on (4.5) intraoperatively during the surgery, we can construct vectors of

the collected samples as follows:

Γ = [||Ω1||2, ..., ||Ωm||2]T

Υ = [||U1||2, ..., ||Um||2]T
(4.9)

Using these vectors, we can obtain the least squares estimation of θ , called
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θ̂lsq:

θ̂lsq = min
θ

||Γ− θΥ||2 = (ΥTΥ)−1ΥTΓ (4.10)

Once found, θ̂lsq can be used in β in (4.4) which is then used in the state-

space model (4.3) for further KF calculations. During a surgery, the least

squares identification can be done in the first few seconds of the surgery while

the needle tip position is visible in the microscope view. Then, it can be used

when the tool tip is not visualized.

4.3.2 Adaptive Identification

The instrument is not a perfect cantilever beam and slightly different val-

ues of θ̂lsq may be obtained depending on what section of the needle is used

for the least squares data collection. This motivates the use of an adaptive

identification method where the parameter θ is continuously updated during

the surgery based on the section of the needle shaft that is in contact with the

sclera entry point. Considering (4.6), we use the following estimate model for

θ:

||Ω̂(t)||2 = θ̂(t)||U(t)||2 (4.11)

where θ̂ is the estimate for θ and ||Ω̂(t)||2 is the estimated magnitude for tool tip

deflection. As indicated in (4.11), ||Ω̂||2, θ̂ and ||U ||2 are functions of time, but for

notation simplicity we drop t in the following calculations. We use the following
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adaptation law for updating θ̂, which is basically a differential equation that

governs the evolution of θ̂:

˙̂
θ = −γ||U ||2(||Ω̂||2 − ||Ω||2) = −γ||U ||2∆||Ω||2 (4.12)

where γ is a positive constant, ∆||Ω||2 is the difference between the estimated

and actual values for the magnitude of the instrument tip deflection, and ˙̂
θ is

the time derivative of θ̂. Substituting ||Ω̂||2 in (4.12) using (4.11):

˙̂
θ = −γ||U ||2(θ̂||U ||2 − ||Ω||2) (4.13)

which can be rewritten using (4.6) as follows:

˙̂
θ = −γ||U ||2(θ̂||U ||2 − θ||U ||2) = −γ||U ||22∆θ (4.14)

where ∆θ = θ̂ − θ is the error for adaptive estimation of θ.

• Proposition: The adaptation law (4.14) makes the adaptive estimation

θ̂ bounded. Furthermore, if ∃ ϵ > 0 and T > 0 such that ∀ t, the vector U(t)

satisfies the following equation:

∫ t+T

t

||U(τ)||22dτ ≥ ϵT (4.15)
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then and the adaptive estimation error ∆θ exponentially converges to

zero. ||U ||2 is said to be persistently excited when it satisfies (4.15).

Proof: To show that θ̂ is bounded, we use the following Lyapunov function:

V =
1

2
∆θ2 (4.16)

Taking the derivative of both sides of (4.16) with respect to t we get:

V̇ = ∆θ̇∆θ =
˙̂
θ∆θ (4.17)

Because we assume θ is approximately constant along the needle shaft (θ̇ ≃ 0),

∆θ̇ =
˙̂
θ − θ̇ =

˙̂
θ as it is written in (4.17). Substituting ˙̂

θ from (4.14) in (4.17):

V̇ = −γ||U ||22∆θ2 ≤ 0 (4.18)

meaning that V̇ is semi negative definite. This indicates that V is a descending

function, i.e. V (t) ≤ V (0). On the other hand based on (4.16), V is semi positive

definite, that is 0 ≤ V (t) = 1
2
∆θ2 ≤ V (0). This indicates that 0 ≤ |∆θ(t)| ≤√

2V (0) meaning that |∆θ| is a bounded function of time. Because |∆θ| = |θ̂− θ|

and θ is approximately a fixed value, this results in the boundedness of θ̂.

To show that ∆θ has exponential convergence to zero we use (4.15). Because

(4.15) is valid for all values of t, if we substitute t in (4.15) with t+(i−1)T where
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i is a positive integer we find that ∀ i:

∫ t+iT

t+(i−1)T

||U(τ)||22dτ ≥ ϵT (4.19)

Summing both sides of (4.19) from 1 to n we get:

n∑
i=1

∫ t+iT

t+(i−1)T

||U(τ)||22dτ ≥ nϵT (4.20)

if we perform the above summation we will obtain ∀ n ∈ Z+:

∫ t+nT

t

||U(τ)||22dτ ≥ nϵT (4.21)

which for t = 0 becomes:

∫ nT

0

||U(τ)||22dτ ≥ nϵT (4.22)

Because ∆θ̇ =
˙̂
θ, we can rewrite (4.14) as follows:

∆θ̇ = −γ||U ||22∆θ (4.23)

The solution to the above differential equation is:

|∆θ(t)| = |∆θ(0)|exp(−
∫ t

0

γ||U(τ)||22dτ) (4.24)
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where ∆θ(0) is the estimation error at t = 0. Without loss of generality we can

assume nT ≤ t ≤ (n + 1)T . Using the inequality, (4.24) can be rewritten as

follows:

|∆θ(t)| ≤ |∆θ(0)|exp(−
∫ nT

0

γ||U(τ)||22dτ) (4.25)

If we use (4.22), the above inequality can be written as:

|∆θ(t)| ≤ |∆θ(0)|exp(−γnϵT ) (4.26)

In order to make the inequality (4.26) independent of n we add and subtract

T and rewrite (4.26) as follows:

|∆θ(t)| ≤|∆θ(0)|exp(−γ(nϵT + T − T )) =

|∆θ(0)|exp(γT )exp(−γϵ(n + 1)T ) ≤

|∆θ(0)|exp(γT )exp(−γϵt)

(4.27)

where the last inequality in (4.27) is because t ≤ (n+ 1)T . The right-hand side

of (4.27) can be written as follows:

|∆θ(t)| ≤ |∆θ(0)|exp(γT )︸ ︷︷ ︸
S

exp(−
b︷︸︸︷
γϵ t) (4.28)

Because S and b are positive constants, we have shown that ∀t |∆θ(t)| ≤
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Sexp(−bt) which is equivalent to the exponential convergence of ∆θ(t) and as

t → ∞, ∆θ(t) exponentially converges to zero.

The physical interpretation of (4.15), which is called persistent excitation of

||U ||2, is that ||U ||2 should not decay to zero. Based on (4.5), ||U ||2 is ||F (h−d)3+

1.5F (h− d)2d||2. Considering d is a positive constant which is always less than

h (d ≥ 0 and h− d ≥ 0), this signal is excited whenever Fs is not zero, i.e. when

the tool is deflected. In other words, we expect the estimate θ̂ to converge to

the local stiffness of the instrument at the point of contact as soon as the sclera

forces are exerted on the instrument shaft and the instrument is deflected.

4.4 Registration Independent

Framework

In order to measure ||Ω||2 based on (4.7), which is needed for both least

squares and adaptive identification methods, the components of the rigid body

transformation Fbc are required. This is a big issue for the online estimation

methods, because this transformation should be obtained prior to the surgery

and not vary during the surgery, i.e. the camera should not move relative to the

robot. This was one of the limitations associated with all of the vision-based

approaches for tool tip localization as delineated in Section 4.1.

Although it is less difficult to obtain Fbc prior to the surgery than to calibrate
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each surgical instrument to find their associated θoff , it would be much more

convenient to make the online estimations independent of Fbc. This problem

is further exacerbated by noting that during ophthalmic surgery the surgeon

often moves the microscope to maintain the operative field or to focus, which

requires finding Fbc after each movement (even if small) of the surgical micro-

scope.

Because both online identification methods rely on the scalar equation (4.6)

which contains ||Ω||2, the idea would be to attain another scalar equation sim-

ilar to (4.6) but independent of any component of Fbc. Then this new scalar

equation can be used for the least squares or the adaptive approach similar to

how (4.6) was used. The general idea behind the developed RI algorithm is to

find θ by looking at the changes of the deflection vector Ω in different sample

times rather than its absolute value. In other words, although calculating the

absolute value of Ω is dependent on Fbe, the differences between consecutive

values of Ω can be made independent of Fbe. This can be obtained by rewriting

(4.5) in an iterative fashion. The new scalar equation demonstrates the rela-

tionship between θ, the changes of the tip position in the camera frame (inde-

pendent of Fbc), and the variations of sclera forces. Therefore, to develop the RI

formulation we try to manipulate (4.5) prior to directly taking the norm of (4.5)

which leads to (4.6). Of note, (4.5) is a vector equation that can be expressed

in any coordinate frame. We first rewrite this equation in the frame {E}. The
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advantage of selecting this coordinate frame is that the imaginary undeflected

tool tip position will have zero coordinate components (Ge = [0, 0, 0]T ) in the

frame {E}.

Ωe = θUe (4.29)

Considering the points P and G, the left-hand side of (4.29) can be written

as follows:

Ωe = Pe −Ge = RecPc + Sec −Ge = RecPc + Sec (4.30)

where Ge is dropped because it is a zero vector. In (4.30), Rec and Sec are the

rotation and translation components of the frame transformation Fec. In order

to exploit the known transformation between the frames {E} and {B} (Fbe)

provided by the FWK, we express Fec as FebFbc

Fec =FebFbc =

Reb Seb

01×3 1


Rbc Sbc

01×3 1

 =

RebRbc RebSbc + Seb

01×3 1

 =

Rec Sec

01×3 1


(4.31)

Based on (4.31), we can obtain the following results:
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Rec = RebRbc

Sec = RebSbc + Seb

(4.32)

where Reb = RT
be and Seb = −RT

beSbe. Substituting Rec and Sec in (4.30) from

(4.32) one can write:

RebRbcPc +RebSbc + Seb = θUe (4.33)

If we write (4.33) in an iterative way for two different sample times i and j

we get:

RebiRbcPci +RebiSbc + Sebi = θUei

RebjRbcPcj +RebjSbc + Sebj = θUej

(4.34)

We multiply the first equation in (4.34) by RT
ebi

and the second equation by

RT
ebj

both of which are known matrices from the robot FWK. Also considering

that rotation matrices are orthogonal, i.e. RT
ebi
Rebi = I and RT

ebj
Rebj = I we get:

RbcPci + Sbc +RT
ebi
Sebi = θRT

ebi
Uei

RbcPcj + Sbc +RT
ebj
Sebj = θRT

ebj
Uej

(4.35)

Now if we subtract the second equation from the first one in (4.35), the un-
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known term Sbc disappears:

Rbc(Pcj − Pci) +RT
ebj
Sebj −RT

ebi
Sebi = θ(RT

ebj
Uej −RT

ebi
Uei) (4.36)

In order to omit Rbc in (4.36), we write it as follows:

Rbc(Pcj − Pci) = θ(RT
ebj
Uej −RT

ebi
Uei)− (RT

ebj
Sebj −RT

ebi
Sebi) (4.37)

Because rotation matrices preserve the norm, we can write the following

equation for Rbc:

||Rbc(Pcj − Pci)||2 = ||(Pcj − Pci)||2 (4.38)

If we use (4.38) and take the 2-norm of both sides of (4.37), Rbc vanishes,

and we can write:

||(Pcj − Pci)||2 =

||θ (RT
ebj
Uej −RT

ebi
Uei)︸ ︷︷ ︸

V1

−(RT
ebj
Sebj −RT

ebi
Sebi)︸ ︷︷ ︸

V2

||2
(4.39)

Squaring both sides of (4.39), we get:

θ2||V1||22 − 2θV T
1 V2 + ||V2||22 − ||(Pcj − Pci)||22 = 0 (4.40)

The above equation is a second order equation in θ which is independent of
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any component of Fbc. We can solve for θ as follows:

θ =
V T
1 V2 ±

√
(V T

1 V2)2 − ||V1||22(||V2||22 − ||(Pcj − Pci)||22)
||V1||22

(4.41)

It is noted that among the two solutions of (4.41), the second one (minus

sign in ±) will be ruled out because if ||(Pcj − Pci)||2 is larger than ||V2||2, then

the radicand will be larger than (V T
1 V2)

2 leading to negative values of θ. For

this reason, the positive sign in ± is selected for the RI methods. In (4.41), if

we denote the numerator A and the denominator B, we can write the following

scalar equation which can be used instead of (4.6) to identify θ using the least

squares or the adaptive method.

Bθ = A (4.42)

In (4.42), A and B are known signals and the advantage of using (4.42)

over (4.6) is that it is independent of the components of the transformation Fbc

(registration between the camera and the robot base frame). It is noted that

for B in (4.42) to satisfy the persistent excitation condition for the adaptive

identification method, ||V1||2 should be non-zero. This means that Uei should

be different from Uej . By looking at the definition of U in (4.5), this condition

indicates that the sclera forces and insertion depth should not remain constant

over a time interval to have the convergence of θ. A block diagram represent-
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ing how the framework works and what signals are required for each part, is

provided in Fig. 4.2.

Figure 4.2: Block diagram for the instrument tip position estimation. The yel-
low highlighted part represents the combination of registration-independent
online stiffness identification with the KF framework. The outer part shows
how the robot FWK and the visual modality information are communicated
with the tip position estimation framework. The signals Ẋe

des and Ẋb
des are the

desired velocity of the robot end-effector expressed in frames {E} and {B}, re-
spectively. Ẋb

real denotes the real velocity of the robot end-effector in frame {B}.
Variables q̇des and q̇real indicate the desired and real joint velocities of the robot.
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4.5 Experimental Procedure

We conducted two sets of experiments (static and dynamic) similar to those

explained in Section 3.6 in order to evaluate the combination of online estima-

tions of θ and KF for tool tip position estimation and to assess the performance

of the registration-independent approach. In each experiment set (static or

dynamic), both of the adaptive identification AD and the least squares identifi-

cation LSQ approaches as well as their registration independent (RI) version,

respectively RIAD (registration independent adaptive) and RILSQ (registra-

tion independent least squares), were investigated. In all experiments the KF

estimation for tool tip position with online and offline estimations of θ were

obtained and compared to that of the robot FWK and the stereo camera obser-

vation, which is the ground truth.

4.6 Results

For the force-sensing instrument used in these experiments, the offline pre-

operative estimation of the instrument stiffness, θoff was obtained in Section

3.6.1. Based on Fig. 3.4 the value for θ−1
off = 3EI was 3.39× 106mN.mm2.

Next, the results for the static and dynamic experiments for KF-based in-

strument tip position localization combined with each of the four online stiff-

ness estimation methods, namely AD, LSQ, RIAD, RILSQ are presented.
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Figure 4.3: Tool tip coordinate positions in frame {B} during static experi-
ments for AD and LSQ identification methods. The KF curve indicates the tool
tip position estimation obtained using θoff . The highlighted part shows the
data used for LSQ stiffness identification from t = −2 (s) to t = −1 (s).

The tool tip position in frame {B} during the static experiment for KF com-

bined with AD and LSQ identification methods are plotted in Fig. 4.3. In the

same plot, the results for KF (with offline stiffness estimation), the camera

(ground truth), and the robot FWK estimations (Gb) for tip position are plot-

ted. For the same experiment, the online estimations of the AD method for 3EI

for three different values of adaptive gain are plotted in Fig. 4.4. In addition,

the offline estimation of 3EI, i.e. θ−1
off is also plotted with a red dashed line in

Fig. 4.4. In order to find the estimation for θ̂lsq using the LSQ method, one

second of preliminary data (t = −2 (s) to t = −1 (s)) before the static exper-

iments were used (Fig. 4.3). After applying (4.10) on this data, we obtained
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Figure 4.4: Results for the AD instrument stiffness identification dur-
ing static experiments for different coefficients of the adaptive gain. The
yellow-highlighted part indicates a parameter converging area and the grey-
highlighted part shows a non-converging area.
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Figure 4.5: Tool tip position in frame {B} during static experiments for RIAD
and RILSQ identification methods. The KF curve indicates the tool tip position
estimation obtained using θoff .
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3.85× 106 mN ·mm2 for the LSQ-based estimation of 3EI, i.e. θ̂−1
lsq . This estima-

tion was used in the KF calculations for KF+LSQ plot in Fig. 4.3.

Similar plots for the RIAD and RILSQ approaches are shown in Figs. 4.5
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Figure 4.6: Results for the RIAD instrument stiffness identification during
static experiments for different coefficients of the adaptive gain.
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Figure 4.7: Results for magnitude and z component of the deflection vector Ω
during the static experiments.
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and 4.6. It is noted that for the RIAD method the time gap between i and j

samples was set to 0.5 (s). For the same time interval of the preliminary data

(t = −2 (s) to t = −1 (s)) for identifying θ̂lsq using the RILSQ approach, we

obtained 3.77 × 106 mN · mm2 estimation for 3EI. This estimation was used

in the KF calculations for KF+RILSQ plot in Fig. 4.5. In order to assess our

assumption for having zero value for the third element of vector Ω, we have

plotted the magnitude of Ω and its Ze component in Fig. 4.7.

The results of the dynamic experiments are plotted in Figs. 4.8-4.11. Figs.

4.8 and 4.9 represent the tip position in frame {B} and the adaptive stiffness

identification for the instrument stiffness, respectively. In Fig. 4.9 the offline

Figure 4.8: Tool tip coordinate positions in frame {B} during dynamic experi-
ments for AD and LSQ identification methods. The KF curve indicates the tool
tip position estimation obtained using θoff . The highlighted part shows the
data used for LSQ stiffness identification from t = −5 (s) to t = 0 (s).
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estimation for 3EI is plotted with a red dashed line for easier comparison. Sim-

ilar plots for the RIAD and RILSQ implemented on the dynamic manipulation

of the eyeball are plotted in Figs. 4.10 and 4.11. In order to implement the

LSQ and RILSQ identification methods for the dynamic experiment, we used

the data during 5 seconds prior to starting the experiment, which is highlighted

in Fig. 4.9. After applying the associated algorithms, we found the values of

3.88 × 106 mN ·mm2 and 3.83 × 106 mN ·mm2 for 3EI, respectively. These val-

ues were later used in the KF estimations for LSQ and RILSQ methods. The

magnitude of the tool tip force during the dynamic experiment is plotted in

Fig. 4.12. This force indicates any contact between the instrument tip and the

posterior of the eyeball phantom interior.

Figure 4.9: Online estimations for θ̂−1 using AD approach during dynamic
experiments. The estimations for three values of the adaptation coefficient γ
are plotted.
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In order to evaluate the RI algorithm during the camera movement and

invisible tool tip intervals, we have conducted an additional validation experi-

ment. Using the available data that we collected during the static experiments

(Fig . 4.3), we synthesized a new set of data based on the following assump-

tions:

1. From t = 0 (s) to t = 5 (s), the tool tip is visible in the camera images.

2. From t = 5 (s) to t = 10 (s), the tool tip is invisible.

3. At t = 10 (s) the camera is moved 10 mm up vertically and remains there

to the end of the experiment.
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Figure 4.10: Tool tip coordinate positions in frame {B} during dynamic exper-
iments for RIAD and RILSQ identification methods. The KF curve indicates
the tool tip position estimation obtained using θoff .

140



CHAPTER 4. REGISTRATION AND CALIBRATION INDEPENDENT

The new set of camera data was synthesized for the third part of the above

experiment by keeping the x and y coordinates the same as before, but the z

component of the tool tip coordinate in the camera frame is subtracted by 10
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Figure 4.11: Online estimations for θ̂−1 using the RIAD approach during the
dynamic experiments. The estimations for three values of the adaptation coef-
ficient γ are plotted.
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Figure 4.12: The interaction force between the instrument tip and the eye
phantom posterior during the dynamic experiments.
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mm for the entire data after t = 10 (s) during the static experiments (camera

has moved 10 mm up). Then we ran the tip position estimation algorithm on

Figure 4.13: Variations of θ̂−1 during the synthesised experiment when both
invisible tool tip and camera movement happen. In the yellow-highlighted area
the RILSQ estimation is used. In other areas the RIAD method is used with
γ = 0.001.
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Figure 4.14: Tool tip coordinate positions in frame {B} during the synthesised
experiments when a combination of RIAD and RILSQ is used for stiffness iden-
tification.
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the sequence of situations above. For the first part, the RIAD method was used

to estimate θ. For the second part, we assumed the instrument tip is not visible

and we did not use any camera data. For this reason, the least-squares esti-

mation obtained prior to the experiment was used for the second part (RILSQ).

For the third part, we re-ran the RIAD method on the new set of camera data

(camera moved 10 (mm) up) and estimated θ again. The θ predicted during

these scenarios were used in the KF framework to obtain the tool tip position.

The plots for stiffness estimation and the tool tip position in the robot base

frame for this experiment are provided in Figs. 4.13 and 4.14.

For all of the conducted experiments, the average magnitude value of the er-

Table 4.1: Error values for the static and dynamic experiments.

Experiment Signal Total Error 
(mm)

Error over 
deflected 
intervals 

(mm)

Error over 
not-deflected 

intervals 
(mm)

Static 

KF (LSQ) 0.94 1.55 0.36

KF (AD, 𝛾 = 0.9) 0.78 1.22 0.36

KF (RILSQ) 0.93 1.53 0.36

KF (RIAD, 𝛾 = 1 × 10−4) 0.90 1.46 0.36

KF (Offline) 0.94 1.54 0.36

KF (RIAD + RILSQ) 0.91 1.49 0.35

Forward Kinematics 3.42 6.55 0.40

Dynamic

KF (LSQ) 0.77 0.95 0.44

KF (AD, 𝛾 = 1) 0.62 0.70 0.47

KF (RILSQ) 0.77 0.95 0.44

KF (RIAD, 𝛾 = 5 × 10−7) 0.77 0.95 0.44

KF (Offline) 0.81 1.02 0.44

Forward Kinematics 2.98 4.38 0.44
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ror vectors between the tool tip coordinate and the camera estimation (ground

truth) are represented in Table 4.1. To better study the error values, they are

calculated for the following two intervals as it is written in Table 4.1: 1) de-

flected 2) not-deflected. A deflected interval indicate all of the time interval

during the experiment when the error between the associated method and the

robot FWK output, which does not see the instrument deflection, for tip posi-

tion is more than 0.1 mm. Any other time interval during the experiment is

included in the not-deflected interval. We compared the errors during the de-

flected intervals (when the instrument is deflected) otherwise in non-deflected

situations all of the methods would have similar outputs.

4.7 Discussion and Conclusion

In this chapter we developed a novel framework for estimating deflected

surgical instrument tip position during robot-assisted ophthalmic procedures.

This algorithm can be implemented using any of the online estimation meth-

ods for instrument stiffness namely AD, LSQ, RIAD, and RILSQ approaches

combined with a KF-based sensor fusion algorithm. Compared to all other

previously developed methods, when the RIAD and RILSQ methods are used

there is no need to know the transformation between the robot and the visual

modality coordinate frames. This is extremely beneficial as the visual modality
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(e.g. the surgical microscope) often moves during routine ophthalmic surgical

procedures.

As a general overview when observing Figs. 4.3, 4.5, 4.8, and 4.10 as well as

Table 4.1, it can be seen that all of the AD, LSQ, RIAD, and RILSQ algorithms,

once combined with the KF estimation method provide accurate results for the

instrument tip position even when the instrument undergoes deflections. In

other methods, the KF estimations based on the developed methods follow the

ground truth value for instrument tip position obtained from the camera. From

the same figures, it is noted that the tip position obtained from the FWK does

not detect the deflections.

By observing Fig. 4.7 we can see that the Ze component of the deflection

vector Ω is almost one tenth of its norm. Considering that the z deflection is

one order of magnitude smaller than the deflection norm, we think that the

displacement of the needle tip along the Ze axis is negligible compared to the

displacements of the needle tip perpendicular to the needle shaft, which was

assumed in the Section 4.3.

Of note, the instrument is not necessarily a perfect cantilever beam. For

this reason, the offline estimation for θ−1
off is not the actual reference value that

indicates the instrument stiffness. However, it is an average value of the in-

strument stiffness along the instrument shaft. This is the shortcoming of the

least squares approach for online estimation, because it only calculates an av-
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erage value of stiffness in the vicinity of the region where data is collected.

For this reason, there are slight discrepancies between the estimations of least

squares-based methods for stiffness during the static and dynamic experiments

(e.g. 3.85×106mN ·mm2 and 3.88×106mN ·mm2) for LSQ method. However, the

adaptive method keeps updating the instrument stiffness based on what por-

tion of the instrument shaft is in contact with the tissue which in turn provides

a better estimation of the local stiffness of the instrument shaft. That is why

the adaptive estimations (i.e. in Figs. 4.4, 4.6, 4.9, 4.11) oscillate around the

offline estimation value as different locations of the instrument shaft may have

different local stiffness values. The online least squares-based methods, how-

ever, are advantageous for not requiring any continuous update of the stiffness

estimation and can be used when the tool tip is not visualized in the microscope

view (as demonstrated in Fig. 4.13).

Table 4.1 demonstrates that for both static and dynamic experiments, all

of the online estimation methods have smaller average error values during

deflected intervals compared to the corresponding error value for the offline es-

timation approach (except for the LSQ method during the static experiments,

for which the averaged error is slightly larger than the offline method). Fur-

thermore, in both static and dynamic experiments, the averaged error during

deflected intervals is the lowest for AD estimation method (1.22 mm in static

and 0.70 mm in dynamic experiments). This indicates the dual benefit of online
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estimation methods when combined with KF. They are not only independent

of the need for pre-operative calibration of instrument stiffness, but also they

provide more accurate results. Registration-independent approaches have the

additional advantage of no requirement for prior knowledge for frame trans-

formation between the robot base and the visual modality, while maintaining

the two prior benefits for the online estimations.

The γ coefficient in the adaptive method is fine-tuned with trial and error

for the AD and RIAD algorithms to have a fast convergence of θ̂−1. Different

values of γ lead to different behaviors of the θ̂−1. For example, in Fig. 4.4,

larger values of γ result in lower convergence time to the offline parameter

with the cost of larger overshoots. Therefore, in Fig. 4.4, γ = 0.9 is chosen

for KF+AD plot in Fig. 4.3. Because this γ value shows a fast convergence,

the initial condition for θ̂−1 does not affect the results and therefore is chosen

randomly. On other hand, very large variations of θ̂−1 can be seen, for example,

in Fig. 4.11 for the largest value of γ (γ = 6 × 10−6), which is not an optimal

behaviour. As it can be seen from the variations for adaptive estimations of

θ̂−1 (e.g. Figs. 4.4 and 4.9), the estimations are updated and converge to the

local stiffness of the instrument shaft only when the input signal U(t) is non-

zero (as highlighted with light yellow in Figs. 4.4 and 4.9), which is what was

proved in (4.28). From (4.5), it can be realized that U(t) is non-zero only if F (t),

sclera forces, are not zero. This corresponds to when the instrument shaft is

147



CHAPTER 4. REGISTRATION AND CALIBRATION INDEPENDENT

deflected. This conforms with intuition as well because the online estimation

methods are only able to estimate the instrument stiffness if there is a deflec-

tion in the instrument shaft, otherwise there will not be any stiffness-related

data available for identification. Of note, during zero sclera force intervals

(highlighted with light gray in Figs. 4.4 and 4.9) the fixed value of θ̂−1 does

not have any effect on the tip position estimation algorithm output. This is

because the adaptive estimation is not updated ( ˙̂θ = 0 based on (4.13)) and the

left hand side of (3.10) will be Y P = 1
β
RT

beSbe (because the sclera force vector Fs

is zero). If we plug this Y P into the second equation in (4.3) and multiply both

sides of this equation by Rbeβ, we will have Sbe = P + RbeβV
P meaning that

the sensor equation for the tip position state-space model is basically Sbe and

is independent of θ̂−1. Therefore, although for example in Fig. 4.9 it may seem

that θ̂−1 has large variations, those variations in the grey-highlighted zones are

meaningless, and they are just a bounded value that the non-updating θ̂−1 con-

verges to, and as explained does not have any effect on the algorithm output.

Of note, in the yellow-highlighted areas in Fig. 4.9, the θ̂−1 estimation has little

variations and remains close to the θ−1
off . For the LSQ and RILSQ methods also

sufficient deflection on the instrument shaft is required for the learning algo-

rithm to work. The learning time interval for the least square-based methods

should especially be elongated (larger values of m in (4.9)) if not enough instru-

ment bending is included in a learning time interval. Of note, the lengths of
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learning time interval for the static and dynamic experiments were different

(1(s) and 5(s), respectively).

It is noteworthy to mention that the developed state-space model for KF

as well as the online estimation methods encompass the assumption that only

one force (sclera force) is applied to the instrument shaft. In other words, these

algorithms will not output correct estimations if another force (e.g. tip force) is

exerted to the tool shaft. During the dynamic experiments, it can be seen from

Fig .4.12 around t = 19 (s) that a tip force with magnitude of 12 mN is applied.

If we look at the same time in Figs. 4.8 and 4.10, it can be seen that although

the algorithms still follow the ground truth the estimations are not as good due

to the tip force.

As demonstrated in the current implementation, we attached a red marker

to the instrument tip and used a stereo camera system and a color segmenta-

tion method to provide input to the online stiffness identification algorithms.

The color segmentation method is susceptible to inconsistent results due to

variations in environment lighting and existence of other similar colors in the

camera view. However, because the focus of this study is a proof-of-concept

evaluation of the developed algorithms, we used more straightforward vision

and segmentation methods to view and localize the instrument tip. The stereo

camera system is only a way to visualize the instrument tip position and is not

the focus of the current study. Any other method to view, segment and localize
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the instrument tip can be substituted with the one used here, e.g. [131, 132].

We think that in a real ophthalmic surgical scenario, the availability of high-

quality stereo microscopes as well as OCT imaging can provide more accurate

localization of the instrument tip leading to more precise outcomes for the al-

gorithm. It is noted that the current achieved accuracy, are still very beneficial

for macro-manipulation tasks in robotic ophthalmic surgery, e.g. robot-assisted

light probe holding.

In summary, this chapter reports the development of a novel force-based

registration-independent framework in which we can simultaneously estimate

the instrument stiffness as well as the bent instrument tip position in real-

time. Compared to other tool tip localization approaches for robot-assisted eye

surgery, the developed methods do not require a frame transformation between

the visual modality and the robot base frame and can be potentially used in

case of camera movement. Furthermore, other vision-based methods presented

in the published literature fail to continue their estimation if the tool tip is not

visible during surgery. The present developed framework, however, can con-

tinue to provide estimations of the tool tip position during periods that the tip

is not visible, i.e using the least squares-based approaches where continuous

update for the stiffness is not required. As it was observed from Figs. 4.13 and

4.14 and the numerical error results in Table 4.1, the algorithm can handle the

camera movement and invisible tip position intervals and properly predict the

150



CHAPTER 4. REGISTRATION AND CALIBRATION INDEPENDENT

deflected tip position.

4.8 Publications

Journal Publications:q Ali Ebrahimi, Shahriar Sefati, Russell Taylor, Peter Gehlbach, and Iulian Iordachita
"Simultaneous Online Registration-Independent Stiffness Identification and Tip Local-
ization of Surgical Instruments in Robot-assisted Eye Surgery", IEEE Transactions on
Robotics (TRO), 2022.
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5.1 Introduction

Retinal surgery continues to be one of the most demanding surgical prac-

tices entailing very sensitive tissue manipulation. Reducing surgeon hand

tremor and consequently enhancing tool tip precision would be of principal

importance, which have been successfully fulfilled by advancements in robot-

assisted eye surgery, sensorized instruments, and state-of-the-art technology

for visual modalities. Once optimized, it is believed that greater precision,

safety efficiency are possible, which will offset any early increase in costs. Im-

proved control and state estimation methods can substantially contribute to

a safer robot-assisted surgical procedure and potentially broaden the present

range of offered treatments and also provide automated procedures. This dis-

sertation provides theoretical algorithms control, parameter and state esti-

mation methods for robot-assisted. The developed methods are intended to

enhance robot sensing capabilities of the surgical state and to provide au-

tonomous safety control methods, in which the robot automatically guarantees

safety in case of excessive tissue interaction forces.

In previous chapters, we developed control methods to autonomously con-

trol the tool-to-tissue sclera forces and the instrument insertion depth in safe

ranges. State estimation methods were also developed to enhance precision in

measurement of instrument insertion depth inside of the eye and the instru-

ment needle tip position when it undergoes deflection. In this Chapter, the
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theoretical and technical achievements and contribution of this dissertation

are summarized and future works and directions are discussed.

5.2 Summary of Chapters

and Future Work

s Chapter 1:

In chapter 1 the challenges for ophthalmic surgical tasks specially retinal

vein cannulation (RVC) were discussed. Due to the formidable character-

istics of RVC, it is not currently a regularly performed procedure. Sur-

geons physiological hand tremor adversely affects these procedures. On

the other hand, interaction forces during RVC are below human tactile

perception and any excessive forces due to targeting inaccuracies may put

the retinal tissue at high risk of injury. Then the benefits of robotic and

technological systems and sensors being incorporated into the surgical

flow for such surgical procedures were delineated. Robotic systems have

proven beneficial in substantially reducing the surgeon hand-tremor and

providing a steadier tissue manipulation. Force-sensing instrument and

advanced visual modalities can effectively increase the surgeons’s aware-

ness of the surgical state. However, in robot-assisted ophthalmic proce-

dures we speculate that disconnecting the surgeon from sensory inputs
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that they used to rely on during manual surgeries may increase the risk

of injury to the eye and affect the surgeon’s usual technique. For this rea-

son, we have tried to incorporate control methods and state estimation

algorithms to the robot to enhance safety and improve the robot sensing

capabilities.

s Chapter 2:

In chapter 2, we argued that the elimination of hand tremor through the

introduction of microsurgical robots diminishes the surgeon’s tactile per-

ception of useful and familiar tool-to-sclera forces. While the large mass

and inertia of eye surgical robot prevents surgeon microtremor, loss of

perception of small sclera forces may put the sclera at risk of injury dur-

ing robot-assisted procedures. For this reason and to enhance robot safe

manipulation, we have implemented an adaptive control scheme on the

SHER to simultaneity control the sclera forces components and the in-

strument insertion depth using a customized FBG-equipped instrument.

When any of these parameters tend to overstep safe values, the robot

reduces the sclera forces or insertion depth to safe boundaries based pre-

defined desired trajectories. The evaluation for two variants of the adap-

tive sclera force control (ACC and ANC) was carried out by enrolling

ten robot-novice ophthalmology clinicians in simulated robot-assisted eye

surgeries while the control methods were implemented on the SHER. We
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conclude that the ACC and the ANC methods are able to maintain sclera

forces within safe boundaries, potentially enhancing safety for retinal

surgery patients undergoing robot-assisted procedures. It is noted that

for robot-novice users the test procedure was more comfortable to be per-

formed freehand, and took longer when using the robot assistance. This

was true for both the ACC and ANC control methods. It is possible that

significant training may allow users to increase their acceptance of the

control methods during retinal surgery. This is potentially important as

both control methods successfully reduced the application of forces to the

eye.

s Chapter 3:

In Chapter 3, first we summarize the difficulties for needle tip localiza-

tion during ophthalmic surgical tasks. Vision-based methods have certain

limitations including poor depth perception and the need for continuous

visibility of the tool tip in the microscope view. In contrast to vision-based

methods, a force-based framework was developed for simultaneous im-

provement of measurements for instrument insertion depth inside of the

eye as well as needle tip position when it undergoes deflection. Discrete

state-space models were formulated for the evolution of insertion depth

and tool tip position. Then the relevant sources of information obtained

from FWK and FBG sensors for measuring insertion depth and tool tip
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position were combined using a Kalman Filtering approach. Of note,

such information is critical for safety enhancement and more accurate

feedback in semi-autonomous robot-assisted tasks in eye surgery. The

associated estimations were significantly improved using the developed

framework, which is not dependent on any vision source. Future work

includes, but not limited to, the development of robot control schemes for

autonomous surgical tasks utilizing the improved estimations. Although

we predict that the developed method should work in a moving eye en-

vironment (because the algorithm is based on the relative motion of the

instrument and the eye, rather than absolute motion and because this

relative motion was simulated in the dynamic experiments), assessing

the algorithm in the setting of a moving eye is important to validate the

prediction. Furthermore, evaluating the algorithms in vivo is a necessary

direction for the future work.

s Chapter 4:

Chapter 4 describes how we build upon the force-based state space frame-

work that was reported in Chapter 3 and add special features to the nee-

dle tip localization algorithm. The developed force-based method does

not have the limitations of the algorithms for needle tip localization that

work based on vision. However, it requires that the mechanical proper-

ties (stiffness) of all instruments be obtained during pre-operative calibra-
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tion experiments. Chapter 4 explains how this dependency is removed by

combining force- and vision-based methods to obtain online adaptive/least

squares estimations of the instrument stiffness. Theory is further devel-

oped to make the entire framework independent of the frame transfor-

mation between the visual modality and the robot base, which is a pri-

mary limitation of all vision-based works reported in the literature. Be-

cause of this novel registration-independent property of the framework, it

can be potentially used in case of microscope movement, which typically

happens during a ophthalmic surgery. Furthermore, other vision-based

methods presented in the published literature fail to continue their esti-

mation if the tool tip is not visible during surgery. The present developed

framework, however, can continue to provide estimations of the tool tip

position during periods that the tip is not visible. The effectiveness of the

developed method is evaluated during static and dynamic phantom ex-

periments. The developed algorithm has the capability of providing more

accurate tool tip localization if more precise visual modalities (e.g. OCT or

available high-quality ophthalmic surgical microscopes) are used, which

can be further researched in the future. Among other future directions of

this work is testing the entire framework during realistic in-vivo experi-

ments.
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