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Abstract: 

The standard fitness-fatigue model (FFM) is known to include several limitations described by the linearity 
assumption, the independence assumption, and the deterministic assumption. These limitations ensure that the 
modelled response to chronic training does not match the complexity observed in practice. The purpose of part II of 
this review series was to describe previous extensions to the standard FFM to address these limitations, providing key 
mathematical insights and resources to both explain technical elements and enable researchers and practitioners to fit 
these extended models to their own data. To address the linearity assumption of the standard FFM and the associated 
limitation that doubling the training load predicts twice the performance improvement, two distinct extensions are 
reviewed including the addition of a non-linear transform to training inputs and inclusion of non-linear terms within 
the system of differential equations. To address the independence assumption where the response to a training session 
is unaffected by previous sessions, a popular extension where fatigue is updated as an exponentially weighted moving 
average of previous training loads is reviewed. Finally, the review introduces the concept of state-space models where 
uncertainty in the estimates of fitness, fatigue and performance measurement can be directly modelled eliminating the 
unsuited deterministic assumption of the standard FFM. The review also highlights how state-space models can be 
further expanded to include features such as the Kalman filter where parameter estimates can be updated with 
incoming performance measurements to better predict and manipulate training to optimise performance. Collectively, 
the range of topics covered in this review series and the resources provided should enable researchers and practitioners 
to better investigate the extensive area of FFMs and determine in what contexts models can assist with training 
monitoring and prescription.  
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1.0 Introduction 
 
Individualised exercise prescription in sport research and practice relies heavily on coach and athlete experience, prior 
knowledge of physiological mechanisms underpinning average response, and can be supplemented with quantitative 
monitoring approaches (Scarf et al., 2019). The process of individualised exercise prescription and the subsequent 
training regimes developed can be further enhanced through increased quantitative monitoring, modelling and 
prediction (Scarf et al., 2019). Each component of this process represents an active area of research where many open 
problems remain. Ideally, any performance model developed would possess specific qualities relating training to 
response with respect to causality, predictability, interdependence, non-linearity, relevance to specific training 
variables, and ease of identifying underlying physiological structures (Rasche & Pfeiffer, 2019). However, development 
of any performance model is an iterative process of refinement, and it is unlikely an ideal model will be derived in a 
first attempt.  It was over forty years ago that Banister and colleagues (Banister et al., 1975) described the first 
dynamical systems model of training response referred to as the standard fitness-fatigue model (FFM). Despite 
consistent scientific attention over a long history, their model and associated extensions remain in the domain of 
exploratory research. It was identified in part I of this review series that there has been little uptake of FFMs across 
contemporary research and in real world practical environments (Stephens Hemingway et al., 2021). This is likely 
explained by a combination of factors including: 1) research that assumes readers are proficient with requisite 
mathematical concepts and have an awareness of historical conventions, nomenclature and terminology; 2) a lack of 
accessible resources featuring clear methods, and simple tools for model implementation and evaluation; and 3) limited 
empirical research evaluating key aspects such as prediction accuracy, model stability, and appropriate methods for 
parameter estimation across diverse scenarios. We attempted to address some of these factors in part I of this review 
series by providing a detailed overview of FFMs and the overarching general model (Stephens Hemingway et al., 
2021). We also reviewed four key steps of fitness-fatigue modelling including training load quantification, criterion 
performance selection, parameter estimation and model evaluation, the latter two steps of which have received 
minimal discussion previously. From a technical point of view the modelling process can be conceptualized as 
illustrated in figure 1, regardless of the actual performance model being used. Initially, the given performance model 
is trained by fitting the model parameters. This procedure may be understood as learning the athlete-specific dynamics 
in terms of an individual fingerprint, which could help to understand adaptational characteristics. In practice the data 
usually consists of measured load and performance data in combination with an initial set of model parameters. 
Through an iterative parameter optimisation process aimed at minimising a loss function an optimised set of 
parameters is generated, which results in performance estimates in conjunction with a measure of in-sample model-
fit. In a second step the performance model is tested to validate the optimised parameter set using either a fraction of 
the measured load, which was not included in the fitting process, or future training load of interest. The resulting 
performance estimates estimate the out-of-sample model-fit. In that way, besides predicting future performance, 
existing knowledge of researchers and practitioners regarding the individual effects of given load on performance may 
be extended. 
 
Finally, in part I of this review series we identified novel approaches that could be used to enhance the use of basic 
FFMs including a focus on predicting physical performance in simple biomechanical tasks or exercises, the generation 
of high frequency performance data through routinely collected training metrics, and development of unique training 
load weightings to account for multiple modalities (e.g. hypertrophy, strength or power training) and their specificity 
according to the performance outcome (Stephens Hemingway et al., 2021). Whilst these recommendations may 
provide productive approaches and avenues for future research, it is important to recognise that they fail to address 
some of the limitations inherent to the structure of basic FFMs. It has been known for an extended period that the 
standard FFM and subsequent first-order filter extensions suffer from several limitations that are at odds with the 
conceptual understanding of training response (Banister et al., 1975; Busso et al., 1991, 1994; Calvert et al., 1976; 
Morton et al., 1990; Rasche & Pfeiffer, 2019). Three key limitations include: 1) the linearity assumption, where 
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performance can be arbitrarily increased by simply increasing the training dose and for example doubling the training 
dose leads to double the improvement (Hellard et al., 2006; Rasche & Pfeiffer, 2019); 2) the independence assumption, 
where there is no interaction between training sessions and therefore training performed on a given day does not 
influence the response generated from another session; and 3) the deterministic assumption, where uncertainty in model 
parameters and observed performance are not modelled directly and are not updated based on incoming information 
(Kolossa et al., 2017). Two general approaches have been proposed to address limitations inherent to basic FFMs: 1) 
altering the model input through constraining or saturating training loads (Hellard et al., 2005), and 2) altering the 
model formulation (Busso, 2003; Kolossa et al., 2017; Turner et al., 2017). Under the first of these approaches, Hellard 
et al. (2005) proposed the use of a threshold saturation function, termed the Hill function (Krzyzanski et al., 1999) to 
address the limitations of the linearity assumption and the result that indefinite increases in training loads result in 
continual increases in performance. Their use of a threshold saturation function to transform training loads to a non-
linear input with asymptote worked outside of the model formulation and therefore avoided changing the structural 
relationship between the input and output specified (Rasche & Pfeiffer, 2019). In contrast, under the second approach 
the structural relationship between model components is changed with previous research focussing on modifications 
to account for each of the three key limitations previously identified. In part II of this review series, we introduce and 
detail examples of both approaches. For changes in the model input we examine the Hill function. For changes in 
model specification, we include the variable dose-response (VDR) model designed to create interactions between 
subsequent training sessions, the Kalman filter to explicitly model uncertainty in model parameters and update model 
results based on incoming information, and inclusion of non-linear power terms to capture non-linearities and 
saturation effects. 
 
 

 
Figure 1: The performance modelling process in terms of fitting and validating a given performance model by an estimation of in- and out-
of-sample model-fit using corresponding performance estimates. 
 
 
Effective development of data-driven modelling approaches to assist with individualised prescription is likely to 
require greater numbers of researchers and practitioners to adopt and investigate more advanced models. However, it 
appears that as with a lack of uptake of even basic FFMs, reticence of researchers and practitioners to investigate and 
implement more advanced FFMs is influenced by limited exposure and availability of practical resources. Therefore, 
the purpose of part II of this review series is to detail advanced model developments and provide clarity to the 
underlying mathematics and associated strengths and limitations. Importantly, the review is accompanied by 
supplementary code resources written in the commonly used language R, provided in a dedicated online repository 
(fitnessfatigue.com, github.com/bsh2/fitness-fatigue-models). Included in this repository are didactic code resources 
that serve to provide clarity of methods and associated output described in this review, as well as the option to apply 
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utility-driven functions offering user-friendly functionality to fit and assess models. Clear and detailed documentation 
is provided with each code resource (see appendix for further details). Additionally, interactive R notebooks are hosted 
on Kaggle’s platform and these can be located through fitnessfatigue.com or links provided in the appendix. 
 

2.0 Contemporary methods to address limitations 

To enable this part of the review to stand alone and provide a comparator to the more advanced models that are the 
focus, we briefly outline the standard FFM developed by Banister and colleagues. The model takes as input a series of 
training load impulses that create positive (“fitness”) and negative (“fatigue”) responses, where modelled performance 
is a linear sum of these two antagonistic outputs (eq.1). The fitness 𝑔(𝑡) and fatigue ℎ(𝑡) responses are scaled by 
multiplicative factors that depend upon the units used to measure the training load and performance, and typically 
follow a relationship 𝑘! ≥ 𝑘" > 0 (Calvert et al., 1976), 

�̂�(𝑡) = 𝑝∗ + 𝑘"𝑔(𝑡) − 𝑘!ℎ(𝑡),										𝑔(𝑡) ≥ 0, ℎ(𝑡) ≥ 0, (𝑒𝑞. 1) 

where the parameter 𝑝∗ represents a baseline performance level that an athlete is unlikely to fall chronically below. 
The underlying dynamical system was specified by a set of first-order differential equations (eq.2) with rate decay 
constants 𝜏", 𝜏! > 0 for fitness and fatigue, respectively, 

𝑔$(𝑡) = 𝜔(𝑡) −
1
𝜏"
𝑔(𝑡)	

ℎ$(𝑡) = 𝜔(𝑡) −
1
𝜏!
ℎ(𝑡).

(𝑒𝑞. 2) 

In the appendices of part I of this review series (Stephens Hemingway et al., 2021), we present the derivation of the 
solution to this system of differential equations and the discrete approximation (eq.3) that is commonly presented in 
the literature.  

fitness	response																																										𝑔(𝑛) 				= C𝜔(𝑖) ∙ 𝑒
%('%()*!

																																																																																														
'%,

(-,

		

fatigue	response																																								ℎ(𝑛) 				= C𝜔(𝑖) ∙ 𝑒%
('%()
*"

																																																																																																			
'%,

(-,

(𝑒𝑞. 3) 

where continuous time 𝑡, has been discretised to day 𝑛. Additionally, eq.3 can be expressed in recursive form  

𝑔(𝑛) = [𝑔(𝑛 − 1) + 𝜔(𝑛 − 1)]𝑒
% ,
*!

ℎ(𝑛) = [ℎ(𝑛 − 1) + 𝜔(𝑛 − 1)]𝑒%
,
*" .

(𝑒𝑞. 4) 

2.1 Modification to model input and inclusion of non-linearity 
 

Prior to modifying the formulation of the standard FFM, an approach to address the limitation of arbitrarily large 
increases in performance is to apply restrictions to unconstrained training inputs (𝜔). An initial method to consider is 
to simply adopt an interpretable scale with a maximum value (e.g.  0 to 100). If for example a maximum value of 100 
is set, then from the standard model (eq.2) the maximum amount of fitness (or fatigue) that can be achieved from a 
single training session is 100𝑘" (or 100𝑘!) where the units of the multiplicative factors match that of the performance 
being modelled. Additionally, given the nature of general FFMs and their solutions involving exponential functions, 
these fitness and fatigue effects are at their maximum immediately after a training session. It follows that researchers 
and practitioners can identify maximum improvements that could reasonably occur over a short period (e.g. 1-week) 



DOI 10.31236/osf.io/5qgc2| SportsR𝑥iv Preprint version 1   

Swinton, Stephens Hemingway, Rasche, Pfeiffer, Ogorek (2021) 

6 

and use this value to set upper bounds when estimating model parameters. Whilst this approach assists with creating 
more interpretable parameters and training inputs, it does not address limitations of linearity in training response. A 
potential solution to this limitation was proposed by Hellard et al. (2005). The authors proposed the use of the Hill 
function that mapped training inputs in a non-linear fashion to a threshold (𝜅), such that higher inputs have no 
additional effect on performance. Figure-2 demonstrates the behaviour of the Hill saturation function, as recreated 
from parameter values provided in Hellard et al. (2005). The Hill function is described by the following equation: 

𝐻𝑖𝑙𝑙(𝜔) = 𝜅 P
𝜔.

𝛿. +𝜔.R , (𝑒𝑞. 5) 

where the parameter 𝛾 expresses the sensitivity to the training load and controls the time to reach the threshold 𝜅 
(larger 𝛾 leads to shorter times to reach 𝜅), and 𝛿 is the inertia of the function to the threshold value (low 𝛿 expresses 
a strong effect of dose on performance). In applying the Hill function to the standard FFM there are multiple options 
available. One option includes setting 𝜅 to an interpretable maximum value (e.g., 100) and then setting 𝛾, 𝛿 to control 
the non-linearity desired. The scaling parameters 𝑘" and 𝑘! would then be used to transform training loads to change 
values in the performance measure. Alternatively, there is potential to develop more complex transforms for a given 

training input (𝜔) and map this to different non-linear fitness U𝜅", 𝛾", 𝛿"V and fatigue {𝜅!, 𝛾!, 𝛿!} forms. Here, 𝜅" 

and 𝜅! replace the scaling coefficients 𝑘" and 𝑘! and represent the maximum amount of fitness and fatigue expected 

from a single training session. The parameters 𝛾", 𝛿", and 𝛾!, 𝛿! tune the degree of non-linearity for fitness and fatigue, 
with performance estimated with 

�̂�(𝑛) = 𝑝∗ +C𝜔"(𝑖)
'%,

(-,

⋅ 𝑒
%	('%()*! −C𝜔!(𝑖)

'%,

(-,

⋅ 𝑒%	
('%()
*" 	, (𝑒𝑞. 6) 

where the fitness component is defined as 

𝜔"(𝑖) = 𝜅" [
𝜔(𝑖).

𝛿"
. +𝜔(𝑖).

\ , (𝑒𝑞. 7) 

and the fatigue component is defined as 

𝜔!(𝑖) = 𝜅! [
𝜔(𝑖).

𝛿!
. +𝜔(𝑖).

\.		 (𝑒𝑞. 8) 

 

 
Figure 2: Arbitrary behaviour of Hill training load saturation function (eq.5) when 𝜅 = 10, and 𝛾, 𝛿 vary as shown. Plots recreated 
from parameter values provided in Hellard et al. (2005) 
 
Hellard et al. (2005) investigated whether modifying training input with a Hill function resulted in better model fit 
compared with standard linear input across 7 elite swimmers engaging in a long study period (100-200 weeks). After 
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statistically controlling for the additional parameters, Hellard et al. (2005) identified slightly improved model fit with 
the addition of the Hill function (R/012   = 0.43 ±	0.1 vs. 0.36 ±	0.1). However, goodness-of-fit was poor across all 

athletes and both models. The authors included no out-of-sample assessment of model predictions, and so it is difficult 
to evaluate the extent of model overfit considering the additional flexibility the Hill function affords. It is possible that 
fitting the model over a long duration (100-200 weeks) contributed to the generally poor fit across both models, as 
parameters obtained may not remain stable for such long periods, either due to estimation issues or underlying change 
(discussed in part I of this review series). In the supplementary files we include an optimisation routine that is well 
suited to estimating the Hill function parameters for fitness and fatigue. 
 
2.2 Modification to model specificity and inclusion of interaction between training sessions 

Identified in section 1.0, one of the key limitations of the standard FFM is the independence assumption such that 
the response to the current training session is not influenced by previous sessions. Busso (2003) was the first to 
propose a model to address this limitation that included the addition of a first-order filter on the fatigue component 
and is commonly referred to as the variable dose-response (VDR) model. To account for the interaction between 
training sessions Busso (2003) focused on the perspective that fatigue was most likely to be influenced by previous 
training (with higher previous training loads generating greater fatigue) and so introduced a further 'gain' term for 
fatigue with associated time constant 𝜏!2. One specific implementation of the model can be presented as 

�̂�(𝑛) = 𝑝∗ + 𝑘"C𝜔(𝑖) ⋅ 𝑒
%('%()*!

'%,

(-,

− 𝑘!C𝑘!2(𝑖)
'%,

(-,

⋅ 𝑒%
('%()
*" , (𝑒𝑞. 9) 

where the first-order filter 𝑘!2(𝑖) is calculated by a series of decaying exponentials with time-constant 𝜏!# ≥ 0	, such 
that 

𝑘!#(𝑖) =C𝜔(𝑗) ⋅ 𝑒
%((%3)*"#

(

3-,

. (𝑒𝑞. 10) 

These dynamics are intuitive and appear to be a more reasonable description of the change in fatigue response with 
accumulation of previous training compared to the standard FFM (Chiu & Barnes, 2003). It can be seen from (eq.9) 
that both fitness and fatigue components are represented by a sum of exponentially decaying training loads. For the 
fitness component each decaying training load is set by the individual training input 𝜔(𝑖).	In contrast, it can be seen 
from (eq.10) that each decaying training load for fatigue is set by a weighted average comprising 𝜔(𝑖) and previous 

training sessions c𝜔(1), … ,𝜔(𝑖)e. If 𝜏!# is set to a low value, there is limited interaction between training sessions 

and the value of weighted average is set primarily by 𝜔(𝑖). However, for larger values of 𝜏!2 there is greater interaction, 
and the value of the weighted average is influenced to a greater degree by previous training sessions.  

 

To assess whether the VDR model could better describe the response to training compared with the standard FFM, 
Busso (2003) fit both models to six healthy males undergoing a prospectively designed training schedule comprising 
progressive overload followed by training cessation. Whilst the findings demonstrated the VDR model produced 

significantly improved fit (R/012 = 0.931 − 0.958)(𝑃 < 0.001) compared to the standard FFM cR/012 = 0.917 −

0.943e, the magnitude of the improvement was small. Importantly, Busso (2003) did not include out-of-sample testing 
and so an assessment of predictive validity is not provided. As with the Hill function, the additional parameters afford 
increased flexibility which could improve in-sample fit at the cost of less accurate out-of-sample due to overfitting. 
Busso (2003) also demonstrated that the VDR model created an inverted-U-shape relationship between constant daily 
training thereby partly addressing issues of linearity with the standard FFM.  
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2. 3 Modification to model specification and inclusion of uncertainty and feedback 

The VDR model and standard FFM do not attempt to model uncertainty in the processes that generate fitness, fatigue 
and performance estimates. Additionally, estimates typically remain fixed irrespective of new incoming data. There 
have been some limited examples where estimates are updated by applying constraints that link for example successive 
sets of parameter estimates via a least squares algorithm (Busso et al., 2002). However, how FFMs could be expressed 
as linear state-space models thereby integrating uncertainty. A state-space representation is a mathematical model of 
a physical system as a set of input (e.g. training load), output (e.g. performance) and state variables (e.g. fitness and 
fatigue), where the unobserved state evolves over time depending on current values (e.g. in a recursive format as 
described in eq.4) and the system’s input. The linear descriptor refers to the ability to specify the models in terms of 
matrices and linear algebra calculations. The recursive form of the standard FFM (eq.2 and eq.4) can be specified as a 
linear state-space model using the following matrix calculations. 

𝐱'4, = 𝐀'𝐱' + 𝐁𝒏𝜔' + 𝐯', (𝑒𝑞. 11) 

where 𝐱'4, is a vector comprising fitness and fatigue on day 𝑛 + 1, 𝐀' is a diagonal 2	× 2 “transition matrix” of 
coefficients that multiply the current fitness and fatigue values, 𝐁' is a 2	× 1 matrix of coefficients that multiplies the 
scalar training input, and 𝐯' is the state noise quantified by a 2	× 2 covariance matrix that is generally denoted by 𝑸. 
The state noise describes the random changes in state (e.g. fitness and fatigue) above and beyond the deterministic 
component involving training and past fitness or fatigue. Kolossa et al. (2017) noted that these random changes can 
be considered unmodeled exertions of the athlete and additional features not captured by the fitness and fatigue 
relationship with training load. To match the standard FFM the matrices in eq.11 are set to the following: 

𝐱' = P𝑔(𝑛)ℎ(𝑛)R , 𝐀' = 𝐀 = n𝑒
% ,
*! 0

0 𝑒%
,
*"

o ,𝐁𝒏 = 𝐁 = n𝑒
% ,
*!

𝑒%
,
*"

o , Var(𝐯') = 𝑸 = [
𝜎"2 𝜎",!
𝜎",! 𝜎!2

\ , (𝑒𝑞. 12) 

where the state of the system is not observed directly but is accessible by means of indirect measurements of 
performance 𝑝' from the equation  

𝑝' = 𝑝∗ +	𝐂'𝐱' + 𝛈', (𝑒𝑞. 13)
where 𝐂' = 𝐂 = c𝑘", −𝑘!e a 1×2 matrix and 𝛈' is the observed performance noise described by actual measurement 

errors with variance denoted by 𝜉2. 

Expressing the FFM as a state-space model has the advantage that uncertainty in the state and measured performance 
can be modelled addressing the reality that all models are limited and contain uncertainty. Kolossa et al. (2017) also 
described how the Kalman filter could be combined with a state-space representation of an FFM to obtain better 
fitness and fatigue estimates with incoming data. The ability of the Kalman filter to operate on quantities exhibiting 
statistical noise over time and iteratively update may provide practitioners with an effective resource to optimise 
training prior to important events (an example of this process is provided in the supplementary resources). The goal 
of the Kalman filter is to generate an “a posteriori” state estimate  𝐱u' based on “a priori” estimate 𝐳' from the 
deterministic mechanics and the observed performance 𝑝'. The extent to which the a priori estimate is updated 
depends on the relative extent of the uncertainty in the state to the uncertainty in the measurement (the ratio of 𝑸 to 
𝜉2). When the uncertainty in the state is large relative to the uncertainty in the measurement, the “Kalman gain” will 
be high and the filter will place more weight on the incoming performance data and relatively large corrections can be 
made in the a posteriori estimate. In contrast, when measurement uncertainty is large relative to uncertainty in the 
state, little weight will be placed on incoming data and there will be minimal correction to the initial a priori estimate. 
More formally, the stages of the Kalman filter are expressed in the following procedural flow. 



DOI 10.31236/osf.io/5qgc2| SportsR𝑥iv Preprint version 1   

Swinton, Stephens Hemingway, Rasche, Pfeiffer, Ogorek (2021) 

9 

1) Calculate the a priori state estimate 𝐳' 

𝐳' = 𝑨𝐱u'%, +𝑩𝜔'%,, (𝑒𝑞. 14) 

where 𝐱u'%, is the previous a posteriori state estimate, or for the case where 𝑛 = 1, 𝐱u7	is the initial state which 
may be set to 𝑔(0) = ℎ(0) = 0 or estimated as unknown parameters. The second stage of the Kalman filter is  

2) Calculate the Kalman gain 𝐊' as a 2 × 1 matrix, defined as 

𝐊' = 𝑴'𝑪𝑻(𝜉2 + 𝑪𝑴'𝑪𝑻)%,, (𝑒𝑞. 15) 

where 𝑴' is the covariance matrix of 𝐱u' which is iteratively updated (eq.17). The Kalman gain scales the 
transformed matrix 𝑴'𝑪𝑻 by the scalar value (𝜉2 + 𝑪𝑴'𝑪𝑻), which describes the total variance in the state plus 
the variance in the measurement. 

3) Calculate the a posteriori state estimate 𝐱u' as 

𝐱u' = 𝐳' +𝐊'(𝑝' − 𝐂𝐳'). (𝑒𝑞. 16) 

The third stage of the Kalman filter is the correction stage where the a priori estimate 𝐳' is updated after observing 
the performance	𝑝'. The Kalman gain 𝐊' is expressed as a 2 × 1 matrix such that the correction to fitness and 
fatigue can be distinct and influenced by the state noise of each component and the error covariance specified. 
The Kalman gain for each component is multiplied by a scalar which is equal to the difference between the 
observed performance and the initial estimated performance (𝐂𝐳'). Therefore, the larger the difference between 
the initial estimated performance and the observed performance the larger the correction. The fourth and final 
stage of the Kalman filter is  

4) Update the estimation a posteriori error covariance matrix 𝑴' with 
 

𝐌'4, = 𝑸+ 𝑨𝑴'𝑨𝑻 − 𝑨𝑴'𝑪𝑻(𝜉2 + 𝑪𝑴'𝑪𝑻)%,𝑪𝑴'𝑨𝑻. (𝑒𝑞. 17) 

After initialisation, the updating of 𝑴'	governs how the Kalman gain evolves over time and the strength of the 
filtering effect of the model (for further details on fitting the Kalman filter in practice see appendix). In a non-
stationary case like the FFM (due to non-stationary training driving the process), initialisation of 𝑴7 falls into three 
categories: 1) “known” initialisation, where values are set; 2) “approximate diffuse” initialisation, where 𝑴7 = 	𝜅𝑰 for 
large 𝜅; 3) and “exact diffuse” initialisation which relies on limits as variances approach infinity (Fulton, C., & Opg 
2017). The four stages of the Kalman filter can then be repeated with the estimated state and performance updated 
based on training input and corrections applied when performance is measured.  

 

When using the Kalman filter, as is the case when fitting general FFMs, the model parameters must be estimated from 
training and performance data. This is achieved through algorithmically minimising some loss criterion, for example, 
the residual sum of squares between modelled and measured performance data, which, in the case of gaussian errors, 
coincides with the likelihood function (Mannakee et al 2016). With even the standard FFM, optimisation is analytically 

intractable and numerical procedures are used that require starting values for parameters U𝑝∗, 𝑘", 𝑘!, 𝜏", 𝜏!V. While 
the available algorithms differ, they all are iterative in nature, stopping when the loss function falls below some 
prespecified threshold. When using the Kalman filter, the likelihood is available as a by-product of filtering operations 
(Fultcn, 2017), and thus the Kalman filter can be fit with the same optimisation routines as the standard FFM with 
additional starting values for the extra parameters. Given that an entire run of the filtering algorithm is required to 



DOI 10.31236/osf.io/5qgc2| SportsR𝑥iv Preprint version 1   

Swinton, Stephens Hemingway, Rasche, Pfeiffer, Ogorek (2021) 

10 

obtain the likelihood of the sample, a “double loop” results when paired with a numerical optimisation procedure, 
and time to convergence may be slow for long series. Additionally, given the additional parameters that must be 
estimated in the Kalman filter model given the same setup as the standard FFM, some “sloppiness” in parameter 
estimation is likely. We found the full 𝑸 matrix difficult to recover, though the model’s predictions were still quite 
good (see appendix). 

 

Kolossa et al. (2017) outlined that more complex FFMs could be expressed as linear state-space models. The authors 
demonstrated that the VDR model could be easily expressed as a linear state space model and by including the Kalman 
filter could provide a means of addressing both the limitations of independence between training sessions and failure 
to take advantage of incoming data (Kolossa et al., 2017). To express the VDR model as a linear-state space model a 
simple change is required from eq.12 where the control matrix 𝑩 is updated each iteration according to the following 
equation: 

	𝐁𝒏 = n 𝑒
% ,
*!

𝑘!#(𝑖)	 ⋅ 𝑒
% ,
*"
o , (𝑒𝑞. 18) 

where 𝑘!#(𝑖) is given in eq.10. Further extensions combining FFMs and the Kalman filter are conceivable and include 

use of time-varying coefficients (𝑝∗, 𝑘", 𝑘!), cyclical variation, and external regressors (Commandeur et al., 2011). 

 
2.4 Modification to model specification and inclusion of non-linearity 

A common criticism of the standard FFM is that it is based on linear systems theory (i.e., control systems constructed 
of linear differential equations) that limits accuracy given the observed non-linearity of most human phenomena 
(Turner et al., 2017). Turner et al. (2017) presented a novel refinement of the standard FFM, introducing a generic 
mathematical framework to capture the non-linear effects of training (i.e., the problem of increased performance with 
arbitrary increases in training load and diminishing rates of return) enabling the search for optimum training programs 
in theory. The authors suggested that the standard FFM could be updated and specified as a system of non-linear 
differential equations for the fitness and fatigue components, as follows: 

𝑔$(𝑡) = 𝑘" ∙ 𝜔(𝑡) −
1
𝜏"
𝑔(𝑡)9	 (𝑒𝑞. 19) 

ℎ$(𝑡) = 𝑘! ∙ 𝜔(𝑡) −
1
𝜏!
ℎ(𝑡): , (𝑒𝑞. 20) 

where 𝛼, 𝛽 are power terms that represent the model’s non-linearities, and where the original linear systems model 
can be recovered by simply setting 𝛼 = 𝛽 = 1. 

 

To explore the features of the non-linear model, Turner et al. (2017) first investigated the simplistic case of constant 
daily training 𝜔. The authors demonstrated that under this simple analysis model a steady-state performance would 
be reached equal to  

�̂�(𝑡) = 𝑝∗ + c𝑘"𝜏"𝜔e
,
9 − (𝑘!𝜏!𝜔)

,
: , (𝑒𝑞. 21) 

and that the constant training load that caused maximum steady-state performance was equal to  
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𝜔;<= = nP
𝛽
𝛼R

9
: c𝑘"𝜏"e

:

(𝑘!𝜏!)9
	o

,
:%9	

. (𝑒𝑞. 22) 

A limitation of the non-linear model was identified when investigating uniform weekly schedules where the daily 
training load could fluctuate but the same weekly schedule was repeated. Turner et al. (2017) demonstrated that 
repeated application of this weekly schedule created a periodic steady-state solution with the maximum obtained when 
the average training load was equal to that presented in eq.22. The analysis demonstrated under this constraint the 
equivalence of different patterns of training loads within a week, if the average training load was the same. Therefore, 
the model addressed the limitations of linearity but not independence of subsequent training sessions.  

 

Turner et al. (2017) also investigated the predictive validity of the non-linear model on a data set collected from a 
single cyclist. Training load data were collected over 532 days with performance measured across 18 sessions 

throughout the period. The non-linear model comprised seven parameters U𝑝∗, 𝜏", 𝜏!, 𝑘", 𝑘!, 𝛼, 𝛽, V and was fit to 9 
of the performance measures with cross-validation performed on the remaining 9 performances. The cross-validation 
process was repeated many times for 9 randomly selected performances with parameters estimated each time with a 
genetic algorithm. Despite the small number of performance sessions and the large number of training days over 
which the model was fit, good predictive agreement was obtained. Additionally, the repetition of obtaining different 
parameters across the randomly selected performances was used to assess sensitivity in parameter estimation. 
Relatively tight variation was identified across all parameters with values generally ranging from 0.5 to 1.5 times the 
average estimated value. Turner et al. (2017) also used the variation in parameter sets to generate uncertainty in 
performance predictions and presented this graphically using a normalised 2-D histogram. In the accompanying code 
in the supplementary files we demonstrate how the nonlinear model can be fit to data and apply similar boot-strapping 
processes to generate multiple parameter estimates and plot predicted uncertainty to future training loads.   

3.0 Conclusions 

A central goal of applied sport and exercise science is to appropriately design training interventions with the aim of 
improving physical capabilities and ultimately sporting performance. The design, monitoring and systematic 
application of physical stimuli are, however, complex and there is a need to develop more appropriate frameworks to 
better understand the processes and achieve improved outcomes (Jeffries et al., 2020). Even in the most current 
frameworks the standard FFM developed by Banister and colleagues over 40 years ago plays a central role (Jeffries et 
al. 2020). Whilst this role is primarily a conceptual one, the mathematics of FFMs have                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                 
the potential to contribute much more, especially given the primacy that is now placed on quantitative monitoring of 
athletes. Indeed, the overarching purpose of this review series has been to highlight the richness and extensive 
possibilities that exist to experiment with FFMs and support the physical development of athletes. In part I of this 
review series it was recommended that there was a shift in emphasis and FFMs be built and evaluated from training 
and measurements obtained during performance in simple physical tasks or exercise movements. From there, the 
scope of what can be attempted is extensive, from the design of innovative methods to quantify physical training, the 
development of high frequency performance data from training-based measurements, to the estimation of model 
parameters and associated uncertainty used to highlight the most likely outcomes rather than unrealistic point 
predictions (each discussed in part I). The scope can then be extended even further when as highlighted in part II of 
this review series, the underlying mathematics are developed creating more advanced models featuring for example 
interactions between training sessions, estimates of uncertainty and the ability to update predictions with incoming 
data, and facilities to account for likely non-linearities in the input to output relationships. The large data sets that 
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practitioners are now routinely collecting provide an important source of information to build, experiment and 
evaluate models using a variety of cross-validation approaches (discussed in part I). The most promising approaches 
can then be assessed in fully prospective environments with continued dialogue and collaboration between researchers 
and practitioners used to enhance rigour and practical application. However, to facilitate this development, there is a 
need to overcome the initial barrier to entry which can be sizeable given the limited resources that exist to explain and 
enable experimentation with FFMs. It is hoped that this review series and the mix of resources providing both utilities 
to perform many of the operations with a user’s own data, and didactic code to provide guidance encouraging users 
to be develop their own processes, can go some way to lowering the barrier to entry.  
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Appendix: Supplementary code resources 
 
Project website: fitnessfatigue.com  
Repository URL (direct): www.github.com/bsh2/fitness-fatigue-models 
 
The fitness-fatigue model code project is focussed on developing open-source, robust, and flexible utilities for fitting 
and evaluating fitness-fatigue models (FFMs); with modern optimisers, out-of-sample assessment, and input checking. 
In addition, and with particular attention to part II of this review series, illustrative code in a didactic-style has been 
constructed that guides the user through the application of several advanced methods (e.g. Hill saturation, VDR 
model, Kalman feedback) via an interactive procedural flow. The former of these resources, the utility scripts, form 
the focus of part I in this review series, and the latter illustrative notebooks form the focus of this review. Prior to this 
project, there has not been a centralised repository of code suitable for the study of FFMs and related models. 
 
The goal of this project is to expedite research and development of FFMs and methods in the sport and exercise 
sciences, and to reduce initial barriers to study. It is hoped the resources contained in the repository will be useful to 
researchers, educators, students, and practitioners alike. The open-source nature of the repository encourages others 
to contribute code, offer improvements to existing methods, and assess the processes going on under the hood. The 
repository is not an endorsement of these models as “ready to use” in practice, but rather should be thought of as a 
set of scientific tools to aid understanding and future development. 
 
The tools were written in the statistical programming language R (R Core Team, 2020), given the large increase in 
uptake and interest amongst sport scientists for analysing experimental data over the last five years. It was therefore 
hoped that this medium would reach the largest audience in its initial form. There is scope in the future to explore the 
use of interactive dashboards if suitable models can be identified, and several planned future developments are ongoing 
for the repository to expand the range of available tools. 
 
Code notebooks: 

These code notebooks act as ‘documentation’ for the illustrative code files, and provide a run through of the materials 
provided and underlying methods. 
 

Notebook Link 
Fitness-fatigue models: Standard, Hill 
Saturation, VDR model 

https://www.kaggle.com/baogorek/fitness-fatigue-models-
illustrative-code 

Fitness-fatigue model with Kalman 
feedback 

https://www.kaggle.com/baogorek/kalman-filter-illustrative-code 

Non-linear variant of standard model 
system 

https://www.kaggle.com/bsh2020/turnermodel  

 
Fitting the standard model, hill function, VDR model, and Kalman filter 

Maximum Likelihood Estimation 

Maximum likelihood estimation is a general-purpose method for estimating unknown parameters in models. For the 
basic FFM and its variants, it coincides with nonlinear least squares under the assumption of independent and 
identically distributed Gaussian errors (Cole et al., 2014). Within the state-space formulation of the Kalman Filter, the 
likelihood is available as a by-product of filtering operations. Thus, maximum likelihood can be employed for all 
models in this review. 
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The general applicability of maximum likelihood does not guarantee easy estimation; there may be pathological 
curvature, local optima, and “sloppiness” in the geometry of the parameter space (Mannakee et al., 2016). We found 
the L-BFGS-G optimisation algorithm (offered in most statistical software) to be convenient in addressing these 
issues. The L-BFGS-G algorithm affords the use lower and upper search bounds, which allows incorporation of 
content knowledge to guide the search. It also removes the need for parameter transformations to ensure parameters 
do not leave their natural range (e.g., negative variance estimates); working on the original scale is simpler 
computationally and conceptually.  

Here we outline the decisions made while using the L-BFGS-B algorithm in our “illustrative” code, including the 
starting values, the upper and lower limits, and the scaling and tolerance parameters. The starting values are chosen 
with the help of linear regression, whereby a course grid of time constants 𝜏", 𝜏!, 𝜏!2 (if VDR) as well as 𝛿, 𝛾	values 
(Hill transformation) are needed to seed the procedure. While the grid can be course-grained, the procedure is fast 
enough to run through thousands of combinations in seconds each linear regression has a closed-form solution. The 
specific methodology for choosing starting values is outlined below: 

• For time constants 𝜏", 𝜏!,	and 𝜏!2 (VDR), and hill transformation parameters 𝛿, 𝛾: the values from the 
course grid corresponding to the linear regression with the smallest RMSE. 

• For 𝑝∗, 𝑘", 𝑘!: the intercept and regression coefficients corresponding to the linear regression with the 
smallest RMSE. 

• For 𝜎: the smallest RMSE. 

With the best time constants in hand, convolutional estimates of fitness and fatigue can be computed directly. These 
are useful for computing other starting values. 

• For initial fitness and fatigue parameters 𝑞", 𝑞! in the FFMs and the Kalman Filter state vector, a linear 
extrapolation to time 0 of the fitness and fatigue convolutions is used. We discarded the initial 10% of 
convolution values to remove the starting effects. 

• For M, the unconditional variance of the initial state in the Kalman Filter, we use 1 / 2 the magnitudes of 
the initial state vector for the standard deviations. This carries the interpretation that 2 standard deviations 
is 100% of the initial state guess. We used 0 as the covariance. 

• The initial state update of the Kalman Filter depends on an initial state value (fitness and fatigue) but also on 
a training load for “time 0.” Rather than using 0 or creating yet another parameter, we choose to use the 
average training intensity in the data set. 

• For 𝜎", 𝜎!, we obtain rough state error predictions by 𝑓(𝑡) − exp �− ,
*
�𝑓(𝑡 − 1), for both fitness and 

fatigue, and take the standard deviations of those. 

• For 𝜌, the state correlation, we set it equal to 0. 

For upper and lower constraints in L-BFGS-B: 

• For 𝑝∗, the bounds chosen are 1 / 2 and 2 times the intercept of the best starting values regression. 

• For 𝑘", 𝑘!, the lower bound chosen is 0. The upper bound is set at 10 times the corresponding coefficient 
of the best starting values regression. 

• For 𝜏", 𝜏!, the lower bound is chosen to be 1 (unit of time) and the upper bound is chosen as the number 
of time points in the series (i.e., n units of time). 

• For 𝜎", 𝜎!	 in the state error covariance, we use a lower bound of 1E-6 to avoid covariance matrix singularity 

and 10 times the RMSE estimate of 𝜎 as an upper bound. 

•  For 𝜌 in the state error covariance, the bounds chosen are -.999, .999, again to avoid covariance matrix 
singularity. 
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For parameter scaling, the parscale argument in R’s optim routine allows optimisation to be performed on 
parameter / parscale (R Core Team, 2020). We set it to be the parameter upper bounds described above with 
good results. The tolerance parameter controlling the convergence, called “factr” (as in “factor of machine 
precision”), we chose 10, which is considerably smaller than the default of 1e7. The documentation for Python’s 
SciPy states that typical values for factr are: 1E12 for low accuracy; 1E7 for moderate accuracy; 10.0 for extremely 
high accuracy. The maximum number of iterations is limited to 10,000. 
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