
        

University of Bath

PHD

Microresonator frequency combs and crystals of light

Fan, Zhiwei

Award date:
2023

Awarding institution:
University of Bath

Link to publication

Alternative formats
If you require this document in an alternative format, please contact:
openaccess@bath.ac.uk

Copyright of this thesis rests with the author. Access is subject to the above licence, if given. If no licence is specified above,
original content in this thesis is licensed under the terms of the Creative Commons Attribution-NonCommercial 4.0
International (CC BY-NC-ND 4.0) Licence (https://creativecommons.org/licenses/by-nc-nd/4.0/). Any third-party copyright
material present remains the property of its respective owner(s) and is licensed under its existing terms.

Take down policy
If you consider content within Bath's Research Portal to be in breach of UK law, please contact: openaccess@bath.ac.uk with the details.
Your claim will be investigated and, where appropriate, the item will be removed from public view as soon as possible.

Download date: 03. Mar. 2023

https://researchportal.bath.ac.uk/en/studentTheses/baf72956-e361-48de-aeda-3e31a874c243


Microresonator frequency combs and crystals of

light

Zhiwei Fan

Supervisor: Prof. Dmitry V Skryabin

Department of Physics
University of Bath

This dissertation is submitted for the degree of
Doctor of Philosophy

Bath, United Kingdom November 2022





Declaration

I hereby declare that all the contents are original except where specific reference is made
to the work of others. Besides, the thesis has not been submitted in whole or in part for
consideration for any other degree or qualification in this, or any other university.

Zhiwei Fan
November 2022





Acknowledgements

I am indebted to my supervisor, Prof Dmitry V Skryabin, for his guidance on my research,
the training on my presentation skills and financial support which helped me focus on science.
The accomplishment of this degree within three years cannot be separated from his prompt
suggestions showing me the right route. With the help of Dmitry, I have broadened my
academic horizon and interests through collaborations with European and American groups.
Again, I genuinely appreciate his inspiration and support.

University of bath locates in the city of Bath in southwest England embraced by historical
sites and gifted musicians. The graceful melody across the town enriched my life during
the tough pandemic period. I am grateful for the joyful moments working with colleagues,
Dr Danila Puzyrev, Dr Alberto Villois and Vladislav Pankratov. They helped me in many
aspects, especially in program optimisation.

I acknowledge the group at the University of Freiburg supervised by Dr Ingo Breunig.
During my secondment, I was lucky to work and try a lot of things in different laboratories.
I have to admit this was a marvellous journey. In particular, appreciations go to Nicolas
Amiune for the experimental training, and also to Dr Yannick Minet and Dr Jan Szabados for
the interesting talks.

I would like to thank Ms Joanna Lucyszyn, the Marie Curie project coordinator, who
guided me on the administrative rules and travel notices over the pandemic period. I am also
indebted to all the members of the Microcomb community, and I wish you all good luck and
success.

Most importantly, I sincerely appreciate my family: father- Rui Fan, mother- Zhijing Hu,
grandma- Hongzhi Wang, and my young brother- Zhijing Fan for their love, support, and
understanding and for always being my side in the tough moments. Last but not least, my
heartfelt gratitude goes to Dr Shiyue Liu for her encouragement and support over the past
years and also in the foreseen future.





Abstract

Microresonators, with highly compact size, strong nonlinearity and the ability to tailor the
dispersion, have attracted great attention in the last decade. Microresonator-based frequency
combs (microcombs) have accelerated the progress in the next-generation applications,
including range sensing, quantum commutation, spectroscopy, etc. The ring structure limits
the light circulating in the cavity to the resonant frequencies. The microcombs, resulting
from the cascaded frequency conversions, are generated with the dual balances between
nonlinearity and dispersion, as well as the gain and loss. This thesis starts with an overview
of the frequency comb development and mechanism. We then report our theoretical studies
of the microcomb generation and manipulation under different setups and materials. The
first study focuses on the bidirectional Kerr microresonators under the high-finesse condition.
It gives an averaged model with the reshaped nonlinearity dominating the microresonator
detuning. Such impact on the effective detuning accounts for some interesting phenomena
such as bright-dark resonances and soliton blockade. In addition, we have extended the
Arnold tongue instability theory of unidirectional microresonator into the two-component
case.

Observations of the soliton crystals in the above study have raised our interest and we
report the topological band can be formed through the periodic sequence of dissipative
Kerr solitons rotating in a ring microresonator. The soliton arrangement is like the well-
known one-dimensional Sú-Schrieffer-Heeger (SSH) lattice, where the relative positioning of
solitons forms the weak and strong bound pairs in a unit cell through dispersive waves. Using
the Bloch theorem, we report the soliton metacrystals band structure and its topological
properties. The non-trivial topology has been identified through the geometric phases flip
(π step transition), the Wannier function distribution and the corresponding edge states by
introducing proper defects. The chirality, induced by breaking the mirror symmetry of the
crystal arrangements in the microresonator, leads to the optical frequency combs resembling
butterfly-wing-like patterns.

Aside from the discussions on microcomb generations in χ(3) medium, in the third topic,
we expand discussions for the χ(2) resonators whose merits include but are not limited to
the stronger nonlinear strength and the ability to convert lights from near-IR to mid-IR
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range. The phase-matched half-harmonic frequency comb at mid-IR is achieved through
optical parametric oscillations (OPO). We demonstrate the ordinary and staggered spectrum
patterns, where the latter spectra have been the first experimental evidence observed by
our collaborators. Another significant numerical observation obtained from our numerous
simulations is the soliton comb generation in the mid-IR range, with remarkable stability and
bandwidth spanning over 70 free spectral ranges (FSRs).
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Chapter 1

Introduction

1.1 Frequency comb

Optical frequency combs operate as spectral rulers for ultrafast-process measurements. A
significant application is to accurately define one second through measurements of the
optical transitions in atoms with well-defined energy levels. 133Cs microwave clock was
first developed by L. Essen and J. Parry in 1955 at National Physical Laboratory (UK) and
redefined the SI second as 9,192,631,770 oscillations between two hyperfine ground states of
caesium [1]. Since the higher frequency of the transitions has a finer structure in the time
discretization, the strontium-based atomic clock improved the time precision to 16 digits and
the recent optical clock network system presented the ultra-high precision measurements
serving as a state-of-the-art technique for probing the quantum systems [2, 3] . The challenges
arise from the extreme detections of optical transitions in the order of hundreds THz which
is largely beyond the most advanced detection range of electronic scope at the GHz level.
Using frequency chain [4] to link such regimes as considered in the last 70s is not convenient
due to the complexity until the emergence of frequency combs which serve as an optical gear
bridging the radio and optical frequencies elegantly and practically [5].

An optical frequency comb is well known as the train of pulses emitted from a mode-
locked laser. In the time domain, as displayed in Fig.1.1, the envelopes of each pulse are
propagating in the group velocity with time spacing τ between two neighbouring pulses. It
defines the repetition rate:

ωr =
2π

τ
(1.1)

Though the envelopes repeat in time, the actual fields are not due to the offset between the
phase and group velocities, resulting in the carrier-envelope phase offset ϕceo(t). The sketch
in Fig.1.1 shows the pulse on the right side has the phase accumulation ∆ϕ . Globally, it leads
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Fig. 1.1 The sketch shows the carrier-envelope offset induced by the phase and group velocity
difference. The envelopes in the top row are reproduced over time, with phase difference ∆ϕ

between two adjacent fields shown at the bottom.

to the offset frequency ωo:

ωo =
dϕceo(t)

dt
(1.2)

Fig.1.2 presents a typical comb structure in the spectral domain of the pulses emitted from
a mode-locked laser. The frequency of each mode is determined by the longitudinal mode
index n and the offset frequency ωo. The measurement of ωo is usually achieved by self-
referencing for an octave-spanned spectrum [6–8]. The computation is based on the beatnote
between two selected modes in the spectrum: mode n with frequency nωr +ωo is doubled in
a periodically poled lithium niobate crystal (PPLN) and beats with the mode 2n at frequency
2nωr +ωo. Similarly, the repetition rate ωr can be measured from the beatnote between
adjacent modes n and n±1.
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Fig. 1.2 The sketch of self-referencing. The colourful frequency comb is the frequency
representation of the train of pulses emitted from a mode-locked laser. The spacing of two
adjacent modes is ωr. Mode index n and 2n at the left and right sides within the frequency
comb are selected. The mode from the red wing is doubled through a nonlinear crystal and
beating with the higher one to measure ωo.

1.2 Microresonator-based Kerr optical frequency combs

Beyond the great merit in counting the frequencies in the challenging scope, the frequency
combs have been demonstrated to embrace a wide range of solid applications in highly inte-
grated circuits. Comb generation from the mode-locked laser is restricted to its comparatively
large footprint, namely, it is challenging for integration and portable applications. In 2007, P.
Del’Haye and colleagues demonstrated the frequency comb generation from the ultra-high-Q
monolithic microresonator [9]. The 75µm-diameter silica toroidal microcavity on a silicon
chip pumped at 1550 nm can possess a long photon storage time with the quality factor
Q > 108. Due to the small spatial mode confined by the structure, such microresonators
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only require a low power threshold to trigger the nonlinear optical processes. Ref [10]
reported the threshold of 50 µW for the onset of the parametric frequency conversion. The
cascaded nonlinear process in a microresonator made of typical centre-symmetric material
(for example, silica) is illustrated in Fig.1.3. While the resonator is pumped by a CW source,
the third-order nonlinearity enables two photons at pump frequency to split into two sideband
photons with higher and lower energies in the course of degenerate four-wave mixing as
pictured in Fig.1.3 (b). The newly generated modes trigger the non-degenerate process,
which leads to the subsequent cascaded frequency conversions. One of the main ongoing
challenges of the chip-based microcombs is that the output comb power is relatively low.
As the soliton combs exist in the red-detuned regime, most pump powers pass through the
waveguide instead of coupling into the resonator. Recent studies shed light on overcoming
this challenge using different methods. For example, the group at EPFL demonstrated that a
photonic integrated circuit based on an erbium amplifier could increase 100-fold the output
power of soliton microcombs [11], and colleagues at Chalmers utilised an auxiliary ring
to improve the efficiency [12]. Besides, by pumping the resonator with dual sources, the
symmetry breaking of clockwise and counter-clockwise fields in a bidirectional resonator
contributes to the next-generation optical devices, like, the nonlinear optical gyroscope and
dual-comb spectroscopy, especially for the integrated photonic circuits owing to the high
sensitivity in nonlinear responses. Beyond the formation of frequency combs, the study
of positioning of Kerr solitons inside a microresonator has been an interesting topic, in
particular, the perfect soliton crystals provide an enhanced intensity of the excited modes
and a wider spectrum. We have conjectured and confirmed that the train of solitons arranged
with certain periodicities in a microresonator can be taken as a Spatio-temporal topological
metacrystal, and we intend to motivate the interdisciplinary topics of topological and ultrafast
physics [13].

Lugiato-Lefever equation (LLE) [14] was first developed in 1987 and the microresonator
system is an active topic where the longitudinal LLE formalism can be applied. It has been
demonstrated to be an experienced map for the dissipative solitons generation and Turing
pattern formation [15–24]. The general form of LLE in the unidirectional microresonator
can be written as [25]:

i∂tψ = δψ +(−iD1∂θ −
D2

2!
∂

2
θ + i

D3

3!
∂

3
θ + . . .)ψ − γ|ψ|2ψ − i

κ

2
(ψ −H ) (1.3)

where detuning δ =ω0−ωp is the offset of pump frequency ωp to its nearest cavity resonance.
D1/2π is the free spectral range, and D2,D3, . . . are the dispersion coefficients. The nonlinear
strength γ ≈ n2ω0

2S0n0
is calculated with the transverse mode area S0 and the nonlinear refractive
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Fig. 1.3 The sketch of the CW-pumped microresonator. (a,c) Spectrums for the laser and
detected from the photon detector (PD). (b) Degenerate four-wave mixing initiates with
two pump photons splitting into two sideband frequencies (modes) under the momentum
conservation. The non-degenerate process comes later and contributes to the cascaded
frequency conversion.

index n2. The total linewidth κ = κi+κe, where κi,e accounts for the intrinsic (light scattering;
material absorption; surface roughness) and extrinsic losses (coupling loss). The quality
factor (Q factor) measures the photon lifetime in the cavity, and mathematically it is defined
as the frequency-to-bandwidth ratio Q = ω/κ [26]. The intracavity power H 2 ∼ W F is
proportional to laser power W and resonator finesse F = D1

κ
. The Kerr soliton comb (or

DKSs) is sustained by the dual balances of dispersion versus nonlinearity and gain versus
loss. The resonant frequencies counted from pump mode are (µ = 0, where µ is the relative



6 Introduction

longitudinal mode index):

ωµ = ω0 +D1µ +
D2

2!
µ

2 +
D3

3!
µ

3 + . . . (1.4)

where D1/2π is the repetition rate and dispersion coefficients Dn =
dnωµ

dµn . The residual
frequency for the mode µ is:

Dres(µ) = ωµ − (ω0 +D1µ) (1.5)

Dres measures the deviation of the resonance from the equal-spaced grid. The decaying energy
of comb lines on the left and right sides from the pump mode is caused by dispersion which
moves the photon frequency away from the cavity resonance. If the high-order dispersions
(D3 . . . ) are negligible, it will be apparent that such deviation is proportional to µ2 with
coefficient D2. When D2 > 0 (anomalous dispersion), the dispersion shifts the frequencies
away from the cavity resonances, which balances with the Kerr nonlinearity compensating
such shifts. For D2 < 0 (normal dispersion), instead of observing DKSs (i.e., bright solitons
where the soliton amplitude is higher than the background), dark pulse (dark means the pulse
core is lower than the background level) [27, 28] and switching waves (which links the high-
and low-intensity of the bistable resonance) [29] may occur. The LLE is recognised as the
detuned, damped and driven nonlinear Schrödinger equation (NLSE), where the NLSE part
is solvable. When the system with the gain and loss, the DKS solutions are approximated
solved with the soliton solution plus a low-intensity background [30, 31]. In 2014, T. Herr
and colleagues found the temporal solitons generation and the step-like transitions to the
multiple soliton states in a low linewidth (κ ≈ 450kHz, Q ≈ 4×108) MgF2 microresonator.
The solitons emerge in the scan from the blue- to red-detuned regimes, where the modulation
instability patterns, breather solitons and stable solitons have been demonstrated. The Bath’s
results regarding the pattern formations in the instability tongues provided new insights for
this topic; see [32] for χ(2) and [33] for χ(3) microresonators.

In the presence of high-order dispersion, for instance, D3 reshapes the residual dispersion.
The sideband zero dispersion mode is estimated by setting the residual dispersion to 0:

Dres =
D2

2!
µ

2 +
D3

3!
µ

3 = 0 (1.6)

The zero-dispersion mode will be efficiently enhanced and create the dispersive wave emis-
sions, also known as Cherenkov radiations [34–37]. Such dispersive mode coupled with
the soliton core is critical in the formation of molecule-bound states [38, 39]. Meanwhile,
the enhanced mode will effectively extend the bandwidth of the combs, which raises great
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interest for dispersion engineering by the geometry design of microresonators that shifts the
material dispersion governed by the Sellmeier equation [40, 41].

The Kerr microcombs have been studied on various platforms owing to their merits in
the broadband spectra and long-last coherence. The polished crystalline resonators (such as
MgF2, CaF2, LiNbO3) can have ultra-high Q above 1010 [42] with tens of GHz repetition
rate. The SiN offers a much lower Q on the scale of 106, but it has a high refractive index
and can be integrated with waveguides enabling a compact, and versatile chip [43]. Such
state-of-the-art on-chip combs inspire an increasing amount of high-tech applications. For
example, the equally spaced frequencies in the soliton comb serve as ideal sources for the
wavelength division multiplexing in coherent telecommunications [44–46] and for quantum
communications [47–49]. Meanwhile, two combs with slight frequency offset are taken for
the dual-comb spectroscopy (see Fig.1.4) [50, 51]. In particular, recent studies have targeted
the generation of two soliton combs in a single microresonator, which can further reduce
the footprint of the integrated device. The dual combs can also be utilised in the ultrafast
distance measurement (LIDAR-light detection and ranging) [52–54].

Fig. 1.4 The sketch of dual-comb spectroscopy. Two combs are sent to the sample and
reference detector, where the absorption rate can be obtained from the difference between
the beatnotes from the detectors.
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1.3 Brief outline

We divide the topics into three major chapters. Chapter 2 discusses the bidirectional mi-
croresonators with counterrotating pumps. The state-of-the-art modelling provides a new
approach to controlling counterrotating frequency combs in a high finesse microresonator
through the averaged form of cross-phase modulations.

Chapter 3 focuses on the multiple soliton states, also known as soliton crystals. The
periodic soliton crystals can be considered in a set of unit cells. We take the Bloch theorem for
the computation of such periodic structures. By tuning the relative position of solitons in each
unit cell, we confirm the nonlinear non-Hermitian system features a similar topological band
spectrum compared to the SSH counterpart. Our study surrounding the topology includes the
Berry phase, Wannier distribution, and the edge state formation in a defect crystal.

Chapter 4 considers the frequency comb generation in a χ(2) resonator. Due to the
momentum conservation in the OPO process, we separate the discussion of signal comb
generation in terms of the parity of the pumping mode. We numerically observed the ordinary
and staggered comb spectra and importantly, with the selection of frequency offset between
the pump and signal combs, the soliton generation in the mid-IR range has been reported.

The last section summarises the thesis and forecasts future works.
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Chapter 2

Bi-directional Kerr microresonators

2.1 Background and motivation

Bi-directional (counterrotating) micro-ring resonators are driven by dual sources circulating in
the opposite, i.e., clockwise (CW) and counter-clockwise (CCW) directions, see Fig.2.1. Rich
symmetry-breaking behaviours with their potential applications in velocity measurements and
signal detections have been reported in recent years. One notable feature of microresonators
is their high finesse which provides hundreds to millions of boosts to the circulating powers
relative to the input level, making vastly enhanced nonlinear responses. The advanced
gyroscope using a silica microrod microresonator (with a diameter of 2.8 mm and Q =

2.9×108 coupled to a tapered optical fibre pumped with laser light at 1550 nm) has been
proved to provide ultra-high rotative sensitivity (with a responsivity enhanced by a factor
of around 104) by setting the device near the symmetry breaking threshold (i.e. exceptional
points) [1].

The bright counterpropagating solitons (CP solitons) are found in a microresonator
pumped by bidirectional lasers. Such CP solitons advance the next-generation design of the
integrated dual-comb spectroscopy and laser ranging systems [2–7]. A variety of qualitative
models have been used to map bidirectional microresonators, see [8] for an overview. Unlike
the unidirectional regime, we notice the complexity brought by the opposite group velocities
of CW and CCW fields where the Lorentz transformation cannot help to simplify the model.
However, the high-finesse terms in the Lugiato-Lefever model can be considered in an
averaged form with a reshaped form of nonlinear cross-coupling between the bidirectional
fields shifting the detuning [8]. This treatment implies the manipulation of frequency combs
utilising the high sensitivity of the effective detuning which relies on the nonlinear response
between the bidirectional fields.
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Fig. 2.1 Sketch of the bidirectional model. The microresonator is pumped by the clock-
wise/counter-clockwise fields with laser frequencies ω+/ ω−.

Microcomb generation in two-component systems has been an active area due to some
unique benefits: the conversion efficiency can exceed 50% by inducing a controllable
frequency shift to a selected cavity resonance [9] from an auxiliary microring. Ref.[10]
reports the deterministic generation of a single soliton state in a wide spectral range spanning
over 1.5 octaves (near 200THz) with the auxiliary pump. Taking the idea of controlling the
resonance shift, in our model, we realised the manipulation of soliton combs through the
strength of cross-phase modulations.

In the following, we first introduce the bidirectional model, in particular, we show the
steps to average out the fast oscillating parts. Then, we discuss the excitation of sideband
modes, i.e., the families of the homogeneous states and their stability. The soliton blockade
has been observed by tuning the resonator into the ranges where no steady states exist.
The management of frequency combs is further considered by tuning laser frequencies and
powers. Lastly, the instability of homogeneous states has been investigated and revealed
tongue-like structures.
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2.2 Counterrotating waves and frequency combs in bidi-
rectional microresonators

2.2.1 Model derivation

We start with the general model of coupled LLEs for a bidirectional microresonator and then
derive the averaging form under the high finesse condition. The coupled LLEs are written as
[8]:

i∂tQ+ = δ+Q+− iD1∂θ Q+− D2

2
∂

2
θ Q+− i

κ

2
(Q+−H+)− γ(|Q+|2 +2|Q−|2)Q+ (2.1)

i∂tQ− = δ−Q−+ iD1∂θ Q−− D2

2
∂

2
θ Q−− i

κ

2
(Q−−H−)− γ(|Q−|2 +2|Q+|2)Q− (2.2)

where Q± are the bidirectional wave envelopes, and δ± = ω0−ω± are the detunings between
the laser frequencies and their nearest resonant modes. D1/2π is the repetition rate, for
CW and CCW waves, they should have positive and negative signs due to opposite group
velocities. D2 > 0/D2 < 0 accounts for the anomalous/normal dispersion; κ is the loaded
linewidth. γ ≈ ω0n2

2S0n0
is the nonlinear factor inversely proportional to the transverse mode area

S0 and n2 =
3χ(3)

4ε0cn2
0
. The intracavity powers |H±|2 and cavity finesse F are defined in the

following [11]:
|H±|2 =

η

π
W±F (2.3)

F =
D1

κ
(2.4)

Here, η = κc/κ , where κc is the coupling loss, i.e.,η = 0.5 for critical coupling [12]. The
diagram displayed in Fig.2.2 shows the moving reference and static reference regimes. In the
former case, the Lorentz transformation can get rid of D1 in one component, but it will lead
to the double rate of 2D1 in the counterrotating field.

Fig. 2.2 Moving reference frame (left) and static reference frame (right) for propagating
waves in a microresonator.



2.2 Counterrotating waves and frequency combs in bidirectional microresonators 17

The transformation of the coupled-mode representation reveals the impact of high finesse
D1/κ . We define a set of auxiliary fields B±

µ as:

Q±(t,θ) = ∑
µ

B±
µ e±iµθ−iδµ t , δµ = δ±+D1µ +

D2

2
µ

2 (2.5)

We first deal with the CW part, and the same treatment can be applied to the CCW. The above
relation transfers the model into coupled-mode regime:

i∂tB+
µ + i

κ

2
(B+

µ + δ̂µ,0H+) =−γ ∑
µ1,µ2,µ3

δ̂µ1−µ2+µ3,µ(B
+
µ1

B+∗
µ2

B+
µ3

e−it(δµ1−δµ2+δµ3−δµ ) (2.6)

+2B−∗
µ1

B−
µ2

B+
µ3

e−it(−δµ1+δµ2+δµ3−δµ ))

Note the two terms on the right side correspond to self-phase modulation (SPM) and cross-
phase modulation (XPM). The expansion of the nonlinearity kernels are subjected to the
Kronecker δ̂ , which returns 1 under the momentum conversion µ1 −µ2 +µ3 = µ:

δµ1 −δµ2 +δµ3 −δµ =
D2

2
(µ2

1 −µ
2
2 +µ

2
3 −µ

2) (2.7)

−δµ1 +δµ2 +δµ3 −δµ = 2D1(µ2 −µ1)+
D2

2
(−µ

2
1 +µ

2
2 +µ

2
3 −µ

2) (2.8)

The phase term with D1 is cancelled under the Kronecker relation in SPM, but D1 still
remains in the XPM part. The XPM term implies the following two scenarios: when µ1 = µ2,
the XPM can get rid of D1. Meanwhile, the terms inside the brackets of D2 can be reduced
to (µ2

3 − µ2). When µ1 6= µ2, D1 will keep in the exponential phase. The condition of a
high finesse microresonator allows the approximation: when the scale of D1 is much larger
than other physical parameters (such as D2,κ , etc.) in the system, for instance, the silica
microresonator can have D1/(2π) ≈ 20GHz, D2/(2π) ≈ 10kHz, κ/(2π) ≈ 1.5MHz, the
fast and slow time scales can be effectively separated into the terms associated with and
without D1. The averaged model considers the time scale much larger than the roundtrip
circulating time and smaller than the photon lifetime, allowing to average out the phase term
oscillating at the level of D1. Given the discussions above, we conclude that:

i∂tB+
µ + i

κ

2
(B+

µ + δ̂µ,0H+) =−γ ∑
µ1,µ2,µ3

δ̂µ1−µ2+µ3,µB+
µ1

B+∗
µ2

B+
µ3

e−it(δµ1−δµ2+δµ3−δµ ) (2.9)

+2B+
µ ∑

µ1

|B−
µ1
|2

To transfer the pair of coupled-mode equations into the spatial domain, notation Aµ is defined:
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ψ
±
µ = B±

µ e−itδµ ′, δµ ′= δ±+
1
2

D2µ
2 (2.10)

i∂tψ
+
µ = δ+ψ

+
µ +

D2

2
µ

2
ψ

+
µ − i

κ

2
(ψ+

µ −H+)− γ ∑
µ1,µ2,µ3

δ̂µ1−µ2+µ3,µψ
+
µ1

ψ
+∗
µ2

ψ
+
µ3

(2.11)

−2γψµ ∑
µ1

|ψ−
µ1
|2

The spatial form ψ± satisfies:

ψ
±(θ , t) = ∑

µ

ψ
±
µ e±iµθ (2.12)

The integration of ψ±
µ gives: (note that the transformation of the last term takes Parseval’s

theorem)
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The same process has been taken for the Q− component, which finally returns the form:

i∂tψ
− = δ−ψ

−− D2
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∂

2
θ ψ

−− i
κ

2
(ψ−−H−)− γ|ψ−|2ψ

−−2γψ
−
∫ 2π

0
|ψ+|2 dθ

2π
(2.14)

The pair of Eqs.(2.13, 2.14) shows the nonlinear cross-coupling between the bidirectional
fields as detuning shifts. Note that the revised model compared to its original form reveals
the intuitive impact from the cross-phase modulation acting on the detuning. Meanwhile,
from the numerical aspect, the computational efficiency has been largely boosted by the
increase in discrete time steps.
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2.3 Steady states solutions

In this section, the resonances between the bi-directional fields are solved, including the
studies of symmetry breaking, dark-bright resonance formation, and the manipulation of
frequency combs.

2.3.1 Symmetry breaking and dark-bright resonances

The sketch of the bi-directionally pumped microresonator mapped by Eqs.(2.13, 2.14) is
illustrated in Fig.2.1. The clockwise (CW) and counter-clockwise (CCW) lights ψ± are
printed in blue and red, respectively. Swapping of the two lasers with the same frequencies
and powers will not change the system, which implies a set of symmetric solutions. In the
single-mode regime, the homogeneous (cw) states can be tracked under the condition of
∂t = 0,∂θ = 0. The typical symmetric family is presented by black branches in Fig.2.3(c1,
c2). The asymmetric solutions ψ+ 6= ψ− will emerge at the exceptional (symmetry-breaking)
points with the laser powers above the threshold [13].

The emergence of asymmetric solutions should be associated with the stability of pump
mode, where the instability makes the small fluctuations between the bidirectional lights
amplified and lead to the symmetry-breaking states. The splitting of power will cause the CW
and CCW lights to go through different refractive indices, as the intensity-induced variations
in refractive index ∆n for CW and CCW lights should be proportional to |ψ+|2+2|ψ−|2 and
|ψ−|2 +2|ψ+|2, separately. It reveals the counterrotating lights in the cavity have different
resonant frequencies. Specifically, the maximal difference of the refractive indices is rough
∆n and 2∆n in two components. When the bifurcation happens, the counterrotating lights
with equal intensity will break into a pair of strong- and weak-intensity branches. The blue
pair in Fig.2.3(c1, c2) is a typical case for a strong CW and weak CCW case and vice versa,
displayed by the green pair. Such a strong- or weak-intensity state selection is random [14],
due to the unpredictable perturbations.

The model of counterrotating fields is derived in last subsection, see Eqs.(2.13, 2.14).
The integral intensity I± are defined below:

I+ =
∫ 2π

0
|ψ+(θ)|2 dθ

2π
(2.15)

I− =
∫ 2π

0
|ψ−(θ)|2 dθ

2π
(2.16)
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It solves the cw-cw states (homogeneous fields in both components) in the following:

I++
4I+

κ2

(
[δ+−2I−]− I+

)2
= γH+

2, (2.17)

I−+
4I−

κ2

(
[δ−−2I+]− I−

)2
= γH−

2, (2.18)

We apply a set of parameters for a typical silica microresonator: D2/2π = 10kHz and
γ/2π = 400kHz/W are the anomalous dispersion and nonlinear coefficients. κ/2π = 1.5MHz
is the resonance linewidth. The intracavity pump powers are H±

2 = η

π
FW±, where η = 0.5

accounts for the critical coupling. Resonator finesse F = 13000 relates to the enhancement
of power in the cavity.

The study of the bidirectional system starts from the homogeneous states, providing
significant information on sideband excitations. The controlling parameters are the laser
powersH± and frequencies ω±. In this section, the target is to keep equal power (the
discussions of power will be included in the next section) and figure out the strong and
weak nonlinear interactions between bidirectional fields during the detuning scans. Two
regimes should be considered: the offset frequency between two lasers and the exact detuning
between the laser and its nearest cavity resonance. For the convenience, we define the offset
between two lasers as ε = ω+−ω−, and the exact detuning between zero-mode resonance
and clockwise laser frequency as δ = ω0 −ω+. The modified model can be written as:
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2
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−−2g+ψ
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g± =
γ

2π

∫ 2π

0
|ψ±|2dθ (2.21)

g± are the nonlinear couplings between the bidirectional lights, serving as the shifts in
detuning. Thus, the effective net detunings for ± components are δ −2g− and δ + ε −2g+.

Fig.2.3(a) presents a group of nonlinear resonances between CW and CCW fields under
small and large frequency offsets ε . The horizontal axis shows the scan in laser frequency.
Due to the fixed ε , both lasers scan at the same speed. For a relatively large offset, the
resonance in (a1, a2) shows the case of weak cross-interactions because of the feeble g−

component. Specifically, it means such a large offset decouples the two components, i.e., the
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approximation g− ≈ 0 assumes that ψ+ is roughly independent. The strong cross-interactions
will happen at a small offset ε . With absent offset, the central panel (c1, c2) displays a pair
of typical symmetry-breaking states where two identical lasers are taken. (d1, d2) and (e1,
e2) possess similar manner concerning the first two cases in (b1, b2) and (a1, a2) if ψ± are
swapped. The only difference in the shift along the horizontal axis is the consequence of the
tilted resonance. To enhance the cross-coupling between bidirectional lights, the selection
of δ within a well-pronounced range should be guaranteed, especially for identifying the
impacts of such nonlinear shifts.

Accordingly, we fix the laser-cavity offset in the ′+′ component near the resonance, with
laser scanning along ω−. In panels (f, g), the resonance loops are printed in different styles of
lines and colours for the convenience of catching the correspondence of g± from the cw states.
Starting from the efficient high ω−, the weak interactions between CW and CCW waves solve
the upper (black), middle (dashed blue) and lower (solid blue) branches at ε/2π ≈−7MHz.
Provided that the CCW light is far away from the resonance, the strong nonlinear shifts from
g+ ≈ 5 and 0 cannot primarily affect the intensity in g− (see the comparison between solid
blue and black line in panel (g)). When the laser is approaching the resonance by decreasing
ω−, the increasing intensity in g− should apparently shift the detuning of CW light as per
the relation δ −2g−. The closed blue loop in panel (f) suggests the effective detuning no
longer stays within the bistable range, and only the black upper branch survives. In the range
0 < ε/2π < 3MHz, ω− is approaching the resonance and maximizing the integral power,
which shifts the CW component enormously, forming the dark-bright resonance, i.e., the
black anti-resonant curves. The further decreasing ω− will restore the net detuning for the
CW component and create roughly the same level intensities of the multiple resonances at
ε/2π ≈ 10MHz. Remember that the dissipative Kerr solitons seek stable low-intensity states
as a background (see discussions in Chapter 1), the interval between low-intensity states
on the left and right sides strictly forbids the existence of dissipative Kerr solitons. The
stability is also significant and we mark the instability threshold for µ = 0 in the green dot,
and sideband mode µ 6= 0 in blue. According to the instability analysis, the destabilization
of solitons will emerge in the process of frequency scan.

2.3.2 Soliton states

Steady-state soliton families can be divided into three broad categories of the soliton-cw,
cw-soliton, and soliton-soliton states. The order of words indicates the state in CW and CCW
waves, respectively. In Fig.2.4, the solutions for soliton-cw and cw-soliton states are sought
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Fig. 2.3 (a-e) Strong (weak) interactions of bidirectional single-mode states with small (large)
pump frequency offset ε . The colourful branches in the top and bottom panels present the
pair of g± solutions. (f, g) Dark-bright resonance formation with the scan in offset frequency
ε at fixed δ = (2π)4.5MHz. Green and blue points are associated with instability of pump
mode and sideband modes, respectively. Same powers are taken H+ = H+ = 4W 1/2.

in pairs below:
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The third-party, soliton-soliton state, should be solved with Eqs.(2.22,2.25). To keep
consistency, same parameters in Fig.2.3 (f, g) are taken. We call ’soliton blockade’ for the
forbidden area of solitons, i.e., the grey carpet in Fig.2.4 (a). Such blockade effect can be
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Fig. 2.4 (a, b) Soliton components of the soliton-cw and of the cw-soliton states as computed
from the time-independent models. (c, d) is the soliton-soliton state. Panel (a) shows the
soliton blockade. The blue colour in (b) marks the ε interval where the ′−′ soliton is sustained
by the chaotic state in the ′+′ wave, which provides a relatively large XPM induced resonance
shift, −2g+, compensating for ε > 0 [15].

explained by the effective decreasing detuning in the soliton component when the ω− is
approaching the microresonator resonance where no stable background can be found for
solitons. It also accounts for the range of the grey carpet comparable to the interval of
low-intensity states in Fig.2.3 (f). The soliton profiles have determined the transition of net
effective detuning in the ′+′ wave. Observation of sharper solitons near the two edges of the
3D box indicates the wider spectrum, showing increasing frequency conversion efficiency.
Panel(b) presents the soliton component in ′−′ wave when cw state is taken in ′+′. When
the laser scans sweep from one side to the resonance, the growing intensity implies the
solitons are approaching the tilted-peak resonance. Both blue and grey carpets stand for
the non-existence region of the soliton family, but in the real-time dynamics, solitons can
emerge in the blue carpet area when the cw state in ′+′ is replaced with a chaotic field, as
the chaotic ψ+ field provides much larger detuning shift than cw state to compensate the
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incremental detuning in ′−′ component. The soliton-soliton state is only possible when ω−

approaches the resonance in the ′−′ component. This condition requires ε/2π >−1MHz
where the steady-state solutions are captured in panels (c, d).

The formation of dark-bright resonance, the mechanism of soliton blockade, as well as
the steady-state solitons have been discussed above. All these observations are in relation to
the fixed δ . It becomes intuitive to control the detuning between ω+ and ω0 for the shifts of
the resonance curves. The available detuning range is solved by setting g− = 0, i.e., switching
off the light in ′−′. The increment of δ/2π from 4.5MHz to 6MHz (near the peak resonance)
gives the shifted resonances in Fig.2.5. Panels(a, b) have similar contours of the dark-bright
resonance. However, the interval between blue and red loops is eliminated because the
increasing δ gives rise to the extra tolerance of the detuning shift from the averaged form of
XPM. The purple dot marks the stability of µ = 0 mode, and the round blue and red dots
are associated with the emergence of steady-state solitons in (c, d). Here, we focus on the
soliton-cw states, i.e. how the soliton families will react to the scan in the counterpart field.
The numbers ′1,4,6′ indicate the structure periodicity within the ring. For example, the
number of ′4,6′ marks the period of 2π/4,2π/6 in the resonator as displayed in Fig.2.6 (a,
c) and (b, d), respectively. The black dashed curves in Fig.2.5(c, d) exhibit the soliton-cw
state existence when ε/2π < ε

(1)
th or ε/2π > ε

(2)
th , and the non-existence ranges are shaded in

grey. The blue and red loops are the zoomed parts associated with Fig.2.5 (a, b), which locate
the soliton-cw families. The blue and red dots marks the thresholds ε

(1,2)
th . Note the ending

point of solutions at blue dot on the left blue loop in (d) indicates the maximal detuning
shift provided by g−. It shows for the same soliton-cw state, the g− on the right red loop
should end at the same energy level. The right-side soliton-cw state near the red curve will
go through the turning point (near the red dot) due to the tilted resonance in this nonlinear
system. In Fig.2.5 (e), we collect the maximal amplitude of the single-peak soliton family
with both stopping points at the same level around |ψ|2max ≈ 20 Watts. The identification of
the stability for the cw-cw resonance solutions is crucial, as the frequency comb occurs in
the course of sideband excitations. In Fig.2.5 (f), the positive Re(λ ) presents the maximal
instability by selecting µ = 0 or µ 6= 0 modes (always choose the larger one). The sharp
turning curves, for example, the red dashed line at ε/2π ≈ 3MHz, is the consequence of the
switch between maximal instability of different mode numbers. The stable region Re(λ )< 0
displays the detuning range of low-intensity cw-cw states which roughly estimate the range
for soliton combs.

The stability of the soliton-cw states should be considered in a more deterministic
approach by checking the MI eigenvalues where the positive number should associate with
the excitation of extra modes. In Fig.2.7, when the instability exists, i.e. the blue and green
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Fig. 2.5 (a, b) Nonlinear resonances are solved with fixed δ at 6MHz. The blue and red dots
are associated with the soliton threshold in (c, d). The purple square is the emergence of
instability in mode µ = 0. (c, d) The existence of 1-, 4-, and 6-peak soliton families in the
′+′ component. (e) The maximal intensity of 1-peak soliton solutions along the scan. (f) The
full eigenvalues of the cw-cw solutions are computed by Jacobian.

points, they will certainly lead to the formation of soliton breather states with different
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Fig. 2.6 Typical examples of 4-, 6-peak solitons are displayed in spatial profiles (a, b) and
corresponding spectrums (c, d).

periods (see (c2, d2)). λ = 0 implies the self-stabilization of weakly perturbed systems (see
(b2)).
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Fig. 2.7 (a) The maximal growth rates are solved for single-peak soliton. (b1, c1, d1)
Dynamical simulations are checked for the yellow, green and blue dots separately. (b2, c2,
d2) The maximal amplitudes are recorded with respect to the dynamics on the left side. The
oscillations imply the breathers in the last two cases [16].

2.4 Soliton control by the counter-rotating field

In the previous section, we studied the soliton blockade effect impacted by nonlinear cross-
coupling between the bidirectional lights. The steady-state solutions should also be captured
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in real-time dynamics. In the following, the real-time scans will consolidate the observations
and provide extra informations on how the instability crashes the solitons and the realization
of the soliton blockade.

We start from the case with a wide blockade interval at δ/2π = 4.5MHz. In Fig.2.8, the
dynamical scan is implemented by increasing ε slowly from the negative to the positive side,
crossing through the resonance in the ′−′ field. Here, we capture the same range as in the
presentation for steady states above. The solitons are generated by seeding the laser in either
unstable high-intensity cw-cw states with tiny perturbations. The unstable modes will be
effectively excited in the process of the cascaded frequency conversions, creating frequency
combs. The solitons are generated and keep stable in Fig.2.8 (a1) when ε/2π < −5MHz.
Soon, the instability of µ = 0 initiates background oscillations that do not clearly impact the
soliton cores. The frequency of the oscillations is measured in the order of 10 to 100kHz,
and it implies the bidirectional waves are becoming unlocked from the pump frequencies.
µ 6= 0 instability is the deterministic factor leading to the destruction of solitons, turning the
solitons into chaotic states. In Fig.2.3 (f, g), the blockade interval indicates the solitons will
be forbidden due to the large nonlinear shift acts on the ′+′ wave. In the real-time dynamics,
it indeed displays such a region but with a much wider range. This should be associated with
generating solitons in the ′−′ wave as per panel (c1). It presents how the solitons emerge
from cw states with the integral energy recorded in purple. Comparing the purple and blue
curves g± at ε/2π <−4MHz, it demonstrates the good match between steady soliton-cw
states (in Fig.2.6) and the dynamical counterpart. When ε is approaching the resonance in ′−′

wave, the instability crashes the soliton-cw states. Therefore, the initial soliton-cw states will
become chaos-soliton states, and such a regime will stop until the sweeping frequency in ω−

is beyond the peak of resonance where one can observe the sudden drop of the energy. The
sharply declined energy will restore the effective detuning for the ′+′ wave, which constructs
the solitons at ε/2π ≈ 7MHz. The above scan is implemented by decreasing ω− with fixed
ω+. Aside from this operation, the emergence of turbulences depends on the stability of
low-intensity cw states makes the opposite scans valuable. From the cw-cw states in Fig.2.3
(f, g), the low-intensity states in solid red can keep stable from ε/2π ≈−1MHz, making a
narrower blockade interval from the hypothesis.

In Fig2.8(a2), the backward scan leads to the narrower blockade region due to the long
existence of stable background in the soliton component. It secures the resonant detuning
in soliton component from roughly ε/2π ≈ 0 and above. Similarly, the soliton blockade
will happen when the laser scans within the interval between left- and right-side resonant
states. Both components will stabilize themselves when ε sweeps into the stable background
regime; see the green dot in Fig.2.3(f, g).
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Fig. 2.8 Dynamical scans regarding the steady states are presented in Fig2.3. (a1-d1) shows
the forward scan with increasing ε . The purple lines in (b1, d1) are the integral energy
calculated from dynamics. The cw-cw states are marked as the label for the comparison.
(a2-d2) shows the backward scan with a narrower blockade range.

The last subsection exhibits the steady cw-cw nonlinear responses when the fixed detuning
δ rises to 6MHz. The blockade interval is shrinking by the decline of power in the g−

component. Fig.2.9 presents the distinctive resonances in g± with H− = 2W 1/2. The
relations ε = ω+−ω− and δ = ω0 −ω+, give the detuning in ′−′ wave δ + ε = ω0 −ω−.
To target each pair’s tip, we can focus on the net detuning δ + ε − 2g+ where the three
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Fig. 2.9 The cw-cw states are solved under low laser power H− = 2W 1/2. The other
parameters are labelled in the panels.

pairs feature the same value close to 2MHz. Lower-intensity states are almost stable (except
the short-range near ε/2π ≈ −5MHz) without any interval for the soliton blockade with
corresponding frequency scan in Fig.2.10. The short instability excites the periodic waves and
cannot further transit into soliton states attributed to the insufficient laser power. Meanwhile,
such generations with increasing power act on the ′+′ wave, making the fade background
carpet in panel(a1) near ε/2π ≈−4.5MHz.

Another non-trivial case is pumping the resonator with strong laser power of H−, as the
extended bistability resonance in ′−′ field will form the soliton-soliton states. The dynamical
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Fig. 2.10 The dynamical simulation corresponds to the case in Fig.2.9, where the soliton
blockade can be avoided with decreasing laser power in the ′−′ wave.

scan in Fig.2.11 (a1) presents the process of soliton, soliton blockade, and soliton as predicted.
The CCW field displays the transition from cw states into solitons. The restoration of solitons
from chaos in (a1) is achieved with the help of energy drop when solitons are formed in (a2).
The blockade point g(1)− ≈ 1.2MHz in panel (d) is labelled. When the solitons are generated
from chaos area, g− will decrease to 1MHz, accounting for the solitons restoration in the ′+′

field.
The idea of controlling frequency combs in the high finesse bidirectional system emerges

from the blockade effect, where the laser-cavity detuning and power are two main factors.
The tolerance of XPM shift for a frequency comb should depend on the fixed detuning, and
the laser power may directly control the strength of such shifts. In Fig.2.12 (a), the blockade
range with equal pump powers has been addressed. The blockade interval is shrinking with
growing fixed δ , and the exact detuning for the scanning laser in ′−′ component should be
δ +ε . The blockade range can be justified by either of the criterion. The first path implements
the forward and backward scans simultaneously and records the overlapped blockade region
as the forbidden range shaded in grey. Alternatively, we can take the steady state formulas
and compute the soliton families as shown in Fig.2.4 (c). Both methods are identified to be
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Fig. 2.11 Enhanced power H− = 6W 1/2 is taken for the extended soliton formation in the
CCW component. In panel(d), the intensity threshold g(1)− labels the critical level for the
soliton blockade in the CW core. g(2)− shows the intensity in the CCW wave when solitons
are generated. δ = 6MHz is fixed.

equivalent and match the dynamical scans in Fig.2.8. Here, the limitation of δ is from the
detuning for maximal resonance at δ/2π ≈ 6.4MHz with the assumption g− = 0. Fig.2.9 (b),
on the contrary, reflects the blockade interval controlled by the modulation of laser powers.
Observing the strengthened blockade effect with incremental energy coming into the ′−′

wave is more intuitive.
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Fig. 2.12 Soliton blockade management is controlled through different fixed detunings (a)
and the pump powers (b). Fixed parameters: (a) Same pumps are taken at H± = 4W 1/2; (b)
δ/2π = 6MHz.

2.5 Instability tongues

In the high Q microresonator, the finesse dispersion D2/κ will split the instability areas into a
set of partially overlapped tongue-like structures [17], which is crucial for the understanding
of the formation of Turing patterns and crystals of light. In the following, we will extend the
theory to the two-component regime.

Take the similar model introduced above:
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∂

2
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Regarding the two new symbols, σ = 1 means the bidirectional waves in a single
resonator, and R is the backscattered coupling between the counter-rotating waves. The other
case, σ = 0, accounts for the double-ring system, and R is the coupling rate between the two
rings. The MI assumes the slight perturbations adding to the zero modes with the substitution
ψ± = A±

0 +ρ± (A±
0 and and ρ± are the stationary solutions and perturbations):
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See ρ0 expressions in Eqs.(A.30, A.31). µ is the relative mode index which centralized for
pump mode (i.e., µ = 0), and the sideband modes are counting from µ = ±1,±2,±3, · · · .
Assuming symmetric case (δ+ = δ−,A+

0 = A−
0 = A0), the matrix will be factorized by

introducing eigenstates ~ρ0 = [w,−v,w,−v]T as in-phase eigenstates (where A±
µ have same

perturbations), and ~ρ0 = [w,−v,−w,v]T as out-phase eigenstates (where A±
µ have opposite

perturbations). They solve the eigenvalues λin and λout below:

[∆−R+ γ|A0|2][∆−R− (1+4σδ̂µ,0)γ|A0|2] =−(
κ

2
+λin)

2 (2.34)

[∆+R+(1+2σδ̂µ,0)γ|A0|2][∆+R+(−1+2σδ̂µ,0)γ|A0|2] =−(
κ

2
+λout)

2 (2.35)

In the symmetric regime (A+
0 = A−

0 ), ∆± = ∆. The Kronecker delta δ̂µ,0 returns 1
when µ = 0. σ = 1 for the single ring with bidirectional fields; σ = 0 for two coupled
rings with unidirectional waves in each ring. Open the capital delta term by defining
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∆ = ∆µ − 2γ(|A0|2 +σ |A0|2), ∆µ = δ + 1
2D2µ2 and g = γ|A0|2, Eqs.(2.34, 2.35) can be

written as:

[∆µ −R− (1+2σ)g][∆µ −R− (3+2σ +4σδ̂µ,0)g] =−(
κ

2
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[∆µ +R− (1+2σ −2σδ̂µ,0)g][∆µ +R− (3+2σ −2σδ̂µ,0)g] =−(
κ

2
+λout)

2 (2.37)

Eqs.(2.36, 2.37) yield the two pairs of eigenvalues, and the set of the in-phase and out-
phase perturbations can be regarded as two eigenmodes of the system, each having its own
stability threshold.
Firstly, by taking σ = 1, the in-phase eigenstates are:

λin(λin +κ) = (15+12δ̂µ,0)(g−g(1)in )(g(2)in −g) (2.38)

g(1,2)in =
(4+2δ̂ )ain

15+12δ̂
±

√
(4+32δ̂ )a2

in − (15+12δ̂ )κ2

30+24δ̂
(2.39)

ain = ∆µ −R (2.40)

and out-phase case is:

λout(λout +κ) = (15−12δ̂µ,0)(g−g(1)out)(g
(2)
out −g) (2.41)

g(1,2)out =
(4−2δ̂ )aout

15−12δ̂
±

√
4a2

out − (15−12δ̂ )κ2

30−24δ̂
(2.42)

aout = ∆µ +R (2.43)

The maximal instability occurs under the condition of ∂µλµ = 0,∂δ λµ = 0, which can
be reduced to ∂µg(1,2)µ = 0,∂δ g(1,2)µ = 0. Only ∂µ,δ g(2) returns meaningful solution (no
extremum exists in the other selection):

For ∂µg(2)in,µ = 0,∂δ g(2)in,µ = 0

∆µ = (2− δ̂ )κ +R; g(2)in,µ =
κ

2+4δ̂
(2.44)
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For ∂µg(2)out,µ = 0,∂δ g(2)out,µ = 0

∆µ = (2− δ̂ )κ −R; g(2)out,µ =
κ

2
(2.45)

The relation of ∆µ = (2− δ̂ )κ ±R makes a set of critical pump frequencies (recall
∆µ = δ + 1

2D2µ2):

ω
µL,in
p = ω0 +

1
2

D2µ
2 − [(2− δ̂ )κ +R], (2.46)

ω
µL,out
p = ω0 +

1
2

D2µ
2 − [(2− δ̂ )κ −R] (2.47)

where ω
µL,in/out
p are a pair of pump frequencies satisfying the threshold condition. Accord-

ingly, the thresholds of the intracavity power can be derived below.
The symmetric homogeneous solutions are obtained at µ = 0:

4g
κ2 (δ −R−3g)2 +g = γH 2 (2.48)

For the in-phase case, we substitute g → g(2)in and δ → δ
µL
in :

κ

2+4δ̂
[1+

4
κ2 (δ

µL
in −R− 3κ

2+4δ̂
)2] = γH 2

µL,in (2.49)

δ
µL
in = ω0 −ω

µL,in
p (2.50)

For the out-phase case, we substitute g → g(2)out and δ → δ
µL
out :

κ

2
[1+

4
κ2 (δ

µL
out −R− 3κ

2
)2] = γH 2

µL,out (2.51)

δ
µL
out = ω0 −ω

µL,out
p (2.52)

Here, HµL,in and HµL,out are the thresholds of the power for an excited mode µ from
cw branch. The above critical relations show the instability structures are determined by
dispersion D2 and R in the panel of (δ ,gin,out).

In Fig.2.13, the instability threshold for dense and sparse cases are controlled by the
dispersion coefficient D2. Here, the black contour is the threshold for the pump mode µ = 0.
The lower and upper edges in gin, gout with fixed detuning are given by the two roots in
Eq.(2.40) and Eq.(2.43), respectively. The green and purple dashed lines are marked in line
with Eqs.(2.44,2.45). When R = 0, there is no splitting of the tongues in gin and gout for
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Fig. 2.13 Instability tongue-like structures with low and high dispersion D2 = 0.1,0.5,
separately. The green and purple dashed lines are the rulers for levels of 1/6,1/2. γ = 1 is
fixed, and µ = 0 is contoured by the black line.

µ 6= 0. The tongue-like contours present the instability range. The order of tongue indices
marks the instability region for specific mode µ . For instance, the numbers µ = 3 to 6 are
labelled. In either case, the crossings between two tongues will give rise to the multiple
mode instability and the Turing patterns whose periodicity of m can be found at the tip of
the corresponding tongue with the same index. In Fig.2.14, we demonstrate the effect of
tongue splitting with R 6= 0. The top panel implies the introduction of R will linearly shift
the instability tongues, whereas the splitting of gin and gout as given in the bottom panel
will be 2R (the spacing between the black tip and cyan tip from the same tongue). As the
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eigenstates of in-phase and out-phase mark the two boundaries of instability tongue, i.e.,
any perturbations which can be factorized into such eigenstates should sit between the two
extreme thresholds.

Fig. 2.14 Top panel compares gin with R = 0 (red) and R = 0.5 (cyan) with same D2 = 0.5.
Bottom panel compares gin (cyan) and gout (red) with R = 0.5.

Following the same approach, the other case with σ = 0 can be treated in the similar
analysis:

λin(λin +κ) = 3(g−g(1)in )(g(2)in −g) (2.53)

g(1,2)in =
2ain

3
±

√
a2

in −
3
4κ2

3
(2.54)

ain = ∆µ −R (2.55)

The out-phase regime will have similar form due to the symmetry of two rings:

λout(λout +κ) = 3(g−g(1)out)(g
(2)
out −g) (2.56)
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g(1,2)out =
2aout

3
±

√
a2

out − 3
4κ2

3
(2.57)

aout = ∆µ +R (2.58)

where kernels ain,out imply the coupling between them will break the degeneracy.
The maximal instability can be sought by ∂µg(1,2)µ = 0,∂δ g(1,2)µ = 0. Similarly, only

∂µ,δ g(2) returns extremum:

For ∂µg(2)in,µ = 0,∂δ g(2)in,µ = 0

∆µ = κ +R; g(2)in,µ =
κ

2
(2.59)

For ∂µg(2)out,µ = 0,∂δ g(2)out,µ = 0

∆µ = κ −R; g(2)out,µ =
κ

2
(2.60)

The relation of ∆µ = κ ±R indicates a set of pump frequencies:

ω
µL,in
p = ω0 +

1
2

D2µ
2 − (κ +R), (2.61)

ω
µL,out
p = ω0 +

1
2

D2µ
2 − (κ −R) (2.62)

where ω
µL,in/out
p are pump frequencies under instability threshold conditions.

By comparing the threshold conditions Eqs.(2.39, 2.42) and Eqs.(2.54, 2.57), the zero
mode instability threshold affected by nonlinearity is different, see Fig.2.13. When σ = 0,
the nonlinearity in each ring is reduced to the self-phase modulation. From Eqs.(2.59, 2.60),
the minimal threshold g(2)in/out,µ becomes uniform for all modes. In addition, the tongue
splitting is solely impacted by the coupling rate R. The complexity of the system can be
further reduced when R = 0 is taken, and it shows equivalence to the single component Kerr
resonator, which has been extensively discussed in our recent work [17].

2.6 Conclusion

In this chapter, we started with the model of a bidirectional microresonator under the high
finesse condition. The counterrotating group velocity terms are treated as the fast oscillating
phases and thus can be averaged out. The applied mode restrictions effectively shape the
cross-phase modulations into an integral form, serving as additional detuning shifts. We
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have studied the homogeneous solutions and the stability under two regimes: firstly, we have
discussed the cases under fixed offsets between two pump frequencies varying in the same
scanning rate where symmetric and symmetry-breaking states are captured. Secondly, the
resonances formed by scanning with one laser have been introduced. Under such a regime,
we found the blockade regions of soliton combs. Soliton blockade effect has been further
discussed in the dynamical simulations under various conditions and identified to match the
existing steady-state soliton families. Controlling the soliton frequency combs through the
frequency scans forwardly and backwardly is associated with the gap between low-intensity
states, as well as the stability of the cw background. At the end of this topic, we provided
the theory of the soliton blockade effect through either frequency or laser power scans. The
additional discussions about the stability thresholds in two-component resonators provided
significant insights into the frequency conversion conditions.
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Chapter 3

Topological soliton crystals

3.1 Introduction

In this chapter, we will focus on the periodic multiple soliton states, namely, the soliton
crystals. We report the observation of topology in soliton crystals where the topological chain
is fully constructed through the arrangement of dissipative Kerr solitons and their relative
positions are alike to the known Su-Schrieffer-Heeger (SSH) model. The geometric phase,
Wannier formalism, and edge states have been included.

3.1.1 Soliton crystals and topology

The formation of dissipative Kerr solitons has been discussed in the first two chapters. In
particular, we have observed the multi-soliton states (MSSs) in a bidirectional resonator.
The perfect soliton crystals (PSCs) can be regarded as a special multiple soliton state where
the solitons are evenly spaced in a ring resonator. Following the observation of the PSCs
in a silica resonator [1], in 2019, colleagues found a deterministic generation of PSCs
in a SiN microresonator. Distinguished from the disordered multiple soliton states, the
PSCs often emerge at low pump power. The crystal formation has been attributed to the
specific regions in the two-dimensional domain mapped by the detuning and the pump power
[2]. The formation of crystals is often associated with the avoid-mode crossing, where
one specific mode frequency has been shifted, thus leading to the modulation on the CW
background serving as potential sites for the regular spacings [3]. The other works have
demonstrated the on-demand positioning of soliton through pump modulation [4], dual-
pumps [5], optoacoustically mode-locked laser [6] and forward and backward detuning
control [7]. All these approaches and observations support our findings.
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Topology classifies objects by their geometric structures. One typical example is the
comparison between a mug and one doughnut, where both objects include a hole. The
computation by integrating the Gaussian curvature over the surfaces returns the same number,
indicating they belong to the same class, viz, one can be deformed to the other without
changing the integration number [8]. This concept is widely used in physics, where some
systems feature certain phases displaying unique properties as an analogy to their mathemat-
ical counterpart. The topological insulator, whose surface is metallic but the bulk portion
remains insulating [9], is one of the most intriguing subjects in the last decade. Beyond
the topology in the electronic condensed physics system, the recent emerging studies in the
topological photonics have demonstrated their relevance for the design of high-efficiency
optical devices [10], such as the waveguide arrays [11, 12], photonic crystals [13], and ring
resonators [14]. In the presence of loss and gain, optical systems become non-Hermitian,
leading to significant theoretical interests and new topological effects [15–17].

3.1.2 Su-Schrieffer-Heeger (SSH) model

The SSH model provides basic concepts for understanding a topological system. In Fig.3.1(a),
the one-dimensional chain is composed of particles shown in red and green with strong (blue
bond) and weak (orange bond) couplings with their neighbours. For the arrangement given

Fig. 3.1 The sketch of SSH model. The strong and weak couplings between particles are c1,
c2, respectively.

in Fig.3.1(b) and(c), where the edge particles on the sides have strong and weak couplings to
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the chain. The real-space tight-binding Hamiltonian matrix of the SSH lattice can be written
as [18, 19]:

Hb =


0 c1 0 0 ... 0
c1 0 c2 0 ... 0
0 c2 0 c1 ... 0
...

...
...

... . . . ...
0 0 0 ... c1 0

 ,Hc =


0 c2 0 0 ... 0
c2 0 c1 0 ... 0
0 c1 0 c2 ... 0
...

...
...

... . . . ...
0 0 0 ... c2 0

 (3.1)

The eigenvalues and eigenfunctions are solved with a set of coupling strengths of c1,c2

(c1 > c2). Fig.3.2 (a) shows the band spectrum of Hb,Hc with 60 different relative couplings.
The spectrum show that the edge states emerge when two edge particles have weak coupling
to the rest of the chain, coinciding with the arrangement in Fig.3.1 (c). The typical edge state
distribution in Fig.3.2 (d) is given. Such isolated eigenstates can exist when the system is in
the non-trivial topological status coloured by red carpet in Fig.3.2 (a).

Further discussion of geometric phase, etc., will be included in the main section. This
discussion makes a brief impression on the relation between the arrangement of lattice and
the edge states. Even though this model is linear, it still provides significant insights into the
following discussion about the topological soliton crystals sustained by nonlinearity.

3.2 Atomic and molecular soliton crystals

Soliton crystals can be divided into two categories, i.e., atomic soliton crystals (ASCs) and
molecular soliton crystals (MSCs), whose periods are π/K (K is the number of solitons)
and 2π/K. In either case, the study of such periodic structures takes great benefits from the
Bloch theorem.

3.2.1 Unit cells and Bloch states

The atomic and molecular families diagrams are displayed in Fig.3.3. Panel (a) shows the
atomic crystal with the period of π/K. For molecular case, such period is 2π/K and panels
(b,c) show two possible choices of unit cells named ’Unit cell A’ and ’Unit cell B’. The
soliton crystals envelope φ obeys the Lugiato-Lefever equation in the moving reference
frame:

i∂tφ = (ω0 −ωp)φ +
3

∑
j=1

d j

j!
(−i∂θ )

j
φ − γ|φ |2φ − i

2
κ(φ −h) (3.2)
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Fig. 3.2 (a) Relative coupling strength is defined as the offset between c1,c2 (c2 − c1 in the
orange range; c1 − c2 in the blue range) given Fig.3.1 (b, c). The bands in blue and orange
carpets are solved separately with matrix Hb, Hc. (b, c) Full band structures are presented
with eigenmode indices. (d, e) Eigenvector shows the edge and trivial states distribution,
corresponding to the eigenvalue marked with black circles in (b). The simulation contains 30
particles.

where d1 is the nonlinear repetition rate; d2,3 are the second and third order of dispersions; κ

is the linewidth where the quality factor Q = ω/κ ; γ is the nonlinear factor and h is the gain.
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Fig. 3.3 A sketch of perfect/atomic soliton crystals and molecular soliton crystals. The
spacings in unit cells A and B satisfy SA + SB = 2π/K. Panel(d, e) show the atomic and
molecular crystals composed of 48 solitons.

The dimensionless LLE is obtained with the substitution
√

γ/κφ = ψ:

i∂tψ = δψ +
3

∑
j=1

Fd j

j!
(−i∂θ )

j
ψ −|ψ|2ψ − i

2
(ψ −P) (3.3)

Here, t is dimensionless time, which equals physical time normalized to κ . δ = (ω0−ωp)/κ

is normalized detuning of the pump laser frequency, and normalized dispersions are Fd j =

d j/κ . The pump is linked to the laser power W with the relation:

P =

√
γηFW

κπ
(3.4)

where η < 1 is the coupling factor and F is the finesse of the resonator. In the following,
we will take the dimensionless model into consideration. Below, we derive the Bloch states
using the lattice periodicity:

ψ(θ) = ψ(θ +na) (3.5)
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where a = 2π/K is the periodicity for both atomic and molecular cases. The Fourier series
dictates:

ψ(θ) = ∑
k

ψkeiGkθ (3.6)

ψ(θ +na) = ∑
k

ψkeiGk(θ+na) = ∑
k

ψkeiGkθ eiGkna (3.7)

eiGkna = 1 → cos(Gkna)+ isin(Gkna) = 1+0i → Gk =
2πk

a
,k ∈ Z+ (3.8)

Note k varies from 1 to K = 2π/a (ring geometry) corresponding to the grids in first Brillouin
zone with unique vector of every k.

Due to the periodicity, the study can be conveniently restricted in the range of one period.
In the Fourier domain, the equivalent expression is µ = lK, where µ = 0,±K,±2K, . . .

is the resonator mode index and l = 0,±1,±2, . . . is the unit cell mode index. The direct
connection allows us to track soliton crystals in the unit cell with great advantages: the
computational efficiency can be largely boosted by confining the computational space to one
unit cell. For example, in the spectral domain, the soliton crystal composed of K unit cells
has the FSR spacing of K, and the equivalent solution can be computed by considering one
unit cell solution spaced by 1 FSR. This merit will be obvious for metacrystals. The single
crystal wave ψc in the range of [0,2π/K) is defined as the summation of its Fourier series:

ψc(θ) = ∑
l

ψKleiKlθ = ψc(θ +
2π

K
) (3.9)

The perturbation ψ̃ is written as the summation of periodic states Xk(θ , t) and Y ∗
k (θ , t) [20]:

ψ̃ = ∑
k

(
Xk(θ , t)eikθ +Y ∗

k (θ , t)e
−ikθ

)
(3.10)

Xk(θ , t) = Xk(θ)e−itβk+tλk = Xk(θ +
2π

K
, t) (3.11)

Yk(θ , t) = Yk(θ)e−itβk+tλk = Yk(θ +
2π

K
, t) (3.12)

The substitution of ψ = ψc + ψ̃ into Eq.(3.3) returns:

(βk + iλk + i
1
2
) |uk〉= Ĵ|uk〉= σ̂Ĥ|uk〉 (3.13)

where

σ̂ =

[
1 0
0 −1

]
, Ĥ =

[
D̂k −ψ2

c

−ψ∗2
c D̂∗

−k

]
, |uk〉=

[
Xk

Yk

]
(3.14)
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D̂k = δ −2|ψc|2 +∑
j

Fd j

j!
(k− i∂θ )

j,θ ∈ [0,
2π

K
) (3.15)

Xk(θ , t) and Y ∗
k (θ , t) are the pair of eigenstates of the linearized system at the given index k

with the same periodicity as ψc. The eigenvalue can be separated into real (λk) and imaginary
(βk) parts, where k = 1,2, . . . ,K is the Bloch momentum. The Bloch formalism enables the
study within the first Brillouin zone with the following translations:

λk = λk+K;βk = βk+K; |uk〉= |uk+K〉eiKθ (3.16)

Note, for each k, |uk〉= [Xk,Yk]
T are cell-periodic functions along θ . Eq.(3.13) with index

k from 1 to K within one Brillouin zone depicts all Bloch states without redundancy. The
eigenfrequency βk will be given below in the band structure discussion.

3.2.2 Band structures and Bloch functions

Fig. 3.4 A set of soliton crystal unit cells are solved with Eq.3.3. The spacings are set as a
variable for different cases. The fixed parameters are d2/κ = 5×10−4, d3/κ = 5×10−7,
δ/κ = 30, and P2 = 25. Unit cells in blue and red pair feature SA + SB = 2π/K, where
K = 24. The green shows the atomic soliton crystals with SA = SB.

Periodic soliton crystals feature the periodicity of 2π/K. The SSH-like soliton crystals
are formed with small oscillatory tails along the microresonator. In Fig.3.4, the branch
of solutions are solved by applying the Bloch formalism, and the stationary solutions are
tracked by Newton’s method under the manipulation of spacing between solitons in each unit
cell. The difference of the interaction strengths between the left and right neighbours of a
given soliton, in other words, the imbalance of the intra-cell and inter-cell coupling rates, is
controlled by the separation distance. They are 20 pairs of crystals where each pair contains
one blue and one red combination featuring the relation SA + SB = 2π/K. Here, we have
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demonstrated the stability of all solutions by seeding perturbations to the stationary soliton
solutions (see appendix). Given the unit cell solitons, the band structures in the panel of
(k,βk) can be obtained by inserting ψ into Eq.3.14.

Fig. 3.5 Band structures are computed for atomic and molecular crystals with different SA
labelled in each panel. The horizontal axis marks the k from 1 to 24, and the vertical axis
marks the frequency βk. Panel (a) shows the crossover of two bands for atomic crystals, and
such bands can be separated in the transition from atomic type to strong coupled molecular
ones, i.e., see the interval change from panel (b) to (d).
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Four typical band structures in Fig.3.5 show that the spacing between two neighbouring
solitons modifies the intervals between upper and lower frequency bands. When SA = π/K,
the atomic crystals have two bands touching each other, where the functions [Xk,Yk]

T for the
lower band are given in Fig.3.6. Note that the profiles are divided into real and imaginary
parts. The non-trivial jumps happen in real and imaginary parts at k = 5. Interestingly, a
smooth connection along k can be achieved if one swaps the [Xk,Yk]

T with the upper band in
the region of k ∈ [1,5]. It indicates the mixture of two bands for the atomic crystal, i.e., the
continuity is broken in the discrete lattice.

Fig. 3.6 Periodic functions XK,YK are computed for atomic crystals. The lower band profiles
are displayed in Fig.3.5(a).
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Fig. 3.7 Periodic functions XK,YK are computed with SB = 0.5π/K.

Fig. 3.8 Periodic functions XK,YK are computed with SA = 1.5π/K.
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Fig. 3.9 Photonic band structures displayed in two Brillouin zones k ∈ [−24,24],K = 24.
Panel (b) shows the bandgap of atomic crystals at βk,n ≈ 30 in the yellow-shaded region.
Panel (c) shows the first bandgap in blue for molecular crystals. SA +SB = 2π/K means the
same solution arranged in two unit cell setups. Panel (d) shows the whole bands with varying
distances of SA,SB.
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Fig. 3.10 Bloch functions are computed with SA = 1.5π/K. The periodic functions XK,YK
are modulated by phases eikθ . Panels (a-d) show the evolution of the Bloch functions along k.
The yellow and blue carpets relate to the high and low amplitudes, separately. Panels (e-h)
present the slide capture at each corresponding k.
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Fig. 3.11 Periodic functions XK,YK are captured with varying S for fixed k = 1,6. The
saw-edged tilted lines imply the molecule’s location, and the carpet density reveals the
localization of the periodic functions for two typical k examples.

The lower and upper bands will be distinguishable when the coupling between two
neighbouring solitons becomes stronger induced by the dispersive wave. A clear molecular
band transition can be seen from Fig. 3.5 (a-d). Meanwhile, the periodic functions in Fig.3.7
and Fig.3.8 also give the continuous transition along k, different from the flips in the atomic
case. The cases SA = 1.5π/K and SB = 0.5π/K are defined concerning unit cells A and B,
even though their band structure share the same distribution, but their Bloch functions do
not. In Fig.3.9 (a), the tilted straight lines are produced with non-zero d3. If the high-order
dispersion is switched off, such tilted pattern will no longer exist. We assume it should be
associated with the spectral recoil effect. Panels (b,c) show the band spectrum with the blue
carpet for the first gap and yellow carpet for the second. In Fig.3.9 (d), we mark the bandgap
between bands n = 0,1 and n = 1,2 with varying SA,B. One notable feature in these plots
is the non-trivial (topological) bands at βk,n ≈ 30. This value closes to the detuning scaled
by linewidth κ in the Jacobian. Provided that the on-site energy in the SSH lattice shifts the
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band frequencies in the same scale, we should look for the non-trivial structure at βk,n ≈ δ/κ .
The Bloch functions in Fig.3.10 describe the distribution of the photonic waves subjected to
the periodic potentials created by the soliton crystals. The Xk components are much more
dispersive than Yk, which are centralized around soliton positions, see Fig. 3.11.

3.2.3 Geometric phase and Wannier functions

The geometric phase in a one-dimensional lattice is known as the zak phase [21]. The
Hermitian Hamiltonian features the form:

γn =
∫

π/a

−π/a
Xnn(k)dk (3.17)

Xnn(k) =
2π

a

∫ a

0
u∗nk(x)i

∂unk(x)
∂k

dx (3.18)

where γn is the integration of the kernels Xnn in the reciprocal domain over the whole Brillouin
zone [−π/a,π/a] (a is the lattice constant). unk is the periodic function in band number n
with given index k. For non-Hermitian Hamiltonian, the complex geometric phase for band n
is defined by [22–24]:

γn = iMnk

∫
BZ

〈pnk|∂k |qnk〉dk (3.19)

where |q〉 , |p〉 are the eigenvectors of Ĥ, Ĥ†, i.e., the right and left eigenvectors of the
Hamiltonian, separately. Mnk is the normalization factor. The discretization of points along k
leads to the summation of every accumulated phase within one Brillouin zone:

Zn = i∑
k

〈cnk|∂k |unk〉
〈cnk|unk〉

(3.20)

Here, the right-eigenvector |unk〉 satisfies:

σ̂Ĥ |unk〉= (βnk + iλnk + i
1
2
) |unk〉 (3.21)

The eigenvector |cnk〉 of the Hermitian conjugation (σ̂Ĥ)T is:

Ĥσ̂ |cnk〉= (βnk − iλnk − i
1
2
) |cnk〉 (3.22)

βnk is the RF spectrum of the crystals of light fulfilling the condition |βnk|>> |λ + 1
2 |, and

the left-eigenvector of σ̂Ĥ is given by 〈cnk|= 〈unk| σ̂ . This relation holds from the simple
linear algebra by neglecting trivial terms λnk and 1

2 [25]. Inserting the left-eigenvector in
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Eq.3.20, we have:

Zn = i∑
k

〈unk| σ̂∂k |unk〉
〈unk| σ̂ |unk〉

(3.23)

Note the notation |unk〉 composed of two eigenvectors due to the 2× 2 matrix, it can be
readily defined as [Xnk,Ynk]

T , which gives the following:

Zn = i∑
k

∫ 2π/K
0 (X∗

nk∂kXnk −Y ∗
nk∂kYnk)dθ∫ 2π/K

0 (|Xnk|2 −|Ynk|2)dθ

(3.24)

Eq.3.24 is the general form for computing the geometric phase in the discrete ring system.
Note that the gauge invariance is generally true in the k continuous system, but the discrete
system does not strictly obey the manner. Therefore, the geometric phases may fluctuate
under different gauge restrictions [26]. To overcome this issue and make a deterministic
computation of the geometric phase, we need to design an approach without the influence
from gauge selection. In the following, we rewrite Eq. 3.24 into discrete form [27]:

Zn ≈ i∑
k

∫ 2π/K
0 (X∗

nk(Xn,k+1 −Xn,k)−Y ∗
nk(Yn,k+1 −Yn,k)dθ∫ 2π/K

0 (|Xnk|2 −|Ynk|2)dθ

(3.25)

= i∑
k

∫ 2π/K
0 (X∗

nkXn,k+1 −|Xnk|2 −Y ∗
nkYn,k+1 + |Ynk|2)dθ∫ 2π/K

0 (|Xnk|2 −|Ynk|2)dθ

(3.26)

= i

(
∑
k

∫ 2π/K
0 (X∗

nkXn,k+1 −Y ∗
nkYn,k+1)dθ∫ 2π/K

0 (|Xnk|2 −|Ynk|2)dθ

−1

)
(3.27)

= i

(
∑
k

〈
un,k
∣∣ σ̂ ∣∣un,k+1

〉〈
un,k
∣∣ σ̂ ∣∣un,k

〉 −1

)
(3.28)

Consider the exponent form:

iZn ≈− ln∏
k

(
eAk −1

)
(3.29)

Ak =

〈
un,k
∣∣ σ̂ ∣∣un,k+1

〉〈
un,k
∣∣ σ̂ ∣∣un,k

〉 (3.30)

Using the Taylor expansion for an exponential function in the form of ex = 1+ x+ · · ·
(namely eAk ≈ 1+Ak ), the terms in the brackets can be reduced to:

iZn ≈− ln∏
k
(Ak) (3.31)
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Then, the geometric phase can be written as:

Zn ≈−Im

(
ln∏

k

〈
un,1
∣∣ σ̂ ∣∣un,2

〉〈
un,2
∣∣ σ̂ ∣∣un,3

〉
· · ·
〈
un,K−1

∣∣ σ̂ |un,K〉〈un,K| σ̂
∣∣un,1e−iKθ

〉
ck

)
(3.32)

where normalization factor ck =
〈
un,k
∣∣ σ̂ ∣∣un,k

〉
. The last bracket takes the relation in Eq.3.16.

The logarithm form gives gauge-invariant expression as the arbitrary phase in periodic
functions can be cancelled out through the multiplication of the bras and kets. Fig.3.12 shows
the geometric phase computed with such formula, and the π difference between the phases
from unit cells A and B (i.e., |Z (A)

n −Z
(B)

n | = π when SA 6= SB ) implies the non-trivial
topological band. Such π flip happens at the point SA = SB = π/K, corresponding to the
atomic crystals where any single soliton has equal coupling strength from both neighbours.

Fig. 3.12 Geometric phase computed by Eq.3.32, the blue and orange markers are related
to the phases for unit cells A and B, respectively. The pair of solutions feature the relation
SA +SB = 2π/K, which presents a phase jump of π .

Next, we discuss the Wannier function, which can be mapped as the Fourier transform of
the Bloch functions in the following form:

|wn,J〉=
1
K

∫
k

∣∣un,k
〉

eikθ e−ikθJ dk (3.33)
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where the first part
∣∣un,k

〉
eikθ is the Bloch function and second part e−ikθJ ,θJ =

2π(J−1)
K (J is

the index of unit cell) is defined as per [28, 29]. It shows that for each index ′J′, there is a
corresponding function expressed as the summation of Bloch functions along the reciprocal
space, leading to the spatial function |wn,J〉. As the Bloch functions computed from matrix
σ̂Ĥ can possess an arbitrary phase (which has no physical meaning), we are free to select our
gauge for the Wannier functions. Here, our gauge is chosen for the Bloch functions under
the condition of Im(Xn,k|θ=3π/2K) = 0. In fact, the spatial point can be either θ = π/2K or
θ = 3π/2K. They are the mirror points for half of the unit cell, which reduce the numerical
impacts from the normalization of the unit cells in different SA,SB. The Wannier to Bloch
functions can be readily obtained via inverse transformation in the following form:

|un,J〉=
∫

J

∣∣wn,k
〉

e−ikθ eikθJ dJ (3.34)

Recall our definitions of
∣∣un,k

〉
= [Xn,k,Yn,k]

T and |wn,J〉= [Wn,J,Vn,J]
T . The geometric phase

can be obtained from the Wannier function by substituting Eq.3.33 into Eq.3.19:

Zn = i
∫

k

∫ 2π/K
0 (X∗

nk∂kXnk −Y ∗
nk∂kYnk)dθ∫ 2π/K

0 (|Xnk|2 −|Ynk|2)dθ

(3.35)

=
i
K

∫
k

∫ θJ+π

θJ−π
(X∗

nk∂kXnk −Y ∗
nk∂kYnk)dθ∫ θJ+π

θJ−π
(|Xnk|2 −|Ynk|2)dθ

(3.36)

=
i
K

∫
k
dk
∫

J

∫ θJ+π

θJ−π
(W ∗

nkeik(θ−θJ)∂kWnke−ik(θ−θJ)−V ∗
nkeik(θ−θJ)∂kVnke−ik(θ−θJ))dθ∫ θJ+π

θJ−π
(|Wn,J|2 −|Vn,J|2)dθ

dJ

(3.37)

=
∫

J

∫ θJ+π

θJ−π
(θ −θJ)(|Wn,J|2 −|Vn,J|2)dθ∫ θJ+π

θJ−π
(|Wn,J|2 −|Vn,J|2)dθ

dJ (3.38)

= ∑
J

〈wn,J|(θ −θJ)σ̂ |wn,J〉
〈wn,J| σ̂ |wn,J〉

(3.39)

= K
〈wn,J|(θ −θJ)σ̂ |wn,J〉

〈wn,J| σ̂ |wn,J〉
(3.40)

In Eq.3.36, we use periodicity of the function
∣∣un,k

〉
, which accumulates the phase K times

larger than one unit cell, accounting for the ratio of 1/K. From Eq.3.38 to Eq.3.39, we adopt
the discrete form as per the periodicity in the crystal. The last step, from Eq.3.39 to Eq.3.40,
uses the properties of the Wannier function that the spatial profiles for different J indices
lead to the shift in the θ domain. It means θ −θJ is the shift of the coordinate domain for
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every Wannier function, which makes every J component in Eq.3.39 equal. Since J is the
index of the unit cells, it accounts for the K coefficient in Eq.3.40. The above connections
between Bloch and Wannier functions are developed in a quasi-continuum form, which has
been numerically identified.

Fig. 3.13 Profiles of Wannier functions |WJ|, |VJ| are solved with J ∈ [0,K −1]. Panels (a, b)
present the spatial shift of these functions along J.
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Fig. 3.14 Wannier functions are centralized, i.e., θ −θJ . The pair of unit cells SA+SB = 2π/K
shows the shift of the centre of Wannier functions; see zooming comparison in panel (e).
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Fig. 3.15 Unit cells are defined in (a), with the corresponding Wannier functions in (b,c).
Blue dots in (c) shows the geometric phase that coincides with the Wannier centre. (d) gives
examples of centralized Wannier components. Bright/dark carpets show high/low intensities.
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Fig. 3.16 (a) The crystals are centralized by locking one soliton at θ = 0. (b,c) show the
geometric phase and corresponding Wannier functions.
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Fig.3.13 shows the Wannier function |wJ〉 = [WJ,VJ]
T shifting with J, and the spatial

profiles in both components for adjacent J are locked to the shift of one unit cell. When
coordinate θ −θJ is taken, Wannier functions can be simplified in Fig.3.14 (a, c). The other
solution in its corresponding unit cell B (which satisfies SA +SB = 2π/K) leads to Wannier
functions in panels (b, d). The Wannier centre for the SA case is roughly 0 (see Fig.3.14
(e)), with the slight asymmetry induced by the high order dispersion. For the SB case, such a
centre is at −π/K displayed in red solution. The Wannier centre is physically the averaged
coordinate of the photonic waves. As an outcome, the geometric phase will be approximated
by the K times the difference between the two Wannier centres, i.e., it equals an absolute
value of π as computed through the gauge invariant method given by Eq.3.32.

We present systematic studies of Wannier centres and their geometric phases as a function
of the separation in Fig.3.15. In panel(a), we show the region of two unit cell range θ ∈
[−2π/K,2π/K], where the unit cell is defined in [0,2π/K]. The Wannier components
|W |, |V | are displayed in Fig.3.15 (b, c), where the clear centres can be captured to be roughly
consistent with the blue dots obtained from the gauge invariant geometric phases in Fig.3.15
(c). The spacing between families of unit cells A and B is π/K marked by the double arrow.
Nevertheless, in Fig.3.15 (d), when the well-localised component V is selected, the atomic
crystal of S = π/K implies the Wannier centre of −1

2π/K, which demonstrates the atomic
case (coloured in blue) as a critical one between π flip transition. The Wannier centre gives
the geometric phase without additional computations. However, in the previous discussion,
our unit cells (no matter families of A or B) are defined in the region of θ ∈ [0,2π/K], and
the solitons are roughly symmetric along θ = π/K. This treatment leads to the vertical
blue dots in Fig.3.15(c). One may raise a question that how the Wannier centre varies with
different definitions of the unit cell. Namely, except for the current unit cell definition, there
is no certain point for all the crystal cases featuring the fixed symmetric point (previously,
such a point is π/K). The hypothesis assumes the Wannier centres should shift with the
symmetric point within the arbitrarily defined unit cells. A quick check is to arrange the
crystals in the form displayed in Fig.3.16 (a). In this regime, the unit cell (’Cell type 2’)
θ ∈ [0,2π/K] is defined by fixing one soliton within a molecule at θ = 0, and the other
soliton in the molecule is the same relative spacing as per the case in ’Cell type 1’.

Here are some comments on the computation process: following the arrangement of
the crystals in Fig.3.16 (a), we obtained the eigenvectors by solving the non-Hermitian
matrix. The eigenvectors are gauged alike to the ’Cell type 1’. The Wannier profiles from
the summation in Eq.3.33 are displayed in Fig.3.16 (b, c). Direct computation of geometric
phase with gauge invariant approach returns the tilted blue dot lines in panel(c). However,
it does not feature the relation |ZSA −ZSB|= π(SA +SB = 2π/K), but the shortest spacing
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between the two tilted lines does. The Wannier centres, marked by the centre of two bright
dots at a given separation, coincide with the geometric phases.

3.3 Soliton crystals with defects and edge states

The above discussions identified the non-trivial π flips in both cases of ’Cell type 1’ and
’Cell type 2’. In particular, the second type has been considered to extend the discussion
of the geometric phases and Wannier centres. This section aims to find the topological
states by introducing the defects in the crystals. Similar to the SSH model, one can cut
the one-dimensional lattice in different ways (see Fig.3.1(a)): (1) cut the strong coupling
bond (in blue) at two sides, leaving the two atoms with weak coupling bonds (in orange)
to the main chain (similar to the case given in Fig.3.1(c)); (2) cut the weak coupling bond
(in orange) at two sides, leaving the two atoms with strong coupling bonds (in blue) to the
main chain (similar to the case given in Fig.3.1(b)); (3) cut strong/weak bond at left side
and weak/strong bond at the right side, leaving the weak/strong atoms connected to the main
lattice. The first and second cases are similar since S goes through the strong and weak
couplings when it crosses S = π/K. Thus, they are achieved by removing one unit cell in the
range from θ ∈ [π −π/K,π +π/K]. Interestingly, the third case will introduce chirality by
breaking half (or N +1/2) of the unit cell at the left or right side of the ring. The edge states,
similar to the profiles displayed in Fig.3.2 (d), in any of the above discussions will happen
near the defect where the weak coupling of one soliton to its nearest neighbour emerges. In
the following, the first and second cases are discussed together and the chirality crystals are
studied in a separate section.

Numerically, the approach to creating the defect is slightly different to the path of
generating periodic soliton crystals. Previously, we have solved the soliton crystals under a
set of relative separations within the unit cell space. However, the smallest periodicity for
defect crystals is 2π . It requires a much higher volume of modes taken into account, i.e., we
have to consider the computational space for the whole microresonator. As a comparison, we
use 512 modes in the unit cell range of θ ∈ [0,2π/K), which converts to 512×24 = 12288
modes in the microresonator. In general, the spectrum intensity would decay regularly
down to the noise level around the boundaries of computational space, for example, -80dB.
Meanwhile, numerically, we will see the decaying intensity of modes when the computational
space is extended. Concerning the defect crystals, even though the computational space is
ultra-wide, it is still possible to assemble the crystals with desired defects by removing the
redundant solitons in the periodic ring. Then, the pre-made defect crystals can be further
converged through either the stationary solver or the dynamical LLE modelling.
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Fig. 3.17 Band structure and eigenstates for 2-soliton defect crystal are given. Edge states
emerge for the SA family, with the distribution of eigenvectors [X ,Y ]T presented in panels
(b, c), respectively. All eigenvectors are related to the band in panel (a) between βk,n ∈
(29.87,29.9), with red dots showing the emergence of edge cases.

We start with the discussion of one unit cell taken out from the periodic crystals. In
order to be consistent with the cases discussed above, we keep the definitions of SA,SB. The
difference in the defect ring is that one unit cell in the range of θ ∈ [π −π/K,π +π/K]

is removed. In Fig.3.17 (a), compared to the spectrum in Fig.3.9 (d), the non-trivial band
emerges at βk,n ≈ 29.89, with the eigenvectors given in panels (b, c). By checking carefully
on the energy distribution of the bright carpets (the yellow columns on top of the blue
background), we found the edge states exist in the SA range with the band marked by the red
dots. The corresponding eigenvectors (both X ,Y ) show the highest amplitudes at the edge
soliton locations. This observation shows the similarity to the known SSH model. The other
side of SB presents an unique feature: the highest amplitude of the eigenstates emerge not at
the edge soliton locations but at their closest neighbours for the Y eigenstate (see panel(c)),
meanwhile, the X state shows the photonic wave is being trapped between two edge solitons
(see the thick bright column in panel(b) within SB range).

Regarding N + 1
2 (N is an integer) pairs of solitons can be removed from the periodic

crystals to make the chiral crystal, a group of tests found that N = 3 would be enough to
figure out the band structure information, as well as the eigenstate distributions. Fig.3.18 (a,
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Fig. 3.18 The families of defect soliton crystals with three and a half unit cells are removed.
(a,b) shows the chiral symmetry of the left and right setups. (c,d) are two examples of
spectrums regarding the cases of defect atomic and molecular crystals, respectively.

b) present 7 solitons have been removed from the ring with their positions marked by yellow
dashed lines. In particular, panel (a) shows that half of the unit cell is taken from the left side
of the ring in the SA range, whereas in panel (b), the right side includes the additional absence
of soliton. Panel (c) shows the defect crystals for the atomic case with SA = SB. The spectrum
should be equal on either left or right because of the coordinate shift along the ring. The
spectrum of one molecular defect crystal in panel (d) presents the distinction in the density
of modes compared to atomic case with sparse spectrum. In the discussion of band structure,
only one family is needed, and we adopt the ’left’ family. The ’right’ family can be readily
considered as the flip of SA,B along π/K. Fig. 3.19 shows 4 bands inside the gap labelled
by the grey shaded numbers. Their corresponding eigenvectors are shown on the right. The
wave distribution of Y eigenvectors is comparable to the edge states. However, such edge
distribution emerges only at band number 4 for X component. The bright thick carpets of X
in band numbers 1,2,3 show the phononic wave trapped within the potentials induced by
the soliton cores, similar to the bandgap guidance in photonic crystal fibres. Finally, only
′4−X ,4−Y ′ have the localized energy shown at the locations of edge solitons.

An odd number of solitons taken out from the periodic crystals breaks the ring’s left-right
(mirror) symmetry. This is true for any arrangements with SA 6= SB. The chiral pairs of the
right and left defects have spectra which are hard to observe directly. However, such chiral
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Fig. 3.19 Band structure and eigenstates for the 7-soliton defect crystal are displayed. The
eigenvector pairs [X ,Y ]T are displayed for four bands labelled from 1 to 4. The phononic
waves projected on both eigenvectors give the edge states solely emerging on band number
4, whereas other bands have the distribution of energy in X component sitting between two
edge solitons, see ′1−X ′,′ 2−X ′,′ 3−X ′. The geometry of the defect crystals is given in
Fig.3.18 (a).

crystals in the comparison of the symmetric case (achiral crystal) at S = π/K present the
butterfly spectrum as shown in Fig.3.20. A group of modes are equally selected from µ = 360
to µ = 1200. The frequency ω̃µ is defined as the nonlinearity induced group velocity shift
normalized by κ (see Fd1 in the modelling part). The spectrum marks the growth of frequency
offset with increasing mode number ω̃µ ∼ µFd1, and they are displayed with the subtraction
values from the achiral case S = π/K. Such spectral differences make the double-wings
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Fig. 3.20 The chirality spectrum presents the butterfly-wings pattern. The vertical axis is
defined as the frequency offset between the right, left ω̃(right/le f t) at given mode number µ

and the achiral frequency ω̃(ac) which is displayed in Fig.3.18(c).

pattern concerning the SA = SB case, which reveals the spatio-temporal chirality of the soliton
metacrystals.
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3.4 Conclusion

To conclude this chapter, we started by introducing the SSH model and applied a similar
concept to the soliton crystals in microresonators. Then, we applied the Bloch theorem to
study the band structures of the periodic soliton crystals and also for the convenience of
computations. The discrete band structure and eigenstates have been demonstrated to be
topological by applying the developed geometric phase formulas in the gauge invariant form.
The topological phase has been further checked through Wannier functions representation. In
particular, we have investigated the relationship between the geometric phase and the Wannier
centre under different unit cell selections. Lastly, the topological states were captured by
introducing two different defects. With an odd number of solitons’ absence, the chirality of
the topological soliton crystals and their spectral butterfly signature have been reported.

We point out that the formation of such a topology is fully sustained by the Kerr soliton
crystals, differing from the modulations on the materials and complex fabrication of waveg-
uides arrays. The previous reports of the microresonator solitons and topological photonics
[30, 31] forecast the applications of classical and quantum information processing based on
the soliton metacrystals.
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Chapter 4

Frequency combs in χ (2) resonators

4.1 Introduction

In this chapter, we will consider the OPO frequency comb generations in χ(2) resonators.
The phase matching condition has been achieved for pump and signal fields at 1556nm and
3112nm in a CdSiP2 resonator with a radius of 560µm. The mid-infrared comb has been
observed experimentally by our colleagues at the University of Freiburg and demonstrated
in numerical simulations by us. Below, We will focus on the theoretical part including the
modelling, mathematical analyses and simulations. The experimental operations can be
found in our manuscript [1].

4.1.1 Background

While the Kerr frequency combs have proven significant in a wide range of applications,
there are still many merits of the χ(2) medium to be a better choice. Two major advantages of
the χ(2) nonlinear process are the low input power threshold and the immediate octave-wide
frequency conversion, where the former conduces to the thermal-controlled integrated circuit,
and the latter helps the comb generation in mid-IR and visible ranges. Mid-IR sources are
crucial and favoured in many applications, spanning from communications, spectroscopy,
biology sample analysis, material detection, environment monitoring, and so on [2–9]. All
these can be summarized as the spectrum identification in the given sample, resulting from
the energy absorption of chemical bonds in the materials covering most glasses, polymers,
and biological tissues with the fundamental vibration resonances located within the mid-IR
range. The octave-wide generation also brings convenience to the self-referencing process
compared to the Kerr combs [10]. Beside, various materials have been used, including
lithium niobate (LN), aluminium nitride (AlN), gallium phosphate (GaP), and cadmium
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silicon phosphide (CdSiP2) etc.. The first realization of parametric down conversion in a
spherical phase-matched LN resonator shows the photon transition from the pump at 532nm
to the signal and idler pairs around 1064 nm with a low-threshold of 6.7 µW and narrow
linewidth below 10MHz [11], where the power threshold is mainly dominated by the losses
at the pump and harmonic fields as well as the nonlinearity strength [12]. Recent work
reports the first demonstration of OPO (780nm to 1560nm) in a waveguide integrated AlN
microring resonator with output power above 10mW . The demonstrated energy conversion
efficiency can reach up to 17% with reduced power threshold due to the significantly smaller
mode volume, which serves as an ideal platform for future integrated nano-photonic devices
[13]. Below, our study is based on the birefringence matching in a CdSiP2 resonator. CdSiP2

exhibits attractive properties for the mid-IR generation due to its wide transparent range
(from 0.5− 9µm), high birefringence factor ne − no = −0.05, large nonlinear coefficient
(d36 = 84.5pm/V ), as well as its sensitive thermal response [14]. All these remarkable
features help and enable the mid-IR spectrum generation with the pump at 1.55µm.

Different from the difference frequency generation (DFG) [15–18], the OPO process
is initialized with vacuum signal and idler photons. The process starts from one photon at
pump frequency splitting into the pair of signal and idler photons governed by the energy
conservation and the newly generated photons provide increasing combinations of the sum
and difference frequency conversions. Phase matching is critical in the whole cascaded
process and governs the frequency conversion efficiency. Usually, it can be satisfied either
through the quasi-phase-matching or using different polarizations in a birefringence material.
Photon excitation can be identified through the similar modulational instability approach
introduced in χ(3) microresonators above.

4.1.2 Experimental method

The basic procedures concerning the fabrication and measurements are addressed below.
The phase matching condition in the CdSiP2 resonator is fulfilled through the birefringence
between the ordinary and extraordinary polarizations, in relation to the signal and pump
fields, respectively. The resonator is cut using a femtosecond laser operating at 2kHz
repetition rate with wavelength of λ = 388nm and the output power around 300mW . The
pre-made resonator with a radius of 560µm is further polished by the diamond slurry for the
smoothness. The measurement platform is set up with a CW pump operating at 1556nm,
with the e-polarized source coupling into the resonator through a prism. At the output port,
the mixture of e-polarized and o-polarized fields will be separated through a dispersive prism
and recorded by two optical spectrum analyzers (OSAs). Temperature is stabilized and tuned
in the mK scale during the measurements. The initial temperature is around 360K, close to
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the degeneracy point where the corresponding refractive indices for e- and o-polarized lights
can be found in [19]. The measured and estimated parameters in the table [1] are taken in
our studies. The nonlinearity factors are obtained from COMSOL [20]. Dispersion factors
are calculated with the Sellmeier equations [21].

Pump (1556 nm) Signal (3112 nm)
Repetition rate D1p/2π =27.06 GHz D1s/2π =27.57 GHz
Dispersion D2p/2π =−378 kHz D2s/2π =−164 kHz
Linewidth κp/2π =55 MHz κs/2π =64 MHz
Nonlinearity γp/2π =1 GHz W−1/2 γs/2π =2 GHz W−1/2

Table 4.1 Resonator parameters.

4.2 Model and methods

In this section, we map the half harmonic generation as illustrated in Fig4.1.

Fig. 4.1 The sketch shows half harmonic generation and the notation definitions.

We define the following notations: the pump and signal (half-harmonic) envelopes of
ψp, ψh, respectively; the optical cavity modes M and 2M shown by the dashed black lines
with frequencies of ωh

0 and ω
p
0 . Note that the exact frequency for mode number M can be

computed through its free-spectral range by multiplying the exact mode number, which is
governed by radius and the light speed. Assume the effective refractive indices nM, n2M for
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modes M and 2M, symbol c for light speed in vacuum and R for microresonator radius, the
resonances ωh

0 ,ω
p
0 can be written as:

ω
h
0 = M× c

RnM
(4.1)

ω
p
0 = 2M× c

Rn2M
(4.2)

The phase matching condition gives nM = n2M, ωh
0 = 1

2ω
p
0 . The mismatch is then ε =

2ωh
0 −ω

p
0 . Experimentally, ε is a controllable parameter highly dependent on temperature,

see [22]. The resonator frequencies for signal and pump fields are written as (note µ is the
relative mode index, distinguished from the absolute mode index M):

ω
h
µ = ωh +Dh

1µ +Dh
2µ

2 (4.3)

ω
p
µ = ωp +Dp

1 µ +Dp
2 µ

2 (4.4)

where Dh,p
1 /2π,Dh,p

2 are the FSRs and dispersions for the signal and pump fields. The
detuning is defined for the pump component δ = ω

p
0 −ωp, and for the half harmonic field

is δh =
δ+ε

2 . Given the notations above, the OPO process can be mapped by the following
Lugiato-Lefever equations:

i∂tψh =

(
δ + ε

2
− iDh

1∂θ −
1
2

Dh
2∂

2
θ

)
ψh −

iκh

2
ψh − γhψpψ

∗
h

i∂tψp =

(
δ − iDp

1∂θ −
1
2

Dp
2∂

2
θ

)
ψp −

iκp

2
(ψp −H )− γpψ

2
h

(4.5)

The scripts of h, p mark the half harmonic and pump fields. κh,p are the linewidth; γh,p are
the strength of the nonlinearity. H is the pump parameter connected to the pump power W

through the relation [20]:

H 2 =
Dp

1W

2πκp
(4.6)

The walk-off induced by the Dp
1 6= Dh

1 should be compensated by the nonlinearity for a steady
non-homogeneous state, leading to an extra physical parameter V = Dh

1 −D1, where D1 is
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defined as the locked repetition rate of the pump and signal fields. It transfers the model into:

i∂tψh =

(
δ + ε

2
− i(Dh

1 −D1)∂θ −
1
2

Dh
2∂

2
θ

)
ψh −

iκh

2
ψh − γhψpψ

∗
h

i∂tψp =

(
δ − i(Dp

1 −D1)∂θ −
1
2

Dp
2∂

2
θ

)
ψp −

iκp

2
(ψp −H )− γpψ

2
h

Do f f = Dp
1 −Dh

1

(4.7)

For the simplicity of the following expressions, we define the operators below:

L̂p = δ − 1
2

Dp
2∂

2
θ

L̂h =
δ + ε

2
− 1

2
Dh

2∂
2
θ

Ĝp = (Do f f +V )∂θ +
κp

2

Ĝh =V ∂θ +
κh

2

(4.8)

With the operators, we have:

i∂tψp =
(
L̂p − iĜp

)
ψp +

iκp

2
H − γpψ

2
h

i∂tψh =
(
L̂h − iĜh

)
ψh − γhψpψ

∗
h

(4.9)

To determine the unknown locked repetition rate V , we can set the maximal peak in the
spatial form of solution at θ = 0, and add the constraint of ∂ (Re(ψp)) |θ=0. This condition
ensures the spatial location during the convergence iterations. Physically, the moving frame
with the locked velocity D1 shows the static waveforms.

Assume the stationary solutions with small perturbations are ψp = (a+ ib)+(p+ iq),
ψh = (c+ id)+(m+ in) and V =V0 + s, where a,c and b,d are the real and imaginary parts
of the stationary parts of pump and signal fields with the same definition for perturbations by
p,q,m,n. V0 is a solvable parameter with a slight deviation s. Substitute the ansatz into the
stationary model (∂t = 0) and divide the model into real and imaginary parts:

L̂pa+ Ĝpb− γp(c2 −d2) = 0

L̂pb+ Ĝpa− γp(2cd)+
κp

2
H = 0

L̂hc+ Ĝhd − γh(ac+bd) = 0

L̂hd + Ĝhc− γh(bc−ad) = 0

∂a|θ=0 = 0

(4.10)
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The Jacobian Ĵ for the above equations is:

Ĵ


p
q
m
n
s

=


L̂p Ĝp −2γpc 2γpd ∂θ b
−Ĝp L̂p −2γpd −2γpc −∂θ a
−γhc −γhd L̂h − γha Ĝh − γhb ∂θ d
γ̂hd −γhc −Ĝh − γhb L̂h + γha −∂θ c
~Q ~0 ~0 ~0 0




p
q
m
n
s

 (4.11)

Define vector~ρ = [p,q,m,n,s]T and number of modes N, the vector size is 4N+1. Thus, the
Jacobian matrix size is (4N +1)× (4N +1). Matrix kernels Ĵi, j are the size of N ×N when
i, j ∈ [1,4], whereas the last column and last row are different. For example, the element
Ĵ1,5 is a N ×1 vector. And in the 5th row, the vector~0 is a 1×N vector with all zeros. ~Q is
a row vector arranged for computing the derivative of vector p at index θ = 0. Given 512
discrete points in the range of θ ∈ [−π,π), the index of 256 corresponds to the point θ = 0.
If the finite difference method is taken to deal with the derivative, such a vector is in form of
[0,0, · · · ,−1/2,0,1/2, · · · ,0,0], where the non-zero terms should act on the p element with
indices of 255,256,257. With the Jacobian, Eq.4.10 can be solved by Newton’s method as
introduced in the appendix.

4.3 OPO comb generation

We discuss two regimes of the OPO comb generations, whose main difference is caused by
the parity of the absolute pump mode index in the resonator. Both regimes present similar
ordinary and staggered spectra, but the degenerate conversion only happens when pumping
at even indices.

4.3.1 Pumping an even mode

In the last section, we have developed the model of resonators pumped at an even mode
indices. To simulate the sideband generations, we implement numerical simulation of Eq.4.5
with the input below:

ψp =
−iκp

2 H

δ − iκp
2

,ψh = 0 (4.12)



80 Frequency combs in χ(2) resonators

Fig. 4.2 (a) The signal component spectra carpet is displayed with resolution of 1MHz on a
background (blue) level of -70dB. (b1, b2) show the ordinary spectra of the OPO comb, where
the spacing in either signal and pump component is ∆µ = 1. (c1, c2) present staggered OPO
spectrum with ∆µ = 4. The signal spectra are selected as marked by the white dashed lines in
panel(a) with δ/2π =−216,−144MHz, respectively. (d) presents the ladder-step transition
of the sideband modes with highest intensity in the detuning range δ/2π ∈ [20,200] MHz.
Parameters: frequency mismatch ε = 0; Pump power W = 4mW .
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Eq.4.12 is obtained by applying ∂t = 0,∂θ = 0 for the homogeneous pump field circulating
in the resonator. The excitation of sideband modes can be considered by adding slight
perturbations to the pump field and by means of the dynamical simulations, we will find
the output spectrum for each fixed detuning. In Fig.4.2 (a), we have collected hundreds of
such spectral outputs for each fixed detuning on the carpet of a noise level at -70dB. The
ordinary spectra in Fig.4.2 (b1,b2) show the spacing of the free spectral range ∆µ = 1. As a
comparison, the staggered combs in Fig.4.2 (c1,c2) are quite unusual due to the absence of
the central mode µ = 0 in the signal field. Besides, Fig.4.2 (a) indicates the occurrence of
the ordinary and staggered states is not deterministic. In the simulation, we found it depends
on the excitations, i.e., the strength and the distribution of perturbations. Although the
output spectrum for a fixed detuning is optional, the robustness of both combs is remarkable,
i.e., once the comb is formed, it will stay the same distribution with continuous change in
detuning for tens of MHz. Aside from the comb-like spectra, on the right side of the carpet, we
observed the splitting of the excited modes with incremental detuning δ/2π ∈ [20,200]MHz.
The distribution displays a ladder-like transition in panel (d). The formation of the two
excited wings is associated with the tongue-like instability as we mentioned in in chapter 2.
Specifically, the excitation of the mode numbers µ are moving with the tongue indices along
the detuning.

Fig. 4.3 The mode-locked dynamics relates to the case in Fig.4.2 (c1,c2). The reference
frame is rotating at Dh

1 and the locked repetition rates in two components reveal the locked
FSR deviate from Dh

1.
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In Fig.4.3, we have captured a short range of the dynamical simulation for staggered
combs in relation to Fig.4.2 (c1, c2). In the spatial domain of these staggered combs, both
fields are shown in the top view where the high intensity is shaded in bright yellow. Both
pump and signal fields are moving in the same tilted direction with the same angle of the
yellow columns, which implies their repetition rates are locked. From the modelling, we
mentioned the rotation velocity of the coordinate is chosen at Dh

1. Therefore, the locked
speed from the dynamics can be easily estimated by V =−∆θ/∆t.

Fig. 4.4 Soliton spectra are obtained in the half harmonic field after the ladder step transition
range. Parameters: ε/2π =−0.5GHz; Pump power W = 4mW .

Fig.4.4 presents the soliton combs with non-zero mismatch ε . The staggered and ordinary
combs are similar to the above observations. After the ladder-step transition between
δ/2π ∈ (110,140)MHz, the soliton combs are emerging. The occurrence of solitons is
understood by distict modulation instability structures under different choices of ε [23]. Here,
the spectral carpet for both pump and signal are displayed. From the pump component at
the bottom panel, the solid yellow line at µ = 0 (compared to the weak blue wings µ 6= 0)
indicates the zero mode is the most dominant one. Specifically, in Fig.4.5, two cases with
wide and narrow soliton profiles are given, in conjunction with the two white dashed lines in
Fig.4.4 (a). The soliton comb is typical in the signal field, whereas the spectrum of pump
field shows a much higher zero mode than its sidebands, implying the roughly CW-like
spatial distribution as presented in Fig.4.5 (a3, b3). The flat spatial distribution (CW-like
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Fig. 4.5 Typical examples of soliton spectrum and spatial profiles are captured. Panels (a)
and (b) show the sharp and fat soliton cases, respectively. They are related to the white line
marked in Fig.4.4.

profile) of the pump field may approximately ignore the spatial derivatives in Eq.4.5, which
directly links ψ2

h and ψp in the form of ψp = c1ψ2
h + c2 (c1,c2 are constants). This relation

can effectively transform the dual-component model into one component system governed
by ψh with Kerr nonlinearity. This hypothesis provides an estimation of inputs that used
for the convergence. The triangle-shaped spectral carpet indicates the decaying sideband
intensity for both fields with incremental detuning. Different from the combs generated in
the negative detuning where ordinary comb and staggered comb are mixed, the soliton combs
are reproducible and deterministic. In Fig.4.6, we have captured the stationary solution
converged by Newton’s algorithm. The numerical approach is quite straightforward, we seed
any of the spectrums from the dynamical scans as well as its corresponding velocity ′V ′.
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Then, the branch of stationary solutions is tracked by increasing and decreasing the detuning
until both sides end with no solutions. The soliton existence range is highly matched to the
dynamical outputs in Fig.4.4. Fig.4.6 (a) shows the decaying rate of mode µ = 1 for both
fields. µ = 1 is the second largest intensity mode in the spectrum, therefore, it shows the
transition of the soliton gradually decaying to the CW state with increasing detuning δ/2π

reaching to 200MHz near the right boundary. In particular, when δ/2π > 190MHz, the
pump field can be well approximated by a single mode which coincides with our hypothesis.
The width of the spectra is recorded in Fig.4.6 (b), with two background levels of -100dB
and -70dB. The former level presents the finer step transitions along detuning, whereas the
-70dB standard provides less resolution.

Fig. 4.6 Steady soliton solutions are computed with Newton algorithm. Panel (a) shows the
decaying rate of mode µ = 1. Panel (b) presents the comb widths at pump and signal fields
in (faint) blue and (faint) red, respectively. The FSRs are counted by selecting noise levels at
-100dB and -70dB, respectively.
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4.3.2 Pumping an odd mode

When the resonator is pumped at an odd longitudinal mode, the model is mapped by the pair
of equations:

i∂tψh =

(
ω

h
0 − 1

2ωp − iDh
1∂θ −

1
2

Dh
2∂

2
θ

)
ψh −

iκh

2
ψh − γhψpψ

∗
h

i∂tψp =

(
ω

p
0 −ωp − iDp

1∂θ −
1
2

Dp
2∂

2
θ

)
ψp −

iκp

2

(
ψp −H eilθ

)
− γpψ

2
h

(4.13)

where l defines the index of mode to be pumped. l = 1 means the pump is tuned to the
mode at an odd index µ = 1. ωh

0 ,ω
p
0 are the cavity resonances at µ = 0. The spectrum

coordinate is centralized at µ = 0, with the residual dispersion subjected to the relation
ω

p
µ = ωp +Dp

1 µ + 1
2Dp

2 µ2. Therefore, if we keep the detuning defined with respect to ω
p
0 ,

the actual detuning between the pump and ω
p
1 should be:

δ
′ = δ +Dp

1 +
1
2

Dp
2 (4.14)

where
δ = ω

p
0 −ωp (4.15)

δ
′ = ω

p
1 −ωp (4.16)

This relation can also be derived from the exponential phase term in Eq.4.13. The momentum
conservation between pump and signal fields satisfies:

2M+1 = (M+µ)+(M+1−µ) (4.17)

where M,µ are the absolute longitudinal mode index and relative mode index. Eq.4.17 shows
when the resonator is pumped in an odd mode, different from pumping the even mode, there
is no degenerate mode generation.

We have implemented the dynamical scans based on Eq.4.13 in the similar approach used
in the last section. In Fig.4.7, we collect the spectral outputs of six hundred independent
simulations at each fixed detuning δ . The numerical scans demonstrate the existence of
ordinary and staggered combs mixed in the range δ/2π ∈ [−150,0] MHz. The typical
spectral distributions are displayed in panels (b1, b2) and (c1, c2). From the numerical
observation, both ordinary and staggered combs are robust in the millisecond simulations.
We should mention their stability has also been demonstrated in the experiment [1]. However,
we found quite noisy spectrums within the range δ/2π ∈ [50,270] MHz where one cannot
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find stable comb states. The typical dynamics is displayed in Fig.4.8 (a, b). Remember
the coordinate is rotating at Dh

1, which helps to track the motion in a relatively large time
scale. The dynamics present in both fields share a roughly locked repetition rate, but they are
weakly unstable with irregular oscillations. We track the oscillating frequency by computing
the integral energy changing with time with the formula:

fosc. = 10 · lg
(
| 1
N

F{P(t)}|2
)

P(t) =
∫ 2π

0
|ψh(θ , t)|2dθ

(4.18)

N is the normalization coefficient for discrete Fourier transformation, which equals the
number of discrete points used for the computation. F is the Fourier transform operator.
fosc. computes the oscillation frequency of integral energy P(t). For the steady evolution,
P(t) should be a constant along time, thus the spectrum should be zero apart from the zero
frequency element. In panel(c), we have calculated 46 unstable cases with the selection of the
oscillating frequency in relation to the highest sideband peaks. Fig.4.8(d) presents a typical
spectrum for fosc., and it shows there are several competing frequencies below 0.25 GHz.

4.4 Conclusion

In this chapter, we first introduced the modelling for the OPO comb generations. Aside
from the ordinary spectral distribution, the staggered one is the first time demonstrated
both numerically and experimentally. Next, we reported different regimes of frequency
combs along the detuning, including the mixture of ordinary and staggered combs, the
ladder transition of sideband excitations and the soliton combs. In particular, the soliton
comb generation is deterministic and spans over 70 FSRs. The forecasting mechanism of
the soliton generation is associated with the mismatch ε where it deforms the instability
structure for sideband modes. We point out the mechanism of the soliton formation is vital
for state-of-the-art χ(2) soliton combs and is worth further investigations in an independent
research. It would be crucial for efficient OPO conversions and being a steady source for
integrated mid-IR devices. In the last section, we include the discussion of pumping the
resonator at an odd mode index. The modified modelling has extended this topic, in particular,
we found a range where the combs are weakly unstable with the integral energy oscillating
in MHz to GHz level.
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Fig. 4.7 (a) The signal component spectra carpet is displayed with resolution of 1MHz
on a background (blue) level of -70dB. (b1, b2) show the ordinary spectra of the OPO
comb, where the spacing in either signal and pump component is ∆µ = 1. (c1, c2) present
staggered OPO spectra with ∆µ = 3. The odd case will be asymmetric and distinct from the
spectra in Fig.4.2. The signal spectra are marked by the white dashed lines in panel (a) at
δ/2π =−50,−44MHz, respectively. Parameters: frequency mismatch ε/2π =−0.75GHz;
Pump power W = 4mW .
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Fig. 4.8 Typical unstable combs at δ/2π = 68MHz. Panels(a, b) show pump and signal
fields, respectively. Panel(c) selects 46 cases in the unstable region with the dots marking
the maximal oscillating frequency in each dynamics. Panel(d) is one typical spectrum of the
oscillating frequency obtained from panel(b).
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Chapter 5

Summary

In the above chapters, we have discussed three major cases and we put the bidirectional
microresonators as the first topic as this two-component system in its original form is directly
given by a pair of LLEs. The methodology introduced in this chapter, including derivations
as well as mathematical analyses, are serving as the bases for other works. Unlike the
unidirectional cavity, the dynamics of counter-rotating waves circulating in the high-finesse
microresonator are mapped in an averaged model. The rich features of symmetric and
asymmetric resonances have been observed. In particular, we found the discontinuity of
the low-intensity homogeneous states along the detuning scan, which strictly forbids the
existence of dissipative Kerr soliton. Further study of the blockade effect, i.e., the generation
and destruction of solitons, provides the clue for controlling the frequency comb through the
intracavity energy. In addition, the theory of instability mode excitations contoured by the
tongue-like structures has been demonstrated to be crucial in frequency comb generations.

In the second topic, we first expanded the Kerr frequency comb discussion to the perfect
soliton crystals whose spectral lines are separated by multiple integers of FSRs and spatially,
they are evenly located in the ring. The relative positions of the solitons with their two
neighbours can be equal and unequal, resulting in the atomic and molecular unit cells.
The on-demand positioning of solitons controls the coupling strengths between molecular
crystals supported by dispersive waves. We have numerically observed the topological bands
formation similar to the well-known one-dimensional SSH lattice. The band structures are
efficiently computed utilising the Bloch theorem. The non-trivial geometric phase has been
demonstrated by taking the Berry phase formula. Moreover, the geometric phase is further
confirmed in the Wannier representation. The edge states have been found by introducing
proper defects into the periodic ring. When we remove an odd number of solitons, it induces
the chirality between the left and right sides of the vacancy centre.



92 Summary

Beyond the Kerr microresonators, the OPO frequency comb generated in χ(2) resonator
has been studied numerically. This specific work aims to find the mid-IR combs in CdSiP2

medium. We first introduced the model for the χ(2) resonator, and the subsequent analyses to
track the stationary solutions have been depicted in detail. The staggered spectra, distinctive
from the ordinary ones, have been confirmed widely exist in a large range of offset ε , more-
over, this observation has been identified with the experimental results from our colleagues
for the first time. Lastly, we report the soliton combs whose spectra span over 70 FSRs with
purely χ(2) nonlinearity. It raises our interest to figure out the mechanism, especially to
motivate further studies in experiments.



Appendix A

Numerical methods and stability analysis

The nonlinear partial differential equations (like LLE introduced above) are often very
challenging to be solved analytically, except some special conditions are applied, for example,
∂θ = 0,∂t = 0. Numerical approaches introduced in this section are significant for modelling
simulations throughout this thesis. Stability analysis, on the other hand, can provide us
significant information of how the system will react to the perturbations.

A.0.1 Newton-Raphson method and Jacobian

Newton-Raphson method is a common numerical approach to searching stationary solutions
for differential equations. By truncating the Taylor expansion to the first derivative:

f (xn+1)≈ f (xn)+ f ′(xn)(xn+1 − xn) = 0 (A.1)

the iteration seeking for convergence follows:

xn+1 = xn −
f (xn)

f ′(xn)
(A.2)

The iterations will stop when root xn satisfies f (xn) = 0. Sometimes the convergence is
challenging due to the inaccurate initial conditions. Estimation of the inputs should be
considered carefully and a good ansatz is required.

In the following, we give the example of finding the Jacobian of the model in Chapter 2.
Jacobian is important in numerical analysis, especially for the Newton-Raphson method [1]
and perturbation theory [2]. To find the Jacobian in this system, we assume a pair of solutions
in forms of ψ+ = A+a,ψ− = B+b, where A and B are stationary solutions, a = a(θ , t) and
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b = b(θ , t) are perturbations depend on time t and space θ . The following process presents
the substitution in ψ+ component:

i∂t(A+a) = δ+(A+a)− 1
2

D2∂
2
θ (A+a)− γ|(A+a)|2(A+a) (A.3)

−i
1
2

κ((A+a)−H+)−
γ

π
(A+a)

∫ 2π

0
|(B+b)|2dθ

′.

The nonlinear parts are given in detail:

|(A+a)|2(A+a) = |A|2A+ |A|2a+A2a∗+ |A|2a = 2|A|2a+A2a∗

(A+a)
∫ 2π

0
|(B+b)|2dθ

′ = A
∫ 2π

0
|B|2dθ

′+A
∫ 2π

0
Bb∗dθ

′+A
∫ 2π

0
B∗bdθ

′+a
∫ 2π

0
|B|2dθ

′

The above equations are subjected to:

i∂ta = δ+a− 1
2

D2∂
2
θ a−2γ|A|2a− γA2a∗− i

1
2

κa− γ

π
a
∫ 2π

0
|B|2dθ

′ (A.4)

− γ

π
A
∫ 2π

0
Bb∗dθ

′− γ

π
A
∫ 2π

0
B∗bdθ

′.

Note the conjugation sign in nonlinear part, in order to have the form in matrix, the
complex conjugation is applied to both sides:

i∂ta∗ =−δ+a∗+
1
2

D2∂
2
θ a∗+2γ|A|2a∗+ γA2∗a− i

1
2

κa∗+
γ

π
a∗
∫ 2π

0
|B|2dθ

′ (A.5)

+
γ

π
A∗
∫ 2π

0
B∗bdθ

′+
γ

π
A∗
∫ 2π

0
Bb∗dθ

′.

Take the same approach, we have a pair of equations for ψ− component:

i∂tb = δ−b− 1
2

D2∂
2
θ b−2γ|B|2b− γB2b∗− i

1
2

κb− γ

π
b
∫ 2π

0
|A|2dθ

′ (A.6)

− γ

π
B
∫ 2π

0
Aa∗dθ

′− γ

π
B
∫ 2π

0
A∗adθ

′.
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i∂tb∗ =−δ−b∗+
1
2

D2∂
2
θ b∗+2γ|B|2b∗+ γB2∗b− i

1
2

κb∗+
γ

π
b∗
∫ 2π

0
|A|2dθ

′ (A.7)

+
γ

π
B∗
∫ 2π

0
A∗adθ

′+
γ

π
B∗
∫ 2π

0
Aa∗dθ

′.

The variables in the first raw can be easily extracted, and the discretization should be
applied to the second row of the nonlinear terms: for instance, we define subscript ’j’ in order
to mark the index j for the variable spanning from index 1 to n (n is the total discretization
points). With this notation, we have the following:

i∂ta j = δ+a j −
1
2

D2∂
2
θ a j −2γ|A j|2a j − γA2

ja
∗
j − i

1
2

κa j −
γ

π
a j

∫ 2π

0
|B|2dθ

′ (A.8)

− γ

π
A j

∫ 2π

0
Bb∗dθ

′− γ

π
A j

∫ 2π

0
B∗bdθ

′.

A j

∫ 2π

0
Bb∗dθ

′ = A jdθ

N

∑
n=1

(B1b∗1 +B2b∗2 +B3b∗3 + ...+B jb∗j + ...+Bnb∗n) (A.9)

Arrange them into matrix:

i∂t


a
a∗

b
b∗

=


∆a − iκ

2 −γA2 −dθ
γ

π
M13 −dθ

γ

π
M14

γA2∗ −∆a − iκ

2 dθ
γ

π
M23 dθ

γ

π
M24

−dθ
γ

π
M31 −dθ

γ

π
M32 ∆b − iκ

2 −γB2

dθ
γ

π
M41 dθ

γ

π
M42 γB2∗ −∆b − iκ

2




a
a∗

b
b∗

 (A.10)

where ∆a = δ+− 1
2D2∂ 2

θ
−2γ|A|2− γ

π

∫ 2π

0 |B|2dθ ′, ∆b = δ−− 1
2D2∂ 2

θ
−2γ|B|2− γ

π

∫ 2π

0 |A|2dθ ′.

a,a∗,b,b∗ are column N × 1 vector, thus, the size of M is 4N × 4N and each element
inside M is N ×N matrix. M11,22,33,44 and M12,21,34,43 should be N ×N diagonal matrix
(apart from the second derivative). The expansion of M13,14,23,24,31,32,41,42 will be:
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M13b =


A1B∗

1 A1B∗
2 ... A1B∗

N

A2B∗
1 A2B∗

2 ... A2B∗
N

...
... . . . ...

ANB∗
1 ANB∗

1 ... ANB∗
N




b1

b2
...

bN

 ;M14b∗ =


A1B1 A1B2 ... A1BN

A2B1 A2B2 ... A2BN
...

... . . . ...
ANB1 ANB2 ... ANBN




b∗1
b∗2
...

b∗N


(A.11)

M23b =


A∗

1B∗
1 A∗

1B∗
2 ... A∗

1B∗
N

A∗
2B∗

1 A∗
2B∗

2 ... A∗
2B∗

N
...

... . . . ...
A∗

NB∗
1 A∗

NB∗
2 ... A∗

NB∗
N




b1

b2
...

bN

 ;M24b∗ =


A∗

1B1 A∗
1B2 ... A∗

1BN

A∗
2B1 A∗

2B2 ... A∗
2BN

...
... . . . ...

A∗
NB1 A∗

NB2 ... A∗
NBN




b∗1
b∗2
...

b∗N


(A.12)

M31a =


B1A∗

1 B1A∗
2 ... B1A∗

N

B2A∗
1 B2A∗

2 ... B2A∗
N

...
... . . . ...

BNA∗
1 BNA∗

2 ... BNA∗
N




a1

a2
...

aN

 ;M32a∗ =


B1A1 B1A2 ... B1AN

B2A1 B2A2 ... B2AN
...

... . . . ...
BNA1 BNA2 ... BNAN




a∗1
a∗2
...

a∗N

 ;

(A.13)

M41a =


B∗

1A∗
1 B∗

1A∗
2 ... B∗

1A∗
N

B∗
2A∗

1 B∗
2A∗

2 ... B∗
2A∗

N
...

... . . . ...
B∗

NA∗
1 B∗

NA∗
2 ... B∗

NA∗
N




a1

a2
...

aN

 ;M42a∗ =


B∗

1A1 B∗
1A2 ... B∗

1AN

B∗
2A1 B∗

2A2 ... B∗
2AN

...
... . . . ...

B∗
NA1 B∗

NA2 ... B∗
NAN




a∗1
a∗2
...

a∗N

 ;

(A.14)

Define ~α = [a,a∗,b,b∗]T , the above matrices are arranged below:

∂t~α =−iM̂~α. (A.15)

The eigenvalue λ of the matrix (−iM̂) should be discussed by real and imaginary parts.
The real part features the exponential growth of perturbations with time. Therefore the
positive real part is in relation to the instability growth rate in time, whereas the negative real
λ implies the stabilization. The imaginary part of λ shows the oscillating frequency of the
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wave impacted by the perturbations when the dynamical wave propagation is considered in
the time domain.

A.0.2 Modulation instability

The modulation instability is crucial when considering the frequency comb generation
pumped by continuous wave lasers. The cascaded process starts with two photons at pump
frequency breaking into two sideband modes under momentum conservation. In the following,
we present the analysis in the coupled-mode representation for this process:

i(∂t + iδ + i
D2

2
µ

2)A+
µ + i1

2κ

(
A+

µ − δ̂µ,0H+

)
(A.16)

=−γ ∑
µ1µ2µ3

δµ1+µ2,µ3+µA+
µ1

A+
µ2

A+∗
µ3

−2γ ∑
µ1µ2

δµ1,µ |A
−
µ2
|2A+

µ1
,

i(∂t + iδ ++i
D2

2
µ

2)A−
µ + i1

2κ

(
A−

µ − δ̂µ,0H−
)

(A.17)

=−γ ∑
µ1µ2µ3

δµ1+µ2,µ3+µA−
µ1

A−
µ2

A−∗
µ3

−2γ ∑
µ1µ2

δµ1,µ |A
+
µ2
|2A−

µ1



98 Numerical methods and stability analysis

Assume the pump mode 0 is perturbed by a pair of sideband photons at modes µ,−µ:

i∂tA+
0 = δA+

0 − i
κ

2
A+

0 + i
κ

2
H+ (A.18)

− γ(A+
0 A+

0 A+∗
0 +A+

0 A+
µ A+∗

µ +A+
0 A+

−µA+∗
−µ +A+

µ A+
−µA+∗

0 +A+
µ A+

0 A+∗
µ

+A+
−µA+

0 A+∗
−µ +A+

−µA+
µ A+∗

0 )

−2γ(|A−
0 |

2A+
0 + |A−

µ |2A+
0 + |A−

−µ |2A+
0 )

i∂tA+
µ = δA+

µ − i
κ

2
A+

µ +
1
2

D2µ
2A+

µ (A.19)

− γ(A+
0 A+

0 A+∗
−µ +A+

0 A+
µ A+∗

0 +A+
µ A+

0 A+∗
0 +A+

µ A+
µ A+∗

µ +A+
µ A+

−µA+∗
−µ +A+

−µA+
µ A+∗

−µ)

−2γ(|A−
0 |

2A+
µ + |A−

µ |2A+
µ + |A−

−µ |2A+
µ )

i∂tA+
−µ = δA+

−µ − i
κ

2
A+
−µ +

1
2

D2µ
2A+

−µ (A.20)

− γ(A+
0 A+

0 A+∗
µ +A+

0 A+
−µA+∗

0 +A+
µ A+

−µA+∗
µ +A+

−µA+
0 A+∗

0 +A+
−µA+

µ A+∗
µ +A+

−µA+
−µA+∗

−µ)

−2γ(|A−
0 |

2A+
−µ + |A−

µ |2A+
−µ + |A−

−µ |2A+
−µ)

i∂tA−
0 = δA−

0 − i
κ

2
A−

0 + i
κ

2
H− (A.21)

− γ(A−
0 A−

0 A−∗
0 +A−

0 A−
µ A−∗

µ +A−
0 A−

−µA−∗
−µ +A−

µ A−
−µA−∗

0 +A−
µ A−

0 A−∗
µ +

A−
−µA−

0 A−∗
−µ +A−

−µA−
µ A−∗

0 )

−2γ(|A+
0 |

2A−
0 + |A+

µ |2A−
0 + |A+

−µ |2A−
0 )

i∂tA−
µ = δA−

µ − i
κ

2
A−

µ +
1
2

D2µ
2A−

µ (A.22)

− γ(A−
0 A−

0 A−∗
−µ +A−

0 A−
µ A−∗

0 +A−
µ A−

0 A−∗
0 +A−

µ A−
µ A−∗

µ +A−
µ A−

−µA−∗
−µ +A−

−µA−
µ A−∗

−µ)

−2γ(|A+
0 |

2A−
µ + |A+

µ |2A−
µ + |A+

−µ |2A−
µ )

i∂tA−
−µ = δA−

−µ − i
κ

2
A−
−µ +

1
2

D2µ
2A−

−µ (A.23)

− γ(A−
0 A−

0 A−∗
µ +A−

0 A−
−µA−∗

0 +A−
µ A−

−µA−∗
µ +A−

−µA−
0 A−∗

0 +A−
−µA−

µ A−∗
µ +A−

−µA−
−µA−∗

−µ)

−2γ(|A+
0 |

2A−
−µ + |A+

µ |2A−
−µ + |A+

−µ |2A−
−µ)
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Keep only the first order of perturbation from side bands number ±µ:

i∂tA+
0 = δA+

0 − i
κ

2
A+

0 + i
κ

2
H+ (A.24)

− γ(A+
0 A+

0 A+∗
0 )

−2γ(|A−
0 |

2A+
0 )

i∂tA+
µ = δA+

µ − i
κ

2
A+

µ +
1
2

D2µ
2A+

µ (A.25)

− γ(A+
0 A+

0 A+∗
−µ +A+

0 A+
µ A+∗

0 +A+
µ A+

0 A+∗
0 )

−2γ(|A−
0 |

2A+
µ )

i∂tA+
−µ = δA+

−µ − i
κ

2
A+
−µ +

1
2

D2µ
2A+

−µ (A.26)

− γ(A+
0 A+

0 A+∗
µ +A+

0 A+
−µA+∗

0 +A+
−µA+

0 A+∗
0 )

−2γ(|A−
0 |

2A+
−µ)

i∂tA−
0 = δA−

0 − i
κ

2
A−

0 + i
κ

2
H− (A.27)

− γ(A−
0 A−

0 A−∗
0 )

−2γ(|A+
0 |

2A−
0 )

i∂tA−
µ = δA−

µ − i
κ

2
A−

µ +
1
2

D2µ
2A−

µ (A.28)

− γ(A−
0 A−

0 A−∗
−µ +A−

0 A−
µ A−∗

0 +A−
µ A−

0 A−∗
0 )

−2γ(|A+
0 |

2A−
µ )

i∂tA−
−µ = δA−

−µ − i
κ

2
A−
−µ +

1
2

D2µ
2A−

−µ (A.29)

− γ(A−
0 A−

0 A−∗
µ +A−

0 A−
−µA−∗

0 +A−
−µA−

0 A−∗
0 )

−2γ(|A+
0 |

2A−
−µ)

The matrix for the MI of pump mode is shown below by substituting A±
0 = A±

0 +ρ±:
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i∂t


ρ+

ρ∗
+

ρ−

ρ∗
−

=


∆− iκ

2 −γ(A+
0 )

2 −2γA+
0 A−∗

0 −2γA+
0 A−

0

γ(A+∗
0 )2 −∆− iκ

2 2γA+∗
0 A−∗

0 2γA+∗
0 A−

0

−2γA+∗
0 A−

0 −2γA+
0 A−

0 ∆− iκ

2 −γ(A−
0 )

2

2γA+∗
0 A−∗

0 2γA+
0 A−∗

0 γ(A−∗
0 )2 −∆− iκ

2




ρ+

ρ∗
+

ρ−

ρ∗
−


(A.30)

where ∆ = δ + 1
2D2µ2 −2γ(|A+

0 |2 + |A−
0 |2). MI for the sidebands modes (µ 6= 0) are:

i∂t


A+

µ

A+∗
−µ

A−
µ

A−∗
−µ

=


∆− iκ

2 −γ(A+
0 )

2 0 0
γ(A+∗

0 )2 −∆− iκ

2 0 0
0 0 ∆− iκ

2 −γ(A−
0 )

2

0 0 γ(A−∗
0 )2 −∆− iκ

2




A+
µ

A+∗
−µ

A−
µ

A−∗
−µ


(A.31)

The eigenvalues can be analytical obtained:

λA+
µ ,A

+∗
−µ

=−κ

2
±
√

γ2|A+
0 |4 −∆2 λA−

µ ,A
−∗
−µ

=−κ

2
±
√

γ2|A−
0 |4 −∆2

This section provides the essential way to find the Jacobian of the dual-component system
and also the way targeting at the stability. Similar approaches have been used in the whole
thesis.
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