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ABSTRACT Smart power grids are transitioning towards effective employment of distributed energy
resources including renewable energy sources to address the growing environmental concerns related to
the pollutant emissions of fossil fuels. In this context, this paper proposes the directed search domain (DSD)
method to compute the combined environmental and economic dispatch in a microgrid with battery energy
storage systems, photovoltaic plants, wind turbines, fuel cells, and microturbines. The DSD algorithm is
implemented for a multiobjective problem to obtain evenly-distributed Pareto optimal points by shrinking
the original search domain into hypercone. This paper computes the optimal unit commitment and the related
power dispatch while simultaneously minimizing the total pollutant emissions and operating costs. The best
trade-off solution among the entire set of Pareto optimal points is computed by using the Fuzzy satisfying
technique. The uncertainties associated with the forecasting of prices, load demand, wind, and photovoltaic
power outputs are accounted for by employing the stochastic programming. The empirical results indicate
the potential of the presented DSD algorithm in terms of the objective values, solution times, and quasi-even
distribution of the Pareto set.

INDEX TERMS Directed search domain method, environmental/economic dispatch, fuzzy decision making,
multiobjective optimization, renewable energy based microgrid, stochastic programming.

I. INTRODUCTION

Distributed generation (DG) is described as the small-scale
production units supplying electricity to the consumers in
close proximity to the generating units [1]. The presence
of different kinds of energy sources such as wind turbines
(WTs), photovoltaic (PV) plants, fuel cells (FCs), and micro-
turbines (MTs) makes the concept of distributed generation
more interesting [2]. The renewable energy sources (RESs)
are the most popular and widely used DG units due to being
sustainable, environment friendly, and free energy sources.
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Dispersed energy storage devices including battery (BA)
storage systems are fundamental to the effective use of DG
units as they help cope with the energy balance [2], [3].
The secure operation of power grids becomes overly com-
plicated because of the intermittent nature of renewable
energy sources including WTs and photovoltaic plants [4].
The integration of DG resources including the renewable
energy sources into the smart grids can be realized by a
subsystem known as microgrid (MG) [5]. The distributed
generation, energy storage, and interconnected loads operate
as a single controllable entity within microgrid framework.
A point of common coupling (PCC) is the interconnecting
point between power grid and microgrid. The microgrid is
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centrally managed by microgrid central controller (MGCC)
that operates it in grid-connected mode during normal
conditions and island mode during emergency conditions [6].
The microgrid is a promising concept with the potential of
overcoming the challenges faced during the integration of
intermittent RESs [5], [7].

A large amount of literature has considered the optimal
operation of microgrids considering different control assets
and loading conditions. Most researchers have focused on
the economic dispatch of generating units to reduce cost or
maximize profit. Reference [8] computed the power dispatch
of storage system to minimize the cost of energy by using a
microgrid controller. In [9], price signals ensured a balance
between load and energy through the microgrid economic
dispatch model. Reference [10] minimized the cost of total
generation by computing the optimal dispatch of energy
resources using a consensus-based distributed economic dis-
patch control method. Similarly, a microgrid operating in
island mode employed the consensus approach presented
by [11] to compute the solution of an economic dispatch
problem. Reference [12] reduced the total operating cost by
formulating a day-ahead scheduling problem of a power grid
where energy storage systems, renewable energy sources, and
conventional generating units were present. Reference [13]
considered the plug-in electric vehicle as an energy storage
in the renewable energy based microgrid. The objective was
to reduce the cost through local production and generate
revenue by exchanging the surplus energy with the utility grid
considering the market price. The microgrid comprised of
WTs, MTs, and FCs. All the studies reviewed above focus
only on the economic aspect of microgrid operation while
ignoring the issue of greenhouse gas emissions. The growing
global commitments towards environmental protection such
as the Net Zero by 2050 roadmap from International Energy
Agency (IEA) necessitate the inclusion of emissions either
as an objective function or as a constraint in the traditional
economic dispatch problem [14], [15].

The combined environmental and economic dispatch
(EED) problem computes the power dispatch of DG units
while reducing the pollutant emissions along with the total
operating cost. The EED problem is ideally casted as a
multiobjective optimization model that mainly focuses on
the simultaneous reduction of emission and cost objectives.
In the multiobjective optimization problem, the competing
nature of objective functions produces non-dominated solu-
tions i.e., Pareto optimal points instead of unique solu-
tion [16]. A Pareto optimal solution cannot improve an
objective without deteriorating the quality of at least one of
the remaining objectives [17]. The surface formed within
the objective space by Pareto optimal points is known as
Pareto frontier. The large and growing body of the lit-
erature has solved the EED problem using evolutionary
algorithms as well as classical mathematical programming
approaches. Reference [18] reduced the emission and cost
simultaneously in a renewable energy based microgrid
using the adaptive modified particle swarm optimization
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algorithm (PSO). Likewise, the Fuzzy self-adaptive PSO
method for the EED problem was presented in [19] to com-
pute power dispatch of PV plants, WTs, MTs, BA, and FCs.
Reference [20] proposed a reinforcement learning based on
non-dominated sorting genetic algorithm (NSGA-RL) to con-
currently optimize the emissions and cost in a power grid
with wind turbines. Reference [21] converted the multiobjec-
tive EED model into a single-objective model through price
penalty factor. The resultant single-objective problem was
solved by using the differential evolution-crossover quantum
PSO algorithm. It is pertinent to mention that the afore-
mentioned metaheuristic methods are flexible and generally
attain good solutions but these algorithms normally lack
the theoretical guarantee for obtaining the global optimal
solution. Moreover, the necessity to generate a huge num-
ber of solutions for well-representation of Pareto frontier
may become an implementation barrier for these algorithms
in practical scheduling problems with computational time
constraints [16].

This paper aims to obtain evenly-distributed Pareto opti-
mal points without generating a huge number of solutions
to reduce the computational burden. The evenly-distributed
Pareto set is of paramount importance as it aids the sys-
tem operator to make a well-informed decision by analyzing
only a very limited number of the Pareto optimal points.
The generation of an evenly-distributed Pareto set necessi-
tates the use of an algorithm with some sort of geometrical
interpretation. The multiobjective EED problem has been
solved extensively using evolutionary algorithms in the pres-
ence of forecasting uncertainties. Reference [22] employed
lightning search algorithm (LSA) to solve the EED problem
considering the load uncertainties and intermittent RESs.
The system operator did not have the flexibility for trading
off environmental and economic scheduling as the Pareto
frontier was not formed in [22]. Reference [23] proposed
a double deep Q-learning method to manage the operation
of a multi-microgrid system considering the uncertainties
in shortage/surplus power and market price signal. Here,
the total operating cost was minimized without considering
the reduction in the total pollutant emission. In [24], the
EED problem was solved using the multiobjective antlion
optimization (MALO) algorithm considering the uncertain
nature of RESs and load demand. The Pareto optimal points
for bi-objective optimization in [24] were not uniformly dis-
tributed over the Pareto frontiers. Reference [25] solved the
EED problem using an improved multiobjective differential
evolutionary (IMODE) optimization algorithm. Again, there
is no guarantee of producing the quasi-evenly distributed
Pareto set. In [26], the generation cost and pollutant emissions
were reduced by using a grey wolf optimizer (GWO) algo-
rithm while considering the forecasting uncertainties. The
multiobjective algorithms in the above literature [22], [26]
lack a geometrical interpretation, which is crucial for the
generation of evenly-distributed Pareto optimal points.

The classical mathematical programming approaches com-
monly employ the weighted sum method to obtain a
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single-objective optimization problem from the multiobjec-
tive EED problem. The linear combination of the objectives is
described by weights that can be varied in multiple optimiza-
tion runs to compute the Pareto optimal set. Reference [27]
formulated a convex program to obtain the global optimum
of the EED problem using the weighted sum approach com-
bined with an analytical technique. Similarly, reference [28]
presented a linear programming based outer approximation
algorithm to compute the solution of the EED problem.
Here, the piecewise linear functions were used to linearize
the convex quadratic objective functions. In [29], the EED
problem was solved by formulating a semidefinite program
where the weighted sum method converted the vector objec-
tive into a scalar objective function. The evenly-distributed
Pareto optimal points help to explore the entire Pareto frontier
without the requirement of generating the large number of
solutions. It is pertinent to mention that the weighted sum
method lacks a geometrical interpretation and the weight
coefficients are unknown function of the objectives. More-
over, the weight coefficients with an even distribution may not
necessarily result in the Pareto optimal points with an even
distribution [16].

The multiobjective optimization method with some sort
of geometrical interpretation is an ideal candidate for the
EED problem due to its potential to capture the entire
Pareto frontier. Reference [30] optimized the generation
cost, losses, and emissions in the power grids using the
normal boundary intersection (NBI) method. Here, the
best trade-off solution was determined by implementing
a Fuzzy decision making method. The NBI method with
a clear geometrical interpretation exhibits the capability
of computing the evenly-distributed Pareto optimal points.
Reference [31] generated evenly-distributed Pareto optimal
points without requiring the objectives’ scaling by propos-
ing the NBI method to simultaneously minimize emissions
and maximize profit. Also, the superiority of NBI method
over weighted sum approach was established by generat-
ing the Pareto solutions with even-distribution. Note that
the NBI method might be nonrobust as it reduces the fea-
sible search domain to a line [16], [32]. The augmented
epsilon-constraint technique has been proposed in [33] to
reduce the emissions and cost in a renewable energy based
microgrid. Compared to the weighted sum approach, the
significant merits of epsilon-constraint method include the
generation of non-extreme efficient solutions and absence
of objectives’ scaling requirement. It is pertinent to mention
that the epsilon-constraint method lacks a clear geometrical
interpretation and may not generate evenly-distributed Pareto
optimal points, although its algorithm involves a payoff table
with anchor points that are optima of each objective in the
objective space. In [34], the normalized normal constraint
(NNC) method is presented to minimize the economic and
technical objectives including the microgrid operation cost.
The NNC method, being a modification of NBI method,
is more flexible with an ability to produce evenly-distributed
Pareto optimal solutions due to its geometrical interpretation.

VOLUME 11, 2023

However, both the NNC and NBI approaches may require fil-

tering procedure as these methods have a potential to produce

locally Pareto and non-Pareto solutions. This may render
them inefficient in practical problems with computational
time constraints as these methods may require the generation

of a considerable amount of redundant solutions [16], [17].
The directed search domain (DSD) algorithm is an effec-

tive method to represent the well-distribution of Pareto opti-

mal points over the whole Pareto frontier. The DSD algorithm
has a clear geometrical interpretation and it was first sug-
gested in [17] and [35] to produce the Pareto points with the
quasi-even distribution. The DSD method computes a Pareto
optimal point within a specific area of feasible objective space
by shrinking the original search domain. Unlike the reduction
of search domains into a set of rays by NBI method, the DSD
algorithm shrinks the search domains into hypercones. This
feature makes it more robust compared to NBI and NNC
methods. Furthermore, the locally Pareto solutions can be
easily filtered out and the DSD algorithm does not produce
non-Pareto solutions [17]. Due to being a recently developed
method for multiobjective optimization problems, there exists
arelatively small body of literature concerned with the appli-
cation of DSD algorithm in the area of power system oper-
ation. Reference [36] presented the enhanced DSD method
to compute the optimal operation schedule in multi-carrier
energy systems with conventional and renewable generating
units. Similarly, the DSD algorithm was proposed in [37] to
minimize the cost factor of wind farms as well as thermal
units’ generation cost in an optimal power flow problem. The
preference criterion was defined to establish the superiority of

DSD algorithm over augmented epsilon-constraint technique,

weighted sum method, and NNC method.

In view of the above discussion, this paper addresses the
concerns related to the uneven distribution of Pareto optimal
points over the Pareto frontier in the combined environmental
and economic dispatch problem. The optimal unit commit-
ment and associated dispatch are determined while simul-
taneously reducing the total greenhouse gas emissions and
operating cost. The microgrid consists of different conven-
tional and renewable energy sources including MTs, FCs,
WTs, and PV plants. The innovation and contributions of this
paper are summarized as follows:

e A directed search domain algorithm is proposed to con-
duct the day-ahead environmental/economic scheduling in
a renewable energy based microgrid. The DSD method
with a geometrical interpretation computes quasi-evenly
distributed Pareto set. To the best of authors’ knowledge,
this case study is the first implementation of DSD method
for the multiobjective EED problem of a microgrid consid-
ering forecasting uncertainties.

e The detailed modeling of battery energy storage system is
carried out to ensure the effective use of renewable energy
based DG units. The impact of initial state-of-charge on the
operation of battery storage is investigated. Also, the case
study demonstrates the full satisfaction of battery storage
constraints.
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e The stochastic programming is implemented to account for
the forecasting uncertainties related to the load demand,
bid prices, WT’s power output, and PV’s power output.
Most of the aforementioned studies have ignored the fore-
casting uncertainties in the microgrid scheduling prob-
lem. The modeling of forecasting uncertainties is executed
by generating a significant amount of random scenarios.
Afterwards, the backward scenario reduction algorithm is
employed to decrease the total number of scenarios for
establishing a trade-off between solution accuracy and
computation burden [38].

e The best trade-off solution among all the Pareto optimal
points is computed via Fuzzy satisfying technique. Com-
pared to the approaches reported in the literature, the poten-
tial of the proposed DSD method in terms of objective
values, solution times, and uniform distribution of Pareto
set is indicated by the empirical results.

Il. DAY-AHEAD OPERATION MODEL OF MICROGRID

The scenario-based stochastic bi-objective optimization
framework is employed to model the environmental/economic
scheduling problem of a microgrid. The objectives include the
simultaneous reduction of total pollutant emissions and cost
over the scheduling period.

A. TOTAL OPERATING COST MINIMIZATION

The total operating cost is the first objective function in
a renewable energy-based microgrid denoted by Fp. Let
P(t, s, m) be the power generated by the mth microturbine
at time instant ¢ for scenario s. Define SDC,, and SUC,,
as the shut-down and start-up costs of mth microturbine.
The y(t, m) represents the price while the binary variable
&(t, s, m) describes the commitment status of mth microtur-
bine. The amount of power exchanged with the upstream net-
work is denoted by P(z, g) and y (¢, g) is the associated price.
Let Qy(s = 1, ...., W) be the set of W initial scenarios, each
with probability p;. Here, a generic day-ahead scheduling
problem is formulated where the scenario s changes its mean-
ing depending on the context. In the deterministic model, the
Qs becomes a singleton set comprising only the forecasted

values with p; = 1. In the stochastic model, the scenario s
belongs to the uncertainty set €2; comprising random sce-
narios with associated probabilities. The total operating cost
in €ct is mathematically expressed as (la), shown at the
bottom of the page.

The first row of (1a) describes the total operating cost of
microturbines that consists of shut-down, start-up, and gen-
eration costs. Likewise, the total operating cost of BA, WTs,
PV, and FCs is illustrated by rows 2-5, respectively. The last
row indicates the total operating cost related to the exchange
of power between microgrid and upstream network [18], [19].
In this paper, the equation (1a) is used by the case studies with
bid prices information while (1b) is considered by the case
studies with fuel cost coefficient data. Note that (1b) does
not include the scenario representation as it is used only by
the deterministic case study. The cost coefficients related to
the fuel of ith thermal unit are illustrated by a;, b;, and c;,
where i € G. Let P(i) be the generated power of ith ther-
mal generation unit. The quadratic cost function F is given
by [39] and [40]

Fi =Y [aiP()* + biP() + ¢;] (1b)
ieG

B. TOTAL POLLUTANT EMISSION MINIMIZATION

The total pollutant emissions is the second objective function
denoted by F»>. Let E, (¢, m) be the emission in kg/MWh for
mth microturbine at time instant ¢ with eth pollutant where e €
ET. This paper considers three important pollutants in the set
ET: nitrogen oxides (NOy), sulfur dioxide (SO»), and carbon
dioxide (CO,). The total pollutant emission from microgrid
and utility is mathematically expressed as [18] and [19]

> P(t, 5, b)xE,(1, b)
beBA
+ D P(t, s, f)*E(,f)
Fa=) p) ) | feFc (2a)
SEQy teT eeET + Z P([, s, m)*Ee(t, m)
meMT
+ P(t, s, g)*E.(t, g)

meMT
beBA

FIIZ 'OSZ weWT

SEQ teT

pePV

feFc
+ P(t,5,9*y(t, 8)
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> SDCuH[1 = &(t, s, mx&(t — 1,5, m) + SUCu*[1 — £(t — 1,5, m)|#&(t, 5, m) + P(t, s, myxy (t, m)
+ D SDCyx[1 — £(t, 5. b)|*&(t — 1,5, b) + SUCpx[1 — &(t — 1,5, b)I%£ (¢, 5, b) + P(t, 5, by (£, b)
+ ) SDCH1—&(t, 5, W&t —1, 5, W) +SUC,+[1 —£(t — 1,5, W)ls£ (¢, 5, W) + P(t, 5, W)y (¢, W)
+ Z SDCpx[1 — &(t, 5, p)Ix6(t — 1, 5,p) + SUCp*[1 — §(r — 1, 5, p)I*& (¢, 5, p) + P(¢, 5, p)*y (£, p)

+ Z SDCr*[1 —&(t, s, /)I%E( — 1,5, f) + SUCr*[1 — &(t — 1,5, )|%&(t, 5, f) + P(t, s, f)xy (¢, f)

(1a)
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Note that the above formulation computes total emissions
in kg by associating the emissions with power production
from different energy sources. The case study with quadratic
emission function can use F> in (2b). Again, the equation (2b)
does not include the scenario representation as it is used only
by the deterministic case study in this paper. Define emission
coefficients of ith thermal unit as d;, e;, and f;. The quadratic
emission function F» is given by [39] and [40]

Fy =Y [diPG)’ + eiP() + £i] (2b)
ieG

C. POWER BALANCE CONSTRAINT

The proposed model does not permit any load curtailment
and the entire load demand at each time instant ¢ of the plan-
ning horizon needs to be strictly met; otherwise infeasibility
occurs and the solution does not converge. Let Load(t, s)
denote the total load demand for scenario s at time instant 7.
The equality constraint (3a) forces the hourly aggregated
power generation to exactly meet the hourly load demand of
the microgrid.

Z P(t,s,b) + Z P(t,s,w) + Z P(t,s,p)

beBA weWwT peEPV
+ Y Pts.f)+ Y Plts.m)
feFC meMT
+ P(t, s, g) = Load(t, s) (3a)

The microgrid with few number of feeders usually has negli-
gible power losses. Nevertheless, we can approximately com-
pute the power loss Py, using B-loss coefficients in a typical
4-bus test network comprising thermal generation units. The
total power generation should satisfy the total losses and load
demand in such a situation. The power balance constraint
related to the deterministic simulation study in Section V-A
at a single time instant is given by

> " P(i) = Load + Py (3b)
ieG

The power production of thermal power plant ¢ is denoted
by Pg. The BLg o is the (¢, @) index entry of the B-loss
coefficient matrix and N7p describes the total number of
thermal power plants. The loss as a function of generation
units’ output power is given by

Nrp Nrp

Pros=)_ Y Py BLyo Py )

¢=1 ¢=1

D. POWER LIMIT CONSTRAINTS

Let PFyn (t, w) and PFpax (¢, w) be the minimum and maxi-
mum forecasted power output of the wth wind turbine, respec-
tively. Define minimum and maximum power output of mth
microturbine as Pyyy (¢, m) and Ppax (¢, m), respectively. The
power limit constraints on microgrid assets and upstream
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network are expressed as

Pyin(t, b)x&(t, s, b) <P(t, s, b) < Pyax (¢, b)x&(t, s, D)
PFyn(t, w)x&(t,s,w) < P(t,s,w) < PFpax(t, w)x&(t,s,w)
PEyiN (2, p)*&(2, 5, p) <P(t, s, p) < PFmax (t, p)*§(t, s, p)
Puin(t, f)*&(t, s, f)<P(t, s, ) < Puax(t,f)*E(t, s, f)
Pyin (8, m)x§(t, s, m) <P(t, s, m) < Pyax (¢, m)x§(z, s, m)
Puin(t, ) <P(t, s, 8) <Ppmax(t, g)

&)

E. DETAILED BATTERY STORAGE MODELING

This subsection describes the detailed modeling of a battery
storage system. Let PCHA(t, s, b) and PDIS(¢, s, b) be the
charging and discharging power of battery storage, respec-
tively. The battery state-of-charge at time instant ¢ is denoted
by SOC(t, s, b). The charging and discharging efficiencies
are represented by anHA and anIS . The detailed battery stor-

age model is given by [41]
SOC(t + 1,5, b) = SOC(t, 5, b)+ At [nSHA%PCHA(t, s, b)
— PDIS(1, 5, b)/np™] (62)
SOCuin(t, b) < SOC(t, s, b) < SOCpax(t, b) (6b)
P(t,s,b) = PDIS(t, s, b) — PCHA(t, s, b) (6¢)

SOC(25, s, b) = SOC(1, s, b) (6d)
0 < PCHA(t,s,b) < —Ppn(t, b)
s« Esm (2, 8, b) (6e)
0 < PDIS(t, s, b) < Pyax(t, b)
*{1 — Espp (2, s, b)} (61)

The constraint (6d) ensures the same initial and final state-
of-charge. The binary variable &gy (¢, s, b) in (6e)-(6f) pre-
vents the simultaneous charging and discharging operation of
battery storage.

Ill. MULTIOBJECTIVE MATHEMATICAL PROGRAMMING
AND SOLUTION METHODOLOGY

A generic form of multiobjective optimization model casted
as a nonlinear vector optimization problem is described as

Minimize F(x) = (F)(x), F2(x), . . ... Fy()T
subject to x € X* @)

where N denotes the total number of objectives, Fi(i =
1,...., N) refers to the ith objective function, and the vector
x is in the feasible design space X* € RX. The vector x*
defines the Pareto optimal solution while the vector F(x*) is
the Pareto point [16]. The set {F(x) | x € X*} defines the
feasible objective space Z*.

A. DIRECTED SEARCH DOMAIN METHOD

It is desirable to explore the entire Pareto frontier within
the feasible objective space. An aggregate objective func-
tion (AOF) reduces the vector optimization problem into a
scalar optimization problem by considering the linear com-
bination of objective functions [17]. The evenly distributed
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Utopia plane points
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redundant solutions
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(a)

AF,

Search cone w.r.t. M,

Utopia hyperplane
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Pareto frontier
Utopia plane points
X Anchor points

Search cone w.r.t. M,

(b)

FIGURE 1. Generic two-dimensional case. (a) Objective space with initial search domain. (b) New search domain

after shrinking using the proposed DSD algorithm.

Pareto optimal points may not be obtained by merely even
spread of the weight coefficients in AOF [16]. The limi-
tation of unevenly-distributed Pareto optimal points stems
from its inability to capture the entire Pareto frontier. The
well-representation of the whole Pareto frontier may not
be possible without generating a huge number of solutions,
which is computationally expensive. Only a very limited
number of solutions can be considered by the decision maker
due to the solution time constraints. Therefore, it is important
to have a Pareto optimal set with the quasi-even distribu-
tion during the environmental/economic scheduling of the
microgrid.

The DSD algorithm [17] explores the entire Pareto frontier.
The DSD method shrinks the original search domain and
computes a Pareto optimal point within the selected area of
feasible objective space Z*. The major steps involved in the
DSD algorithm are described as [16] and [17]:

1. Generation of anchor points The anchor point u; cor-
responds to the optimum of an ith objective function.
For illustration purposes, the two-dimensional case with
anchor points in [16] is modified and depicted in Fig. 1.
The case studies in Section V of this paper do not assume
any preliminary scaling of objective functions.

2. Computation of evenly distributed utopia plane points
All the anchor points in the feasible objective space Z* are
embedded in a hyperplane known as utopia hyperplane U.
It can be mathematically given by

N

U= Z)»ilti
1;1
Z)»j =1
=1

o0o<x<1 (=1,....,N) (8)

The anchor points form the interior of the convex
utopia polygon that carries the utopia plane points. The
evenly distributed utopia plane points can be realized by
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uniformly varying the coefficients A; in (8). Note that the
utopia plane points provide cheaply computed reference
points similar to [42]. The light beam search concept
combined with the even distribution of utopia plane points
helps to explore the entire Pareto frontier.

3. Aggregate objective function (AOF) Although different
aggregation techniques can be used that might reduce the
computational effort, we use the simplest one as reported
being effective for practical purposes in [16]. The case
studies in Section V assume the AOF as the sum of the
objective functions with equal weighting factors.

4. Shrinking of search domain Consider two objective func-

tions F; and F»> with a convex Pareto frontier. Define kth
utopia plane point as Ml.k(i =1,...,.N;k = 1,..,,Ny)
where i denotes the coordinates of each utopia point and
Ny is the total number of utopia plane points. The x and
y coordinates of the kth utopia plane point M{‘ and Mf
determine the upper bound for F; and F», respectively.
The optimization problem of a generic N-dimensional
case is formulated for the kth utopia plane point as [17]
N
Minimize Z Fi(x)
i=1
subject to F; < Ml-k Vi
xeXx* 9)

The original search domain corresponding to each utopia
plane point with N = 2 is depicted in Fig. 1(a). The
optimization problem solved at different utopia points
may generate redundant solutions due to the relatively
large search domain as indicated by [17]. Fig. 1(a) clearly
depicts the overlapping region on the Pareto frontier with
the potential of producing the redundant solutions.

The DSD algorithm avoids generating redundant solutions
by shrinking the search domain around a given direction as
shown in Fig. 1(b). Different shrinking strategies are avail-
able (e.g., look at [32]). This paper considers the origin
at each utopia plane point M* for a Cartesian coordinate
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system e€;(i = 1,....,N). Assume a unit vector ly =
(o, lo, - .. ., Ip)T that forms an angle yp with the axes of
Cartesian coordinate system so that Ip = cos yo = 1/+/N.
The case studies in Section V shrink the search domain
around the unit vector 1y as the shrinking of the search
domain along the vector ly is usually sufficient. Note that
the normal of the utopia hyperplane may not be parallel
to the unit vector ly as illustrated in Fig. 1(b). Never-
theless, the reader may refer to the procedure described
in [16] and [17] to realize a random direction of the search
domain.
Consider an affine transformation denoted by F;to repre-
sent the linear combination of all the available objective
functions.

N

Fi=Y FiD; (Yi=1,.....N) (10)

j=1
Equation (11) determines the matrix D for the generic
two-dimensional case with N = 2 and yp = 45° where

Y+ =Yoo+ veand y_ = yo — ¥e.

1 . o
D= _ < siny. smy) (11
sin2y, \ —COSy4 cosy—

Equation (10) being an affine transformation preserves the
convexity. The affine transform is defined with an aim to
localize the aggregate objective function around the vector
lp by shearing the objective space. The constraint in (9) can
be modified for the kth utopia point as follows:

N
F; < ZMJ.’{Dﬂ i=1,....,N) (12)
j=1
The optimization problem in (13) shrinks the original
search box of Fig. 1(a) into the search cone of Fig. 1(b)
at kth utopia plane point [16].
N
Minimize Z Fi(x)

i=1

N
subjectto F; < Y "MfDj; (Yi=1,.....N)
j=1

N
F = ZFij,- ~Vi=1,....,N)
j=1
xeX* (13)

The optimization problem in (13) results in the hypercone
with its vertex at utopia point M* as depicted in Fig. 1(b).
A small enough value of angle y, ensures the quasi-even
distribution of Pareto optimal points. It is apparent from
the Fig. 1(b) that the redundant solutions are not possible
due to the absence of the overlapping region.

5. Deterministic DSD model The sum of overall operating
cost F1 and total pollutant emission F, represents an
AOF. The maximum amount of information about the
Pareto frontier with the minimum computational burden
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is facilitated by a quasi-evenly distributed set of Pareto
points [16]. In the deterministic model, the €3 becomes
a singleton set comprising only the forecasted values with
ps = 1. The case study in Section V-A uses (3b) while the
case studies in Sections V-B, V-C, and V-E employ (3a) as
the power balance constraint. The proposed deterministic
DSD model at the kth utopia point is given by

Minimize F|+ F»

) (14)
subject to  (3), (5), (9)-(11).

6. Limitations and assumptions of the proposed algorithm
The proposed DSD algorithm with an angle y. in (11)
determines the search cone that can be degenerated into a
line when y. — 0. In practical applications, an extremely
small value of angle y, should be avoided as it might make
the DSD algorithm nonrobust due to the degeneration of
the feasible search cone into a line [17]. Also, the proposed
DSD algorithm assumes the same number of objective
functions and anchor points. Any violation of this assump-
tion might lead to the degeneration of the convex utopia
polygon formed by the anchor points [17], [32].

B. FUZZY SATISFYING TECHNIQUE

As previously described, the solution of a multiobjective opti-
mization model may involve multiple optimal points, forming
a set of optimal solutions, known as Pareto optimal points.
The system operator should decide on the best Pareto solu-
tion, best fitting the operational strategy of the system. Hence,
an efficient decision making technique must be deployed to
pick the most desired solution. The Fuzzy satisfying method
is regarded as one of the high-performance approaches to
this end, having linear relationships [33], [43]. The structure
of this approach is based on defining a linear membership
function, assigned to each objective function. In case the
objective of the problem is to minimize a function, the linear
membership function presented in (15) would be employed.

1 Fl < Fmn
Fnax _ pr .
=y ——— F" <F <F"™ (15)
i Flmax _ F;mn
0 FI > e

i =

Note that the minimum and maximum values of each objec-
tive are denoted by F' lf"i" and F"*, respectively. Besides, the
value of each objective within a Pareto optimal point and the
associated membership function are described by F/ and 7/,
respectively. It should be noted that this membership value
specifies how much each Pareto optimal point is desired.
Accordingly, a total membership value should be calculated
for each member of the Pareto set. This total membership
is obtained by using the relationship (16), where wf; is the
weighting factors allocated to the objective function and N
represents the total number of objectives.
2 iz Wi
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IV. UNCERTAINTY HANDLING USING STOCHASTIC
PROGRAMMING

This section describes the modeling of forecasting uncertain-
ties in the microgrid. First, a large number of random scenar-
ios is generated. Next, the number of scenarios is reduced to
make the EED problem more tractable. Last, the deterministic
DSD model (14) is transformed into a stochastic DSD model.

A. UNCERTAINTY MODELING

This paper considers the forecasting uncertainties related to
the load demand, bid prices, wind turbine output, and photo-
voltaic output. The normal distribution is assumed to model
the stochastic variations from the predicted values of load
demand and bid prices. This paper assumes Beta distribution
to model the stochastic variations of WT’s and PV system’s
power outputs from their forecasted values, which is consis-
tent with [41] and [44]. The two shape parameters o and
describe the Beta distribution. Let P(¢, DG)’"*? be the pre-
dicted power with Beta distribution defined by « and g shape
parameters. The variance and mean values are represented
by 0(21, DG) and o, pg), respectively. The P(DG)“P and Spgge
respectively define the size of the DG and power base for the
system. The relationship of mean and variance values with
shape parameters along with Beta function is given by [41]
and [44]

Jpa.poyrea(x) = 71— 0Pt (17a)
P(t, DG)’red
( ¥ _ Q(t,DG) (17b)
Shase at,06) + B,pG)
2 _ a(,pG) B(,DG)
0(,DG) = 5 1
[@¢,p6)+ B, p6)I* ¢, pG)+Bi,p6)+11
(17¢)
02 x 2 DGy +0.21 (17d)
O =V X —m—m—mMmM88M8 .
“:p%) P(DG)“»

Equations (17b)-(17c) at each time instant can be used
to compute the shape parameters once the forecasted values
are available for the wind and solar power generation. Note
that there are two Beta functions for prediction errors in the
scheduling problem. One Beta function is associated with the
WT’s power output while the other Beta function is associated
with the photovoltaic system’s power output. The normal
distribution is employed to model the uncertainties of load
demand and bid prices by assuming the forecasted values
as mean values. The standard deviation in this paper is set
to 4% of the forecasted values. It is pertinent to mention
that the regression-based methods and machine learning tech-
niques can predict the day-ahead load demand as well as the
WT’s and PV system’s power output profiles but are beyond
the scope of this paper.

The uncertainties in the forecasting are realized by pro-
ducing a large number of random scenarios W. The compu-
tational burden is increased due to the large number of sce-
narios in a scenario-based optimization model. This situation
essentially demands that the computational burden and solu-
tion accuracy should be traded-off. Here, a relatively good
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approximation of the original uncertainty is ensured by reduc-
ing the scenario number using simultaneous backward reduc-
tion method [38]. Let 5 denote the average value of scenarios
and ||.|| is the Euclidean norm. The distance function d; ¢ for
scenario pair (s, ") is given by

ds,y = max{l, |Is" = 5|, |ls = 5|1} [Is — 5| (18)

The aim is to compute w final scenarios after reducing
the W initial scenarios. Reference [38] described in detail
the steps involved in the simultaneous backward reduc-
tion method. This paper employs the GAMS/SCENRED?2
tool [45] to obtain the final w reduced scenarios with
associated aggregated probabilities denoted by p]. The
GAMS/SCENRED? tool ensures a reasonably good approx-
imation of original uncertainty set by computing a scenario
subset of the required cardinality or accuracy.

B. STOCHASTIC DSD MODEL

Different methods for uncertainty handling are proposed in
multiobjective optimization problems (e.g., look at [46]).
This section formulates a stochastic DSD model to compute
the Pareto optimal solutions under forecasting uncertainties.
The computational burden related to the stochastic optimiza-
tion problem grows with any increase in the scenario number
as it is a scenario-based optimization problem. Let E[Q]
denote the expected value of an arbitrary objective func-
tion Q. The stochastic programming model in (19) is obtained
by reformulating the deterministic DSD model in (14).

Minimize E[F| + F>]
subject to (3), (5), (9)-(11). (19)

Note that we calculate the expected value of the objective
functions after determining the actual realization of forecast-
ing uncertainties. The problem tractability is ensured by con-
sidering the finite number of reduced scenarios 21, . ..., 2,
with the associated probabilities of p{,...., p},. The finite
number of reduced scenarios enables the reformulation of
the stochastic programming model in (19) by replacing the
expectation term. The proposed stochastic DSD model at the
kth utopia point is given by

w
Minimize Z pilF1 + F2]
s=1

subject to (3), (5), (9)-(11). (20)

The above model computes the optimal unit commit-
ment and the related power dispatch while minimizing the
total emissions and cost in the presence of forecasting
uncertainties.

V. SIMULATION RESULTS AND ANALYSIS

The proposed DSD method is investigated by employing a
low voltage (LV) microgrid test system ([18], [19]), a typical
four-bus test network ([18], [39], [40], [47], [48]), and a
large-scale IEEE 24-bus reliability test system (RTS) [49].
The effectiveness of the proposed method is established
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TABLE 1. Thermal generating units’ data for the four-bus network.

Greenhouse gas emission coefficients

Fuel cost coefficients

Plant Unit Ppyax (MW)  Pyn (MW)
f, (kg/h) e (kg/MWh)  d; (kg/MWh?2)  ¢; ($/h)  b; ($/MWh)  a; ($/MWh?)
1 Gl 125.000 10.0000 13.8593 0.327670 0.00419000 756.799  38.5397 0.152740
G2 150.000 10.0000 13.8593 0.327670 0.00419000 451.325  46.1592 0.105780
G3 250.000 40.0000 40.2669 —0.545510 0.00683000 1049.32  40.3965 0.028030
2 G4 210.000 35.0000 40.2669 —0.545510 0.00683000 1243.53  38.3055 0.035460
G5 325.000 130.000 42.8955 —0.511160 0.00461000 1658.57  36.3278 0.021110
3 G6 315.000 125.000 42.8955 —0.511160 0.00461000 1356.66  38.2704 0.017990
P2 P3 Pl TABLE 2. B-loss coefficients for four-bus test network.
G? GFGFG? 0.000091  0.000031 0.000029
BL = 0.000031 0.000062 0.000028
LTI ] 0.000029 0.000028 0.000072
880
x Utopia plane points
J'I_I_ —~ 840 - * Pareto points
o)) X Anchor points
= s00 | E
FIGURE 2. A typical four-bus test network. = o
.9 760
@ T
by implementing several case studies involving determinis- ‘E 720 Ei44 7
tic and stochastic models. The MINLP problem is solved w 680 TeiX
using GAMS [50] solvers on an ordinary desktop PC with
16.0 GB RAM and 3.30 GHz CPU. It is pertinent to men- 640 -
tion here that the optimization problems are solved using 600 |- ‘ ‘ ‘ ‘ ‘ ‘
the default settings of GAMS/SBB, GAMS/BONMIN, and 47000 47500 48000 48500 49000 49500 50000 50500

GAMS/BARON solvers for making a fair comparison with
the reported results in the literature.

A. DETERMINISTIC DSD MODEL FOR 4-BUS TEST SYSTEM
This subsection explores the deterministic directed search
domain model for a typical 4-bus test network as shown in
Fig. 2. The 4-bus system comprises of six thermal gener-
ating units and three plants. This case study considers the
nitrogen oxides (NOy) pollutant associated with the ther-
mal generating units. This subsection aims to determine the
optimal dispatch of thermal generating units while minimiz-
ing the emissions and cost. Here, a quadratic relationship
is assumed between power generated by thermal generat-
ing units and cost/emission functions as expressed in (1b)
and (2b). Table 1 depicts the power generation limits, green-
house gas emission coefficients, and fuel cost coefficients of
the six thermal generating units. The 4-bus test network has
a total power demand of 900 MW.

It is important to estimate the power losses occurring
in the transmission system. This case study formulates the
transmission losses in the 4-bus test system using generating
units’ output power and B-loss coefficients as indicated in (4).
The power balance is ensured by equating the total power
generation in the network to the total power demand plus
transmission losses. The B-loss coefficients for four-bus test
network are illustrated in Table 2.
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FIGURE 3. 4-bus test system: Transformed search cones using directed
search domain method with angle y. = 10°.

This paper proposes the DSD algorithm to produce the
well-distributed Pareto optimal set over a convex Pareto
frontier. As described in Section III-A, the first step is the
generation of two anchor points as depicted in Fig. 3. The
ith row in the payoff table (1) illustrates an anchor point
associated with the optimal value of the optimization prob-
lem with single objective function. It is apparent that the
optimization problem with only fuel cost objective results in
$ 47329.04 while the single-objective optimization with the
emission objective function results in 701.46 kg emission.
The next step is the generation of evenly distributed utopia
plane points in accordance with (8). The deterministic DSD
model generates a total of 20 utopia plane points while the
optimization problem is solved for 18 times excluding the
utopia points coinciding with the anchor points.

b= 47329.04 863.28
1= 150265.27 701.46

Fig. 3 indicates the quasi-evenly distributed set of Pareto
points generated by the proposed DSD algorithm with an
angle y, = 10°. It is evident from the convex Pareto frontier
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TABLE 3. Comparison of simulation results with other algorithms reported in the literature.

Optimization method [48] [47] [39] [40] [18] Proposed DSD
method
P1 (MW) 51.8200 51.8200 51.8200 51.8300 51.8200 46.267
P2 (MW) 32.660 32.6500 38.6400 38.6600 32.6500 32.864
P3 (MW) 209.790 208.780 248.730 248.740 208.770 157.23
P4 (MW) 128.120 128.120 122.140 122.150 128.120 156.401
P5 (MW) 291.950 292.020 252.020 252.030 292.030 272.022
P6 (MW) 223.570 223.570 223.570 223.580 223.570 273.667
Total cost ($/h) 47549.9 47549.0 47804.5 47809.0 47549.0 47425.163
Net emissions (kg/h) 823.360 823.350 843.420 843.530 823.350 805.743
Total losses (MW) 37.9100 36.9600 36.9200 36.9900 36.9600 38.452
Solution time (s) 12.0300 14.3600 0.195000 0.814000 12.5400 0.078
880 900
- 860 | . U?opia plane points -
g 840 . * Pareto points: Directed search domain —~ 850 | )-.< 2:::;?;:2::.:: main
c 820 - ° * Pareto points: Epsilon-constraint 3’ '.. X Anchor points
o 1) ~ '.
5 800 g = 800 - s
o 780 - ".. o P
£ 760 - %o . 3 750 |- ‘e o
w740 - ® . E by 4
720 - el w700 - it 41T
700 ® % o o o o o
680 |- ‘ ‘ i i i j 650
47000 47500 48000 48500 49000 49500 50000 50500
COSt ($) 600 |- 1 1 1 1 1 1
47000 47500 48000 48500 49000 49500 50000 50500

FIGURE 4. 4-bus test system: Pareto optimal solutions with angle
yc = 10° [Directed search domain vs Epsilon-constraint method].

that both objective functions are of competing nature. The
shaded portions depict the transformed search cones after
shrinking the original search domain. Note that the search
domain is shrunk by the transform like a “light beam™ emit-
ting out of the utopia plane point and highlighting a spot
(i.e., Pareto optimal solution) on Pareto frontier. The small
angle y. = 10° leads to quasi-evenly distributed Pareto
optimal points by limiting the search space and avoiding
the generation of redundant solutions for different optimiza-
tion runs. The average computation time for a single Pareto
point is 0.0459 s while the total computation time to obtain
the 18 Pareto optimal points is 0.827 s using GAMS/SBB.

Figs. 4 and 5 compare the distribution of Pareto points
generated by DSD method with that of epsilon-constraint
method as described in [51]. The Pareto points obtained
by epsilon-constraint method are mostly concentrated in the
upper-left portion of Pareto frontier. By contrast, the DSD
method results in the Pareto points with the quasi-even dis-
tribution on the entire Pareto frontier. This quasi-evenly dis-
tributed set of Pareto points is of paramount importance as it
aids the system operator to make a well-informed decision by
analyzing only a very limited number of the Pareto optimal
points.

Fig. 6 illustrates the best desired solution computed by the
Fuzzy decision maker. The objective functions are assigned
the same weighting factors before the computation of total
membership, emission membership, and cost membership
values. The best trade-off Pareto point is the Pareto solu-
tion number 2 as its total membership value of 0.845 is the
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FIGURE 5. 4-bus test system: Transformed search cones using DSD
method with angle y¢c = 5°.
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FIGURE 6. 4-bus test system: Variation of membership values versus
Pareto points with same weighting factors for yc = 5°.

maximum. Table 3 compares the simulation results of the
presented DSD algorithm with the other algorithms reported
in the literature. The proposed DSD method results in fuel
cost of $ 47425.163 while the emission obtained are lowest as
compared to the other approaches described in the literature.
These empirical results establish the effectiveness of the pro-
posed DSD method for environmental/economic scheduling
of a microgrid.

B. DETERMINISTIC DSD MODEL FOR LV MICROGRID
WITHOUT DETAILED BATTERY STORAGE MODELING

This subsection explores the deterministic DSD method for
a typical low voltage microgrid test system as illustrated in
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TABLE 4. Data of the DG sources and utility for LV microgrid model [19].

Type NOx (kg/MWh) SO, (kg/MWh)  CO, (kg/MWh)  SUC/SDC (€ct)  Bid (€ct/kWh)  Pyax (kW)  Pyin (KW)
MT 0.1000 0.003600 720.0 0.9600 0.4570 30.00 6.000
FC 0.007500 0.003000 460.0 1.650 0.2940 30.00 3.000
PV 0.000 0.000 0.000 0.000 2.5840 25.00 0.000
WT 0.000 0.000 0.000 0.000 1.0730 15.00 0.000
Bat 0.001000 0.0002000 10.00 0.000 0.3800 30.00 —30.00
Utility  0.000 0.000 0.000 0.000 Table 5 30.00 —30.00
600
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FIGURE 7. A typical low voltage microgrid test system.

Fig. 7. This LV microgrid model includes MTs, FCs, PV sys-
tem, WTs, and BA. This case study considers the CO,, NOx,
and SO, pollutants. The objective is to minimize the total
greenhouse gas emissions and cost. The total cost comprises
of the shut-down/start-up costs and power generation costs of
distributed generators. The power sources are dispatched on
hourly basis and the total scheduling time horizon is 24 hours.
It is assumed that there is no reactive power contribution from
distributed generators as these are operated at unity power
factor. The LV microgrid connects with the utility through a
power exchange link. The MGCC incorporates the optimiza-
tion algorithm to compute the optimal unit commitment and
associated dispatch for the efficient operation of microgrid.
Table 4 summarizes the existing data of the distributed gen-
erators and utility for LV microgrid test system as tabulated
in [19]. The emissions assumed by DG sources are in kilo-
gram per MWh while cents of Euro per kWh (€ct/kWh) are
used for bid coefficients. The energy capacity of the battery
storage is assumed to be 1 MWh and charging/discharging
efficiencies are set to 100%. The initial state-of-charge is
assumed to be 100%. This assumption enables the battery
storage to discharge during the scheduling period with-
out worrying about the charging operation. Next subsection
includes the detailed battery storage model. Any other param-
eter settings can be assumed depending on the data of the
system under consideration. It is apparent that the utility,
WT, and PV system are considered emission-free in this
deterministic DSD model. The forecasted output of the PV
system, WT, electrical energy price, and load demand are
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FIGURE 8. LV microgrid test system: Transformed search cones using the
DSD method with angle y. = 10°.

illustrated in Table 5. The energy price and load demand
profiles are adopted from [18] and [19] while the WT and
PV system’s output profiles from [51] are considered.

Fig. 8 indicates the well-distributed Pareto optimal points
over convex Pareto frontier computed by the proposed DSD
algorithm with an angle y. = 10°. The ith row in the payoff
table (\2) corresponds to the minimization of one and only
one objective within the objective space. The small angle
ye = 10° helps to avoid the generation of redundant solutions
for different optimization runs. The total solution time to
compute 18 Pareto optimal points is 243 s using GAMS/SBB
while the average CPU time for the computation of single
Pareto point is 13.5 s.

_( 160.77 552.67
b2 = <1299.49 108.11)

Figs. 9 and 10 compare the distribution of Pareto
optimal points generated by the DSD algorithm with
that of epsilon-constraint method [51]. Note that the
epsilon-constraint method here uses payoff table () for
making a fair comparison. The quasi-even distribution of
Pareto solutions on the Pareto frontier as compared to the
epsilon-constraint technique is apparent from Figs. 9 and 10.
It can be observed that the transformed search cones help to
explore the Pareto frontier in a controlled manner according
to the system operator’s needs. The first two Pareto optimal
solutions (from the left side in Fig. 10) computed by the
DSD method are located at the lower edges of the search

cones while the remaining Pareto points are located at the
upper edges of the search cones. This is somewhat different
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TABLE 5. Forecasted output of wind turbine, photovoltaic system, load
demand, and bids ( [18], [19], [51]).

Electrical energy

Forecasted output (kW)
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FIGURE 10. LV microgrid test system: Transformed search cones using the
DSD method with angle y¢c = 5°.

Hour Load (kW)
price (€ct/kWh) WT PV
1 0.2300 52.00 1.785 0.000
2 0.1900 50.00 1.785 0.000
3 0.1400 50.00 1.785 0.000
4 0.1200 51.00 1.785 0.000
5 0.1200 56.00 1.785 0.000
6 0.2000 63.00 0.9140 0.000
7 0.2300 70.00 1.785 0.000
8 0.3800 75.00 1.308 0.1940
9 2.500 76.00 1.785 3.754
10 4.000 80.00 3.085 7.528
11 4.000 78.00 8.772 10.44
12 4.000 74.00 10.413 11.96
13 1.500 72.00 3.923 23.89
14 4.000 72.00 2.377 21.05
15 2.000 76.00 1.785 7.865
16 1.950 80.00 1.302 4.221
17 0.6000 85.00 1.785 0.5390
18 0.4100 88.00 1.785 0.000
19 0.3500 90.00 1.302 0.000
20 0.4300 87.00 1.785 0.000
21 1.170 78.00 1.302 0.000
22 0.5400 71.00 1.302 0.000
23 0.3000 65.00 0.9140 0.000
24 0.2600 56.00 0.6120 0.000
600
a M ® Pareto points: Directed search domain
5 500 — Pareto points: Epsilon-constraint
& 400 - .
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FIGURE 9. LV microgrid test system: Pareto optimal solutions with angle
¥c = 10° [Directed search domain vs epsilon-constraint method)].

from Fig. 8 where the Pareto optimal point (215.60, 374.62)
is located inside the transformed search cone instead of its
edges.

Fig. 11 illustrates the most desired solution obtained by
employing the Fuzzy decision maker [52]. The Pareto points
with fair emissions and cost are assumed to be computed by
the system operator, so each objective function is set with
same weighting factors. The best trade-off Pareto point is the
Pareto solution number 2 as its total membership value of
0.947 is maximum. The emission membership value for the
Pareto solution number 2 is 0.175 while the cost membership
value is 0.987. Table 6 reports the results computed by the
proposed DSD algorithm for LV microgrid test network. The
proposed DSD method results in the total cost of 175.005 €ct
and greenhouse gas emission of 474.812 kg. It is apparent
from Table 6 that Pareto solution number 2 is a feasible
solution. Moreover, the load demand is majorly supplied by
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FIGURE 11. LV microgrid test system: Variation of membership values
versus Pareto points with same weighting factors for y. = 5°.

the utility grid from hours 1 to 8 via a point of common
coupling as utility bid prices are relatively low compared to
bids of other units. Note that the renewable energy sources
such as wind turbines and photovoltaic systems lead to the
reduction of pollutants as their emission coefficients are zero.

C. DETERMINISTIC DSD MODEL FOR LV MICROGRID
WITH DETAILED BATTERY STORAGE MODELING

This case study aims to demonstrate the full satisfaction
of battery storage constraints. The detailed battery storage
model (6) governs the charging and discharging operation of
the battery in LV microgrid test system as depicted in Fig. 7.
Table 4 illustrates the data of the DG sources and utility for
LV microgrid. The energy capacity of the battery storage is
assumed to be 1 MWh and charging/discharging efficiencies
are set to 100%. The initial state-of-charge is assumed to
be 20% in (6d). The battery storage is allowed to operate
between 0% and 100% of its rated capacity as per (6b). Any
other parameter settings can be considered depending on the
operational requirements.

The objective is to minimize the total greenhouse gas emis-
sions and cost while satisfying the battery storage constraints.
Fig. 12 shows the quasi-even distribution of Pareto optimal
points over the Pareto frontier computed by the proposed
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TABLE 6. Results computed by the proposed DSD algorithm for LV
microgrid test network.

Proposed DSD method [Power dispatch (kW)]

Hour
MT FC PV WT Battery Utility
1 0 0 0 0 22 30
2 0 0 0 0 20 30
3 0 0 0 0 20 30
4 0 0 0 0 21 30
5 0 0 0 0 26 30
6 0 28.447 0 0 4.553 30
7 0 27.782 0 0 12.218 30
8 0 27.76 0 0 17.24 30
9 30 30 0 1.786 30 —15.785
10 30 30 7.528  3.085 30 —20.613
11 30 30 9.228 8.772 30 —-30
12 30 30 0 10.413 30 —26.413
13 30 30 0 3.923 30 —21.923
14 30 30 0 2.377 30 —20.377
15 30 30 0 1.786 30 —15.786
16 30 30 0 1.302 30 —11.302
17 30 30 0 0 30 -5
18 0 30 0 0 30 28
19 0 30 0 0 30 30
20 0 30 0 0 30 27
21 30 30 0 1.302 30 —13.302
22 0 30 0 0 30 11
23 0 20 0 0 15 30
24 0 26 0 0 0 30
Total cost (€ct) 175.0 Total emissions (kg) 474.8
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FIGURE 12. LV microgrid test system: Transformed search cones using the
DSD method with an angle y = 5°.

DSD method using the payoff table (\3).

by — 193.284 813.677
37\ 1465.347 419.886

Fig. 13(a) describes the charging and discharging operation
of the battery storage corresponding to the best trade-off
Pareto solution number 9 as computed by the Fuzzy deci-
sion maker. The battery storage is mainly charging between
01:00 and 05:00 when the utility bid prices are relatively
low as illustrated in Table 5. By contrast, the battery storage
is mostly discharging between 10:00 and 12:00 to partially
supply the load demand when utility bid prices are relatively
high. Note that the battery storage active power flow is fully
satisfying the constraints (6e)-(6f) as it remains between
—30 kW and 30 kW. Also, Fig. 13(b) shows the full satis-
faction of constraint (6d) as the final state-of-charge of 20%
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FIGURE 13. LV microgrid test system: (a) Battery storage active power
flow. (b) Battery storage state-of-charge.

is the same as the initial state-of-charge. The battery storage
in Fig. 13(a) charges between 22:00-24:00 to meet the con-
straint (6d) as the utility bid prices are relatively low at these
time instants. The renewable energy sources such as wind
turbines and photovoltaic systems play their role towards the
minimization of overall pollutant emissions.

D. DETERMINISTIC DSD MODEL FOR IEEE RTS 24-BUS
SYSTEM

This subsection demonstrates the scalability of the proposed
DSD method for the EED problem by considering an updated
version of large-scale IEEE RTS 24-bus system [49] that
was originally introduced in [53]. The objective is to reduce
the total greenhouse gas emissions and costs. The single
line diagram and associated constraints of IEEE RTS 24-bus
system are not included here for brevity purposes. The inter-
ested readers are referred to [54] for the detailed modeling
of IEEE RTS 24-bus system. The greenhouse gas emission
coefficients are assumed to be the same as in [55]. The IEEE
RTS 24-bus system consists of 34 transmission lines and
17 loads. The units are dispatched on an hourly basis with
the 24 hours scheduling time horizon.

Fig. 14 compares the distribution of Pareto optimal points
generated by the DSD method with that of epsilon-constraint
technique. Note that both methods use the payoff table (1\4)
for making a fair comparison. The DSD method results in
the quasi-even distribution of Pareto optimal points on the
Pareto frontier as compared to the epsilon-constraint method
as evident from Fig. 14. The Pareto points computed by
the epsilon-constraint technique are mostly located in the
upper-left region of the Pareto frontier. This attribute indi-
cates the effectiveness of the proposed DSD method in find-
ing the evenly distributed Pareto set; thus, enabling the system
operator to analyze the whole Pareto frontier with a very
limited number of Pareto optimal points.

Ve = 522870.34 112721.16
* = 1480793.85 158584.27

Fig. 15 describes the best desired solution computed by
the Fuzzy decision maker with the same weighting factors.
The best trade-off point is the Pareto solution number 12 as
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FIGURE 15. IEEE RTS 24-bus system: Variation of membership values
versus Pareto points with same weighting factors for yc = 5°.

its total membership value of 0.693 is the maximum. The
cost membership value for the Pareto solution number 12
is 0.763 while the emission membership value is 0.622.
The total solution time to compute 18 Pareto optimal points
15 9.985 s using GAMS/BONMIN solver.

E. STOCHASTIC DSD MODEL FOR LV MICROGRID TEST
SYSTEM

This subsection explores the stochastic DSD model for a
typical low voltage microgrid test system as depicted in
Fig. 7. The unit data and forecasted output related to LV
microgrid test system are illustrated in Tables 4 and 5. Here,
the case study considers the forecasting uncertainties asso-
ciated with the load demand, PV system’s output, WT’s
output, and bid prices. The normal distribution is assumed
to model the stochastic variations from the forecasted values
of load demand and bid prices. Also, the Beta distribution
is employed to model the stochastic variations of PV sys-
tem’s and WT’s outputs from their predicted values. This
subsection generates a total of 500 initial scenarios to model
the forecasting uncertainties. The stochastic programming is
implemented after reducing the scenario number to 20 using
the simultaneous backward reduction method as detailed in
Section IV-A. The original system uncertainty with a rela-
tively good approximation is ensured while the computational
burden is minimized by lowering the number of scenarios.
The objective is to compute the optimal unit commitment
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FIGURE 16. LV microgrid test system: Transformed search cones using the
DSD method with an angle y = 5° and scenarios = 20.

and the related power dispatch while minimizing the total
emissions and cost. The total scheduling time is 24 hours
while the units are dispatched on an hourly basis.

Fig. 16 depicts the Pareto set that is well-distributed over
the convex Pareto frontier using the proposed stochastic DSD
model with an angle y. = 5°. The convex nature of Pareto
frontier is attributed to the conflicting nature of objectives.
The linear combination of total emission and cost functions
forms the aggregate objective function. It is apparent from
the payoff table (1ps5) that the cost as the only objective
function is 158.99 €ct while emission as the only objective
function is 101.47 kg. Equation (8) uses the anchor points
in the payoff table to generate the utopia plane points. The
evenly distributed utopia plane points result in the quasi-even
distribution of Pareto solutions as can be observed in Fig. 16.
The stochastic DSD model generates 20 utopia plane points
while the stochastic problem is solved for 18 times excluding
the anchor points. It is pertinent to mention that the proposed
DSD algorithm is the ideal candidate of parallel processing
as separate Pareto search can be conducted for each utopia
plane point. The parallel processing along with the choice of
reduced scenario number and total Pareto points can decrease
the computational burden significantly.

_( 158.99 595.29
s = <1452,80 101.47)

It can be observed that the first two stochastic Pareto points
(from the left side in Fig. 16) computed by the proposed
method are located at the lower edges of the search cones.
The remaining stochastic Pareto optimal points are located
at the upper edges of the search cones with the exemption
of Pareto point (215.92, 374.69) that lies inside the search
cone. This is somewhat different from the deterministic DSD
model with an angle y. = 5° in Fig. 10 where all the Pareto
solutions lie on the edges of the search cones. Fig. 17 shows
the best trade-off solution computed by employing the Fuzzy
decision maker. The same weighting factors are assumed
to determine the Pareto points with fair emission and cost.
The quasi-evenly distributed set of Pareto points provides the

significant information about the Pareto frontier to the system
operator with a minimum computational burden. The most
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FIGURE 18. LV microgrid test system: (a) Operating cost objective.
(b) Pollutant emission objective.

desired Pareto point is the Pareto solution number 2 as its
total membership value of 0.950 is maximum.

Fig. 18 compares the objective values computed by the
deterministic DSD model with that of stochastic DSD model
for Pareto solution number 2. The proposed stochastic (deter-
ministic) DSD model results in a total cost of 171.701 €ct
(175.005 €ct) and greenhouse gas emissions of 503.292 kg
(474.812 kg). Note that the aggregate objective function
AOF = 649.818 using deterministic DSD model (14) while
the stochastic DSD model (20) results in AOF = 674.993 for
20 scenarios. It is apparent that the forecasting uncertain-
ties result in higher aggregate objective function value for
Pareto solution number 2. The deterministic and stochas-
tic case studies in this paper establish the effectiveness of
the proposed DSD models for the environmental/economic
scheduling of a microgrid.

VI. CONCLUSION

This paper presented a directed search domain algorithm
to solve the day-ahead environmental/economic scheduling
problem of a renewable energy based microgrid. The DSD
algorithm performed the shrinking of the original search
domains into hypercones. This shrinking helped to avoid
the generation of redundant solutions and resulted in an
evenly-distributed Pareto points with the minimum compu-
tational burden. This paper computed the optimal unit com-
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mitment and the related power dispatch while simultaneously
reducing the total operating cost and pollutant emissions. The
microgrid assets included MTs, FCs, PV systems, battery
storage, and WTs. Unlike other works, this research work
employed stochastic programming to account for the fore-
casting uncertainties related to load demand, prices, wind,
and photovoltaic outputs. By reducing the number of scenar-
i0s, computational complexity was traded-off for the solution
accuracy. The best trade-off solution among all the Pareto
optimal points can be determined by employing the Fuzzy
satisfying technique. The proposed DSD method with a total
cost $ 47425.163 and net emissions 805.743 kg outper-
formed the analytical strategy based on a single equivalent
objective function with total cost $ 47804.5 and net emis-
sions 843.42 kg. Also, the proposed DSD method resulted
in quasi-evenly distributed Pareto optimal points as opposed
to the epsilon-constraint method for 4-bus test system,
LV microgrid test system, and IEEE RTS 24-bus system. The
empirical results demonstrated the potential of the proposed
deterministic and stochastic DSD models in terms of compu-
tational time, objective values, and quasi-even distribution of
Pareto optimal points.
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