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Abstract: The most commonly employed tool for wind turbine performance analysis is the power
curve, which is the relation between wind intensity and power. The diffusion of SCADA systems
has boosted the adoption of data-driven approaches to power curves. In particular, a recent research
line involves multivariate methods, employing further input variables in addition to the wind
speed. In this work, an innovative contribution is investigated, which is the inclusion of thirteen
sub-component temperatures as possible covariates. This is discussed through a real-world test case,
based on data provided by ENGIE Italia. Two models are analyzed: support vector regression with
Gaussian kernel and Gaussian process regression. The input variables are individuated through a
sequential feature selection algorithm. The sub-component temperatures are abundantly selected as
input variables, proving the validity of the idea proposed in this work. The obtained error metrics
are lower with respect to benchmark models employing more typical input variables: the resulting
mean absolute error is 1.35% of the rated power. The results of the two types of selected regressions
are not remarkably different. This supports that the qualifying points are, rather than the model type,
the use and the selection of a potentially vast number of input variables.

Keywords: wind energy; wind turbines; power curve; data analysis; multivariate regression; perfor-
mance analysis

1. Introduction

Horizontal-axis wind turbines are rotating machines which operate under non-stationary
conditions because the source is stochastic. Furthermore, the power extracted by a wind
turbine has a complex dependence on working parameters and environmental conditions.
Based on theoretical arguments [1], the expected power production is given in Equation (1):

P =
1
2

πR2ρv3Cp(β, λ). (1)

In Equation (1), P is the produced power and depends on the rotor radius R, the air
density ρ, the wind speed v, and the power coefficient Cp, which depends on the blade
pitch angle β and the tip-speed ratio λ (or, in other words, the rotational speed ω).

In Equation (1), v is intended to be the longitudinal wind intensity. Most of the compli-
cations regarding wind turbine performance monitoring [2] are related to the fact that what is
measured using the most adopted sensory systems is not exactly v. Typically, wind turbines
are equipped with cup anemometers measuring the wind flow behind the rotor span, and
the undisturbed wind speed v is estimated ex post through a nacelle transfer function. This
procedure has intrinsic limitations because the nacelle transfer function is calibrated only in
some sample representative environmental conditions. Without the use of additional sensors
on site, whose use in the industry practice is discouraged by costs and benefits considerations,

Energies 2023, 16, 165. https://doi.org/10.3390/en16010165 https://www.mdpi.com/journal/energies

https://extranet.cranfield.ac.uk/10.3390/,DanaInfo=doi.org,SSL+en16010165
https://extranet.cranfield.ac.uk/10.3390/,DanaInfo=doi.org,SSL+en16010165
https://extranet.cranfield.ac.uk/,DanaInfo=creativecommons.org,SSL+
https://extranet.cranfield.ac.uk/licenses/by/4.0/,DanaInfo=creativecommons.org,SSL+
https://extranet.cranfield.ac.uk/licenses/by/4.0/,DanaInfo=creativecommons.org,SSL+
https://extranet.cranfield.ac.uk/journal/,DanaInfo=www.mdpi.com,SSL+energies
https://extranet.cranfield.ac.uk/,DanaInfo=www.mdpi.com,SSL+
https://extranet.cranfield.ac.uk/,DanaInfo=orcid.org,SSL+0000-0001-6850-7922
https://extranet.cranfield.ac.uk/10.3390/,DanaInfo=doi.org,SSL+en16010165
https://extranet.cranfield.ac.uk/journal/,DanaInfo=www.mdpi.com,SSL+energies
https://extranet.cranfield.ac.uk/article/10.3390/,DanaInfo=www.mdpi.com,SSL+en16010165?type=check_update&version=2


Energies 2023, 16, 165 2 of 18

the effects of vertical components of the wind flow [3], turbulence intensity [4], humidity,
temperature [5], and so on are substantially discarded.

The design specifications of a wind turbine indicate that the relation between wind
intensity v and power P should be a line which is the so-called power curve [6], while in
the real world the relation between v and P is a cloud of points only qualitatively similar to
the design specifications [7]. Therefore, monitoring the performance of a wind turbine is far
from a trivial objective because it is complicated to construct a benchmark against which to
compare the observed power measurements. For this reason, this topic has attracted a vast
amount of scientific studies [8–10], especially since the widespread diffusion of SCADA
control systems [11], whose further development is fundamental for power grids stability
in presence of high shares of renewable energies [12–15].

A recent development in the literature concerns multivariate approaches to the power
curve of wind turbines [16,17]. The rationale for this can be retrieved in Equation (1). If,
for given wind intensity v, the blade pitch β or the rotational speed ω vary, the amount
of extracted power P will consequently slightly vary. Therefore, the idea of multivariate
approaches to the power curve is to consider the power P as a function of several input
variables, which can be environmental (as the wind speed v) or operational (as the blade
pitch β or rotational speed ω). In this kind of model, the dominant tendency for practical
applications is employing operation variables [18–22] as further additional covariates of
the models, rather than data from meteorological masts. This is motivated by the fact that
meteorological data have high quality, but are concentrated at only one point in the wind
farm layout. For example, in [23], the power coefficient Cp is expressed as a polynomial in
the blade pitch β, and the tip speed ratio λ and different polynomials are employed for the
various working regions of the wind turbine. In [24], a Gaussian process regression is set
up upon multivariate data clustering and the input variables include blade pitch, rotational
speed, blade pitch currents and voltages, and some internal temperatures.

Based on the above premise, the analysis of multivariate data-driven approaches to
wind turbine power curves is a very promising topic in artificial intelligence applications
and the objective of the present work is to contribute to the methods through a test case
analysis based on real-world experience. The two main aspects that have come to the authors’
attention, and are, therefore, are particularly worth investigating, are

• the model type;
• the input variables selection.

In this study, the above two points are analyzed through a real-world test case discussion,
based on data provided by the ENGIE Italia company.

Regarding the former aspect (model type), previous studies in the literature indicate
that the relation between multiple covariates and power output is highly non-linear and the
model type must be adequate to capture such non-linearity [25]. There are no standards in
this regard and in this paper, two model types are adopted and compared: support vector
regression with Gaussian kernel [16] and Gaussian process regression.

The input variable selection is a critical aspect of multivariate power curves and it
is typically performed based on the scholar’s discretion and on plausibility. In this study,
similarly to [16], an automatic features selection algorithm is employed, which adds one
covariate at a time and selects the one which reduces the out-of-sample error.

An important aspect of this study is that a vast set of sub-component temperatures
has been included in the possible covariates. The rationale is that the sub-component
temperatures are in general well correlated with the power (more power, more heat) and
that the temperature sensors disseminated in a wind turbine are dozens. The advantages
of such an approach are at least twofold:

• These additional covariates can make up for more standard ones [18], if the latter is
unavailable, which can happen for example in case of anemometer failure or bias [26].

• The additional covariates can give something more to the data-driven model. In par-
ticular, since wind turbine faults are often associated with overheating and diminished
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extracted power [27,28], a model for the power which employs the temperatures as
input variables has high potentiality for condition monitoring.

Summarizing, the following are the most important innovative points of the present
study in relation to the state of the art in the literature:

• data-driven approaches to wind turbine power curves are investigated with a focus
on the effect of including internal temperatures in the set of possible covariates;

• differently with respect to most studies in the literature which are based on user’s
discretion, in this work an automatic feature selection algorithm is employed for
individuating the most appropriate input variables;

• two regression types are analyzed (support vector regression with Gaussian ker-
nel and Gaussian process regression) and the input variables selection is shown to
depend on the regression type, supporting the usefulness of an automatic features
selection algorithm;

• a comparison against a benchmark multivariate model employing blade pitch and
rotational speed (in addition to the wind speed) is pursued and the effect of including
internal temperatures on the error metrics is discussed.

Based on these considerations, the structure of the manuscript is the following: in
Section 2, the test case and the data set are described; Section 3 is devoted to the description
of the methods; results are collected and discussed in Section 4; conclusions and further
directions are drawn in Section 5.

2. The Test Case and the Data Set

The data set has been provided by the ENGIE Italia company and it refers to a wind
farm composed of 2 MW wind turbines operating in southern Italy. The data set covers the
year 2020, from 1 January to 31 December. The available measurements are the following:

• nacelle wind speed v (m/s);
• output power P (kW);
• rotor speed ω (rpm);
• generator speed Ω (rpm);
• blade pitch angle β;
• ambient temperature Tamb (K);
• generator bearing temperature 1 Tgen.bear.1 (K);
• generator bearing temperature 2 Tgen.bear.2 (K);
• maximum generator bearing temperature 1 Tmax.gen.bear.1 (K);
• maximum generator bearing temperature 2 Tmax.gen.bear.2 (K);
• generator phase 1 temperature Tgen.ph.1 (K);
• generator phase 2 temperature Tgen.ph.2 (K);
• generator phase 3 temperature Tgen.ph.3 (K);
• maximum generator phase 1 temperature Tmax.gen.ph.1 (K);
• maximum generator phase 2 temperature Tmax.gen.ph.2 (K);
• maximum generator phase 3 temperature Tmax.gen.ph.3 (K);
• generator slip ring temperature Tsl.r. (K);
• hydraulic oil temperature Thyd (K);
• gear oil temperature Tgear.oil (K).

The main feature of this data set, with respect to the standard for power curve analysis,
is that thirteen internal temperatures have been included. Prior to setting up the method
for the multivariate data-driven regression, it is important to process the data appropriately.
In the present study, the following steps have been followed:
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• In order to take into account the effect of environmental conditions as much as possible,
it is recommended to renormalize the nacelle wind speed v by considering the effect
of air density as indicated in Equation (2) and (3):

vc = v

(
ρ

ρre f

) 1
3

(2)

ρ = ρre f
Tre f

Tamb
(3)

where vc is the corrected wind speed, v is the estimate of undisturbed wind speed
provided by the wind turbine nacelle anemometer, ρ is the air density measured on
site, ρre f = 1.225 kg/m3 is the air density in standard conditions, Tre f is the absolute
temperature in standard conditions (288.15 K), and Tamb is the absolute ambient
temperature measured on site. It should be noted that the above procedure does not
solve all the issues related to the measurement of the wind speed for wind turbine
performance monitoring. Actually, the wind speed to which we refer in this work
is (as typical) measured through a cup anemometer placed behind the rotor span
and the undisturbed wind speed is reconstructed through a nacelle transfer function.
A mature approach to wind turbine performance monitoring should take into account
that the nacelle wind speed measurement (and, therefore, the power curve) is site-
dependent [29,30] and depends on the interaction with the rotor as well, which might
be affected by systematic errors [31,32]. In order to overcome this point as much as
possible, more complex renormalization methods might be applied, as for example
in [33,34].

• Data are filtered on the condition that the wind turbine is producing power output by
using the appropriate run-time counter, which is requested to be 600 s out of 600.

• Data are filtered below rated power, because the performance monitoring problem
becomes trivial at rated power.

• Wind turbines operating in industrial wind farms not rarely are curtailed with respect
to the design specifications: this can happen for grid requirements or for noise control
issues. For the objectives of performance monitoring through power curve analysis,
the above kind of measurements must be filtered out by appropriately clustering
them [35]. This can be achieved by observing that a wind turbine is de-rated by
forcing it to pitch anomalously. Therefore, a simple and effective method for filtering
outliers is using the average wind speed–blade pitch curve [36], which can be retrieved
from design specifications or from historical data. In this study, data characterized by
an absolute deviation higher than 2.5◦ with respect to the reference wind speed–blade
pitch curve are excluded.

An example of a scattered power curve before and after data pre-processing is reported
in Figure 1.
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Figure 1. An example of scattered power curve before and after data pre-processing.

3. Method
3.1. Support Vector Regression

The principles of support vector regression can be illustrated by starting from a linear
model, which is posed in Equation (4):

y = xβ + ε, (4)

where β are the regression coefficients, which have to be estimated from the input variables
data matrix x and the output vector y.

The support vector regression is substantially a constrained optimization problem,
because the aim is having the minimum norm of β′β, subjected to the request that the
residuals between the measurements y and the model estimate f (x) are lower than a
threshold ε for each n-th observation (Equation (5)):

|yn − xnβ + bn| ≤ ε. (5)

In the Lagrange dual formulation, the function to minimize is L(α), given in Equation (6):

L(α) =
1
2

N

∑
i=1

N

∑
j=1

(αi − α∗i )
(

αj − α∗j

)
x′i xj

+ ε
N

∑
i=1

(αi + α∗i ) +
N

∑
i=1

yi(α
∗
i − αi),

(6)

with the constraints (Equation (7))

N

∑
n=1

(αn − α∗n) = 0

0 ≤ αn ≤ C

0 ≤ α∗n ≤ C,

(7)

where C is the box constraint.
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The estimate of the β parameters in terms of the input variables matrix x and of the
coefficients αn or α∗n is given in Equation (8):

β =
N

∑
n=1

(αn − α∗n)xn. (8)

The non-vanishing α or α∗ coefficients are associated with a selection of the most
meaningful input observations, hence denoted as support vectors.

Given new input variables x′, the regression can be used as in Equation (9) to predict
the output:

f (x) =
N

∑
n=1

(αn − α∗n)x′nx + b. (9)

A non-linear support vector regression is obtained by replacing the products between
the observations matrix with a non-linear kernel function (Equation (10)):

G(x1, x2) = 〈ϕ(x1)ϕ(x2)〉, (10)

where ϕ is a transformation mapping the x observations into the feature space.
A Gaussian kernel selection is given in Equation (11):

G
(
xi, xj

)
= e−κ‖xi−xj‖2

, (11)

where κ is the kernel scale.
Then Equation (6) is rewritten as Equation (12):

L(α) =
1
2

N

∑
i=1

N

∑
j=1

(αi − α∗i )
(

αj − α∗j

)
G
(
xi, xj

)
+ ε

N

∑
i=1

(αi + α∗i ) +
N

∑
i=1

yi(α
∗
i − αi),

(12)

and Equation (9) for predicting is rewritten as Equation (13):

f (x) =
N

∑
n=1

(αn − α∗n)G(xn, x) + b. (13)

In this work, the hyperparameters of the regression κ, C, and ε have been automatically
selected by using Bayesian optimization techniques. They are varied randomly through
30 model calls and for each model, 10-fold cross-validation is performed in search for the
minimum observed value.

3.2. Gaussian Process Regression

The principles of Gaussian process regression are explained in [37] and the essential
aspects are reported here.

A Gaussian process is defined in terms of a mean m(x) and a covariance K(x, x′), as in
Equation (14):

f (x) ' GP
(
m(x), K(x, x′)

)
, (14)

where m(x) = E[ f (x)] and K(x, x′) = E[( f (x)−m(x))( f (x′)−m(x′))]. The mean m(x)
can be selected to be vanishing without loss of generality, while K(x, x′) measures the
similarity of the random variables x and x′. If the model is multivariate, K is a matrix
having the variance of each variable in the diagonal and the off-diagonal elements measure
the correlations between the input variables.
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A typical selection of the covariance function is given in Equation (15):

kSE(x, x′) = σ2
f e−

(x−x′)2

2l2 + σ2
nδ(x, x′), (15)

where σ2
f , l2, and σ2

n are the model hyperparameters.
By posing that the relation between input x and output y is given by a Gaussian

process, as in Equation (16):
yi = f (xi) + εi, (16)

where εi is white noise, the fitting on the training data set composed by n measurements
proceeds by means of log-likelihood maximization as given in Equation (17):

log(p(ytr|xtr)) =
1
2

yT
trK−1ytr −

1
2

log(|K|)− 1
2

n log(2π). (17)

The model can be used to predict the test data set, given the input variables, by taking
into account that the posterior mean and variances for the distribution of the output are
given in Equations (18) and (19):

f̄∗ = kT
∗K−1ytr, (18)

Var( f∗) = k∗∗ − kT
∗K−1k∗ + σ2

n , (19)

where k∗∗ = K(xtest, xtest) is an auto-covariance function of the test data points and k∗
is the covariance between training and test data points in the form of column vectors,
i.e., k∗ = [k(xtest, xtrain,1), . . . , k(xtest, xtrain,n)].

In this work, the hyperparameters σ2
f , l2, and σ2

n are tuned based on the same kind of
Bayesian optimization as for the support vector regression (Section 3.2).

3.3. Features Selection

The sequential features algorithm employed in this study proceeds as follows:

• the matrix x, containing all the possible regressors organized in columns, and the
vector y of power output are passed to a sequence of support vector regressions
(respectively, Gaussian process regressions);

• the algorithm starts with an empty input variables matrix and adds each possible
covariate of x one at a time performs the regression, and estimates the loss function
through 10-fold cross-validation;

• the selected covariate is the one that provides the lowest value of the loss function;
• sequentially, each other possible covariate is added once at a time, the cross-validation

is performed, the loss function is estimated;
• if there are no regressors which, if added, provide a decrease of the loss function,

the algorithm stops;
• else, the algorithm adds to the input variables selection the regressor that diminishes

the loss function the most, and the sequence proceeds.

For both types of regression, the output is the power P and the possible covariates
are the renormalized wind speed vc, the rotor speed ω, the generator speed Ω, and all the
temperatures listed in Section 2 except the ambient temperature (which has already been
taken into account by renormalizing the wind speed as given in Equations (2) and (3)).

Once the input variables have been selected for both types of regression, the data set
at disposal is divided as follows:

• a random 50% selection is used for training the model and is noted as D1;
• the remaining 50% (hence named D2) is used for evaluating the goodness of the

regression, by evaluating the out-of-sample error metrics.
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Given the measurements y(x) for the test data set D2 and the model estimates f (x),
the residuals are defined in Equation (20):

R(X) = y(x)− f (x). (20)

Two error metrics are considered in this study and are the mean absolute error (MAE)
and the root mean square error (RMSE). The MAE is defined in Equation (21):

MAE =
1
N ∑|R(x)|, (21)

where N is the number of samples in the validation data set. The RMSE is defined in
Equation (22):

RMSE =

√
∑(R(x)− R̄)2

N
, (22)

where R̄ is the average residual in the data set D2.

4. Results
4.1. Input Variables Selection

In Table 1, the selected input variables are listed for the support vector regression and
for the Gaussian process regression, and their coefficients of determination with the power
P are reported. The most evident result arising from Table 1 is that several temperatures
are selected as covariates for modeling the power. Therefore, it is recommended that multi-
variate approaches to the wind turbine power curve contemplate the source of information
constituted by the sub-component temperatures.

A very interesting aspect is that the support vector regression does not select the
rotational speed (rotor or generator), but selects ten temperatures as more meaningful input
variables. This is a non-trivial result, because the rotational speed has been considered
up to now the most important covariate in addition to the wind speed [19]. This should
not lead to diminishing the consideration of the rotational speed as a covariate for wind
turbine power curve models, also in light of the fundamental physical meaning of this
variable. The message arising from this result is, rather, that the internal temperatures are
overlooked for consideration in power curve models. Moreover, a further direction of the
present work which is at present being developed regards the use of explainable machine
learning methods. An anticipation of the results which are of interest in the present context
is that the covariates should be ranked not only by how much the average error diminishes
when each covariate is included (as is done in this work), but also for how much the
average error (once the set of covariates is selected) depends on each variable. The latter
information can be obtained by computing the Shapley coefficients [38,39] for each variable
and, for the data sets of this study, the rotational speed ranks as the highest, which means it
is the most explanatory. In Table 2, the determination coefficients between the rotor speed
ω and the temperatures selected for the SVR regression are reported. It arises that, for most
of the temperatures, such a coefficient is quite high, which explains how it is possible that
a purely data-driven model treats as quite interchangeable the rotational speed and the
internal temperatures. Finally, an average curve of the selected temperatures as a function
of the rotor speed is reported in Figure 2.

A general result arising from Table 1 is that the input variables selected for the two
types of regression are different. This further confirms previous results in the literature
about the fact that for multivariate wind turbine power curves, one size does not fit all.
The selection of the input variables can likely depend on the wind turbine technology [16]
and on the type of regression. It is, therefore, very important to start from an appropriately
rich data set and to implement rigorous feature selection algorithms.
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Table 1. Input variables selection for the SVR and GPR and coefficient of determination with the
power P.

Model Selected Input Variables R2

SVR

v, β, Tgen.bear.1, Tgen.bear.2,
Tmax.gen.bear.1, Tgen.ph.2,

Tmax.gen.ph.1, Tmax.gen.ph.2,
Tmax.gen.ph.3, Thyd, Tsl.r., Tgear.oil

(0.98, 0.48, 0.76, 0.87, 0.44, 0.76,
0.76, 0.88, 0.88, 0.88, 0.26, 0.55)

GPR
v, Ω, β, Tgen.bear.1, Tgen.bear.2

Tmax.gen.bear.1, Tmax.gen.ph.1, Tsl.r., Thyd

(0.98, 0.85, 0.48, 0.76,
0.44, 0.76, 0.76, 0.88, 0.26)

Table 2. Coefficient of determination between the internal temperatures selected for the SVR regres-
sion and the rotor speed ω.

Model Selected Temperatures R2

SVR

Tgen.bear.1, Tgen.bear.2,
Tmax.gen.bear.1, Tgen.ph.2,

Tmax.gen.ph.1, Tmax.gen.ph.2,
Tmax.gen.ph.3, Thyd, Tsl.r., Tgear.oil

(0.75, 0.77, 0.48, 0.75, 0.75
0.78, 0.78, 0.78, 0.25, 0.69)
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Figure 2. Average curve of the internal temperatures selected by the SVR regression as a function of
the rotor speed ω.

4.2. Error Metrics

The results for the error metrics of the support vector and Gaussian process regressions
are reported in Table 3 as absolute values and normalized to the rated power, as indicated
in [17] for convenience of comparison with the literature. In Table 4, the same error metrics
are reported for a benchmark which somehow constitutes the standard of multivariate
power curve models. Inspired by Equation (1) and by [19,22], the input variables of the
benchmark model are wind speed v, blade pitch β, and rotational speed ω.
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Table 3. Error metrics for the SVR and GPR validation.

Model MAE (kW) RMSE (kW) N MAE (%) NRMSE (%)

SVR 29.6 40.7 1.48 2.03
GPR 27.7 38.7 1.35 1.94

Table 4. Error metrics for the SVR and GPR validation for the benchmark model.

Model MAE (kW) RMSE (kW) N MAE (%) NRMSE (%)

SVR—Benchmark 35.7 48.3 1.79 2.41
GPR—Benchmark 36.5 48.5 1.82 2.43

Comparing Table 3 to Table 4, it arises that for each regression type the models
proposed in this work provide error metrics in the order 20–25% lower with respect to the
selected benchmark model.

In Figure 3, the measured and simulated power curves are reported, respectively, for
the support vector and Gaussian process regressions, with confidence intervals. From this
figure, it arises that the proposed models are capable of reproducing very realistically
the dispersion of an observed power curve. In the figures, the 95% confidence intervals
are reported as well, which for the SVR regression have been computed according to the
method indicated in [40].
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P
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w
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W
)

SVR
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Figure 3. Measured and simulated power curve (SVR and GPR), with confidence intervals.

To highlight the differences between the SVR and GPR models, in Figure 4 the resid-
uals R (Equation (20)) have been plotted after averaging per wind speed bins of 0.5 m/s.
From this figure, the points of strength of the two regressions can be interpreted in light
of the input variables selection of Table 1. The support vector regression displays higher
absolute residuals in the regime of variable rotational speed (approximately between 6
and 9 m/s of wind intensity) and this might be due to the fact that the automatic features
selection algorithm has excluded the rotational speed, which, in that particular working
region of the wind turbine, is very important information. On the other hand, the support
vector regression performs better than the Gaussian process regression when approaching
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the rated speed. This might be due to the fact that the former model employs more temper-
ature covariates, whose behavior increasing with the wind speed is very well correlated
with the power. Given these considerations, the average of the estimates provided by
the two regressions has also been added in Figure 4. The average of the two estimates
provides a slight improvement in the error metrics. Actually, the MAE lowers to 27 kW
and the RMSE to 37.3 kW. Nevertheless, a more sensible improvement could probably be
achieved by customizing the input variables selection depending on the working region
of the wind turbines. This could be achieved through data clustering and performing a
separate input variables selection for each cluster. Yet, it should be taken into account that
separating a data set into clusters leads to dimension reduction of the training data sets for
each model in each cluster. Therefore, the estimation of the net balance of this procedure is
not straightforward and it is in general important to formulate reliable models spanning all
the power curves, as in the present work.
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Figure 4. Residuals of the SVR and GPR, averaged per wind speed bins of 0.5 m/s.

In Figures 5–7, the behavior of the selected models is compared against the benchmark
ones, which are also compared against themselves. The average difference between mea-
surements and model estimates is reported, with confidence intervals for each model type.
From Figures 5 and 6, it arises that the average residuals are closer to zero for the selected
models, with respect to their corresponding benchmark. Furthermore, the confidence
intervals are noticeably lower. This clearly indicates the advantage of employing a vast set
of covariates as a starting point for the model. Finally, it is worth noticing the comparison
between the SVR and GPR benchmark models (Figure 7). The situation is qualitatively
similar to Figure 4. Depending on the operation regime of the wind turbine, the SVR or
GPR regression might be averagely more profitable.
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Figure 5. Average error between model predictions and model estimate: SVR and SVR benchmark.
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Figure 6. Average error between model predictions and model estimate: GPR and GPR benchmark.

In Figures 8 and 9, the distributions of the residuals R (Equation (20)) are reported,
respectively, for the support vector and Gaussian process regressions. In Table 5, the mean,
the skewness, and the kurtosis of the residuals are reported for the SVR and GPR regression.
It arises that the GPR approximates slightly better a desirable feature of the residuals,
which is the symmetry, but there is a little higher probability of having a very abnormal
absolute residual (due to the higher kurtosis with respect to SVR). This once again confirms
that it is over-optimistic to have all the desirable features in the same model and that a
combination of several model estimates, although non-trivial to obtain, might improve
the performance. For both models, the kurtosis of the residuals is largely higher than the
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Gaussian distribution, which means that there is a relatively high probability of having a
large mismatch between measurement and model estimate.
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Figure 7. Average error between model predictions and model estimate: SVR benchmark and
GPR benchmark.
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Figure 8. Histogram of the residuals R between measurements and SVR model estimates.
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Figure 9. Histogram of the residuals R between measurements and GPR model estimates.

Table 5. Statistical properties of the residuals between measurements and model estimates.

Model Mean (kW) Skewness Kurtosis

SVR −7.2 −0.41 9.36
GPR −5.4 −0.36 9.54

4.3. Application for Anomaly Detection

The application of the proposed method for the prognosis of incoming faults requires
devoted techniques, which represent the future directions of this work and deserve a
detailed discussion. For the purposes of this study, it is interesting to report a brief example
of an application for the identification of an overall anomaly (related to the rotor) affecting
the functioning of a wind turbine from the same farm. The idea is simulating the power of
the target wind turbines using the model developed for the reference wind turbine, details
of which are reported in Sections 4.1 and 4.2. For this example, we select as target wind
turbines the anomalous one and a healthy one and we highlight the difference between the
two sets of residuals.

From Figure 10, it arises that if one employs the model trained with the data of the
reference wind turbine, the residuals are largely negative for the target anomalous wind
turbine, which means underperformance. A very slight underperformance can also be
hypothesized for the target healthy wind turbine, but it should be noticed that the curves
for the healthy wind turbines are surely compatible with the confidence intervals (which
have not been reported merely for clarity of the figure) and also within the RMSE reported
in Table 3, different with respect to what happens between the reference wind turbine and
the target anomalous wind turbine.
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Figure 10. Residuals between measurements and model estimates as a function of the measured
power: reference wind turbine, target anomalous, and target health.

5. Conclusions and Further Directions

The present study has been devoted to the analysis of multivariate data-driven models
for the power curve of wind turbines. As discussed in Section 1, this subject has been
recently attracting remarkable attention in the wind energy literature, but there are several
qualifying points which are left to the scholar’s discretion, which substantially are the
selection of the model type and of the input variables.

For this reason, in this work, two types of regression (support vector and Gaussian
process) have been applied to a real-world test case, based on the data of a 2 MW wind
turbine owned by ENGIE Italia. The most innovative aspect of this study is that several
sub-component temperatures have been included as potential covariates of the model.
Actually, at present, in the literature the additional covariates which have been mostly
employed are rotational speed and blade pitch, but there is no conceptual reason why the
vast set of temperature sensors with which a wind turbine is equipped should not be used
for this kind of purpose.

The above idea has been corroborated by the results achieved in this study. A se-
quential features selection, based on the objective of loss minimization through 10-fold
cross-validation, abundantly selects the temperatures which have been included as poten-
tial covariates. As expected, a slightly different input variables selection is achieved for
the two regression types. This supports the goodness of the use of an automatic features
selection, because the selected set could not be individuated by straightforward intuition.
In summary, the main practical result of the present study is that the proposed models,
when validated to simulate the output on an out-of-sample data set, provide average error
metrics which are in the order of 20–25% lower with respect to a benchmark model which
can be considered the standard in multivariate wind turbine power curve analysis. An ex-
ample of a practical application of the proposed method is discussed, which deals with the
identification of underperformance through a space-time comparison [41]. The data-driven
model is trained with the data of a reference wind turbine and, once the power of target
wind turbines is simulated, the properties of the residuals are analyzed.

As supported in Section 1, it should be noticed that the improvement achieved by
including sub-component temperatures in multivariate power curves is not only a matter
of diminishing the error metrics, which means increasing the capability of the model in
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capturing the normal behavior of the machine. Potentially, the use of sub-component
temperatures in multivariate wind turbine power curves involves developments in con-
dition monitoring. Actually, sub-component temperatures of wind turbines are widely
employed for detecting faults, because a common manifestation of incoming damages is
anomalous heating and a slight decrease of the extracted power [27,28]. In this regard, there
are several possible approaches. In case of non-labeled data, the idea for regression-based
condition monitoring is modeling the normal behavior of the component temperature of
interest and raising an alarm when the residual between measurement and model estimate
exceeds a certain threshold [42,43]. Classification methods are widely employed as well,
as in [44,45], for the diagnosis of generator faults. When labeled data are available, the typi-
cal critical point is that they are highly imbalanced because, hopefully, a wind turbine has
been operating in a healthy state most of the time. This calls for devoted techniques, such
as the so-called few-shot learning [46].

In this context, the multivariate regressions proposed in this study combine the input
(wind intensity), the main operation variables (such as rotational speed or blade pitch), and
the internal temperatures to predict the normal-behavior model estimate for the power of a
wind turbine and, in principle, have a superior potentiality for identifying anomalies in
the form of the increased residual between measurements and model estimates. This is the
main further direction of the present work, which is at its early stages in the literature but
has already proved to be promising [47–49].

Another challenge given by the fact that wind energy is projected into the era of big
data [50] is understanding how scalable the employed methods are. The implicit assumption
of the method proposed in this work is that a data-driven model has to be trained for each
monitored wind turbine and this increases the computational cost when the number of wind
turbines increases. First developments have been achieved [51] for the analysis of how big
the training data set should be and how the thresholds for alarm raising should be defined,
depending on the requested statistical significance (which in turn means computational cost).
A deeper investigation of this point should be pursued, for example by formulating methods
for limiting the number of models to be trained as much as possible, without losing too much
statistical significance.

Author Contributions: Conceptualization, D.A., R.P., A.L. and L.T.; methodology, D.A. and R.P.;
software, D.A. and R.P.; validation, D.A.; formal analysis, D.A. and R.P.; investigation, D.A., R.P.
and A.L.; resources, A.L. and L.T.; data curation, D.A. and A.L.; writing—original draft preparation,
D.A.; writing—review and editing, R.P., A.L. and L.T.; visualization, D.A., R.P. and L.T.; supervision,
L.T.; project administration, L.T. All authors have read and agreed to the published version of
the manuscript.

Funding: The authors declare no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Ackermann, T. Wind Power in Power Systems; John Wiley & Sons: Hoboken, NJ, USA, 2005.
2. Astolfi, D.; Pandit, R.; Terzi, L.; Lombardi, A. Discussion of wind turbine performance based on SCADA data and multiple test

case analysis. Energies 2022, 15, 5343. [CrossRef]
3. Honrubia, A.; Vigueras-Rodríguez, A.; Gómez-Lázaro, E. The influence of turbulence and vertical wind profile in wind turbine

power curve. In Progress in Turbulence and Wind Energy IV; Springer: Berlin, Germany, 2012; pp. 251–254.
4. Hedevang, E. Wind turbine power curves incorporating turbulence intensity. Wind Energy 2014, 17, 173–195. [CrossRef]
5. Pandit, R.K.; Infield, D.; Carroll, J. Incorporating air density into a Gaussian process wind turbine power curve model for

improving fitting accuracy. Wind Energy 2019, 22, 302–315. [CrossRef]
6. Wang, Y.; Hu, Q.; Li, L.; Foley, A.M.; Srinivasan, D. Approaches to wind power curve modeling: A review and discussion. Renew.

Sustain. Energy Rev. 2019, 116, 109422. [CrossRef]
7. Ciulla, G.; D’Amico, A.; Di Dio, V.; Brano, V.L. Modelling and analysis of real-world wind turbine power curves: Assessing

deviations from nominal curve by neural networks. Renew. Energy 2019, 140, 477–492. [CrossRef]
8. Butler, S.; Ringwood, J.; O’Connor, F. Exploiting SCADA system data for wind turbine performance monitoring. In Proceedings

of the 2013 Conference on Control and Fault-Tolerant Systems (SysTol), Nice, France, 9–11 October 2013; pp. 389–394.

https://extranet.cranfield.ac.uk/10.3390/,DanaInfo=doi.org+en15155343
https://extranet.cranfield.ac.uk/10.1002/,DanaInfo=dx.doi.org+we.1566
https://extranet.cranfield.ac.uk/10.1002/,DanaInfo=dx.doi.org+we.2285
https://extranet.cranfield.ac.uk/10.1016/,DanaInfo=dx.doi.org+j.rser.2019.109422
https://extranet.cranfield.ac.uk/10.1016/,DanaInfo=dx.doi.org+j.renene.2019.03.075


Energies 2023, 16, 165 17 of 18

9. Long, H.; Wang, L.; Zhang, Z.; Song, Z.; Xu, J. Data-driven wind turbine power generation performance monitoring. IEEE Trans.
Ind. Electron. 2015, 62, 6627–6635. [CrossRef]

10. Gonzalez, E.; Stephen, B.; Infield, D.; Melero, J.J. Using high-frequency SCADA data for wind turbine performance monitoring:
A sensitivity study. Renew. Energy 2019, 131, 841–853. [CrossRef]

11. Astolfi, D.; Castellani, F.; Terzi, L. Mathematical methods for SCADA data mining of onshore wind farms: Performance evaluation
and wake analysis. Wind Eng. 2016, 40, 69–85. [CrossRef]

12. Theodorakatos, N.P.; Lytras, M.; Babu, R. Towards smart energy grids: A box-constrained nonlinear underdetermined model for
power system observability using recursive quadratic programming. Energies 2020, 13, 1724. [CrossRef]

13. Theodorakatos, N.P.; Lytras, M.; Babu, R. A generalized pattern search algorithm methodology for solving an under-determined
system of equality constraints to achieve power system observability using synchrophasors. J. Phys. Conf. Ser. 2021, 2090, 012125.
[CrossRef]

14. Vide, P.S.C.; Barbosa, F.M.; Ferreira, I.M. Combined use of SCADA and PMU measurements for power system state estimator
performance enhancement. In Proceedings of the 2011 3rd International Youth Conference on Energetics (IYCE), Leiria, Portugal,
7–9 July 2011; pp. 1–6.

15. Vanfretti, L.; Baudette, M.; Domínguez-García, J.L.; Almas, M.S.; White, A.; Gjerde, J.O. A phasor measurement unit based fast
real-time oscillation detection application for monitoring wind-farm-to-grid sub–synchronous dynamics. Electr. Power Compon.
Syst. 2016, 44, 123–134. [CrossRef]

16. Astolfi, D.; Castellani, F.; Lombardi, A.; Terzi, L. Multivariate SCADA data analysis methods for real-world wind turbine power
curve monitoring. Energies 2021, 14, 1105. [CrossRef]

17. Astolfi, D. Perspectives on SCADA Data Analysis Methods for Multivariate Wind Turbine Power Curve Modeling. Machines
2021, 9, 100. [CrossRef]

18. Janssens, O.; Noppe, N.; Devriendt, C.; Van de Walle, R.; Van Hoecke, S. Data-driven multivariate power curve modeling of
offshore wind turbines. Eng. Appl. Artif. Intell. 2016, 55, 331–338. [CrossRef]

19. Pandit, R.K.; Infield, D.; Kolios, A. Gaussian process power curve models incorporating wind turbine operational variables.
Energy Rep. 2020, 6, 1658–1669. [CrossRef]

20. Shetty, R.P.; Sathyabhama, A.; Pai, P.S. Comparison of modeling methods for wind power prediction: A critical study. Front.
Energy 2020, 14, 347–358. [CrossRef]

21. Karamichailidou, D.; Kaloutsa, V.; Alexandridis, A. Wind turbine power curve modeling using radial basis function neural
networks and tabu search. Renew. Energy 2021, 163, 2137–2152. [CrossRef]

22. Astolfi, D.; Castellani, F.; Natili, F. Wind Turbine Multivariate Power Modeling Techniques for Control and Monitoring Purposes.
J. Dyn. Syst. Meas. Control 2021, 143, 034501. [CrossRef]

23. Niu, W.; Huang, J.; Yang, H.; Wang, X. Wind turbine power prediction based on wind energy utilization coefficient and
multivariate polynomial regression. J. Renew. Sustain. Energy 2022, 14, 013306. [CrossRef]

24. Jing, H.; Zhao, C. Adjustable piecewise regression strategy based wind turbine power forecasting for probabilistic condition
monitoring. Sustain. Energy Technol. Assess. 2022, 52, 102013. [CrossRef]
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