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Trapped atomic ions excel as local quantum information processing nodes, given their long

qubit coherence times combined with high fidelity single-qubit and multi-qubit gate operations.

Trapped ion systems also readily emit photons as flying qubits, making efforts towards construction

of large-scale and long-distance trapped-ion-based quantum networks very appealing. Two-

node trapped-ion quantum networks have demonstrated a desirable combination of high-rate and

high-fidelity remote entanglement generation, but these networks have been limited to only a

few meters in length. This limitation is primarily due to large fiber-optic propagation losses

experienced by the ultraviolet and visible photons typically emitted by trapped ions. These

wavelengths are also incompatible with existing telecommunications technology and infrastructure,

as well as being incompatible with many other emerging quantum technologies designed for

useful tasks such as single photon storage, measurement, and routing, limiting the scalability of

ion-based networks.



In this thesis, I discuss a series of experiments where we introduce quantum frequency

conversion to convert single photons at 493 nm, produced by and entangled with a single trapped

138Ba+ ion, to near infrared wavelengths for reduced network transmission losses and improved

quantum networking capabilities. This work is the first-ever to frequency convert Ba+ photons,

being one of three nearly concurrent demonstrations of frequency converted photons from any

trapped ion. After discussing our experimental techniques and laboratory setup, I first showcase

our quantum frequency converters that convert ion-produced single photons to both 780 nm

and 1534 nm for improved quantum networking range, whilst preserving the photons’ quantum

properties. Following this, I present two hybrid quantum networking experiments where we

interact converted ion-photons near 780 nm with neutral 87Rb systems. In the initial experiment,

we observe, for the first time, interactions between converted ion-photons and neutral Rb vapor

via slow light. The following experiment is a multi-laboratory project where we observe Hong-

Ou-Mandel interference between converted ion-photons and photons produced by an ensemble

of neutral Rb atoms, where notably these sources are located in different buildings and are

connected and synchronized via optical fiber. Finally, I describe an experiment in which we

verify entanglement between a 138Ba+ ion and converted photons near 780 nm. These results

are critical steps towards producing remote entanglement between trapped ion and neutral atom

quantum networking nodes. Motivated by these experimental results, I conclude by presenting

a theoretical hybrid-networking architecture where neutral-atomic based nondestructive single

photon measurement and storage can be integrated into a long-distance trapped-ion based quantum

network to potentially improve remote entanglement rates.
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Chapter 1: Introduction

The development of classical digital computing combined with long-distance fiber-optic-

based digital communications beginning in the middle of the previous century have fundamentally

changed and undoubtedly improved the way we process, store, and transfer classical information.

These improvements have so widely impacted our society that historians now refer to our current

era as the Information Age [1]. With the hope that improvements in the way we process and

transmit quantum information can have a similar positive impact (at least to some extent), the

field of quantum information science has experienced rapid growth in the past few decades. Much

of the current research and development in this field is focused on trying to enable:

• Large-scale quantum computers and simulators to solve problems in optimization, chemistry,

and cryptography that take too long for classical computers to feasibly solve [2–7].

• Quantum sensors for the improved sensitivity of clocks, navigation, and the improved

measurement of other physical phenomena [8–10].

• The secure transfer and processing of information via quantum cryptography [11, 12].

Only time will tell how successful we are at developing these technologies - will the Information

Age will be followed by the Quantum Information Age?

In this thesis I present a set of experiments in which we perform quantum frequency
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conversion on single photons from a trapped ion, for the purpose of improving trapped ion

quantum communication networks. To motivate this work, this chapter provides a brief introduction

to quantum networks, trapped ions in quantum information, and how quantum frequency conversion

techniques can be used to improved trapped ion quantum networks. Following this, I also provide

a brief description and outline of this thesis.

1.1 Quantum Networking

Critical to the long-term success of quantum computing, quantum sensing, and quantum

cryptography is the development of scalable quantum networks. Quantum networks are used to

send quantum information in the form of qubits from one location to another to entangle multiple

remote quantum devices or processors for enhanced quantum operations [13–15]. Entangling

multiple quantum computing processing units, for instance, allows for a distributed quantum

computing architecture, where the total number of error-corrected computational qubits is increased

far past the limits of a single processing unit [3, 16]. Entanglement between N quantum sensors

has been shown to, in many cases, improve the precision scaling of measurements from the

standard quantum limit of 1/
√
N for classically-connected quantum sensors to 1/N for the

entangled sensors [10, 17, 18]. One of the most notable applications of such a sensor network

could be the construction of a global network of atomic clocks [10]. Finally, quantum networks

can enable the secure transfer of sensitive information via quantum cryptography techniques

such as quantum key distribution [19], as well as ”blind quantum computing”, where a remote

user can execute operations on a quantum computer while keeping their inputs and results hidden

from others [20, 21].
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1.1.1 Basic Quantum Network Components

The key basic components required for scalable quantum networks, as well as some basic

network architectures using these components are shown in Fig. 1.1. Ideally, a network contains,

at the minimum, the following components [15]:

1. Quantum communication channels connecting network components through which the

“flying” qubits (typically photons) carrying the quantum information used to generate

remote entanglement can be transmitted. The combination of channel and flying qubit

should be chosen to allow for ease of connectivity whilst minimizing qubit transmission

losses.

2. Classical communication channels connecting network components used to transmit classical

information needed for many quantum communications protocols as well as to provide

timing and frequency synchronization signals.

3. End nodes for processing quantum information and performing the target quantum task

(sensing, computation). Ideally end nodes consist of multiple qubits on which the user can

perform high-fidelity quantum operations and quantum state readout and communication

qubits for remote entanglement generation.

4. Repeater nodes used to combat channel loss and assist in entanglement generation over

long distances. Successive repeaters are entangled over shorter distances, creating a long

chain of entangled pairs (Fig. 1.1 b). Entanglement swapping protocols [13,16,22,23] can

then be used to create entanglement between the end nodes.
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Figure 1.1: Basic Quantum Network Components a) Quantum networks consist of entangled
end nodes for enhanced processing and measurement, as well as repeater nodes used to
extend quantum communication/entanglement range. Other tools such as routers are useful
for expansion to multiple end nodes. All nodes are connected by both quantum and classical
communication channels b) Successive quantum repeaters create a “chain” of entanglement
connecting end nodes. Entanglement swapping can then be used to directly entangle end nodes.
c) Single photon routing in a multi-node network allows for the selective entanglement of multiple
nodes.
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This list is by no means exhaustive, but covers the core parts of a (long-distance) quantum

network. Other components, such as nodes for routing and switching (Fig. 1.1 c) [15,24], as well

as techniques such as time and frequency multiplexing [25] and entanglement distillation [26]

will likely also be required in a large scale, multi-end-node quantum network.

1.1.2 The need for heterogeneity

Many different platforms are being explored for use in quantum networks, such as trapped

ions [27–34], neutral atoms [35–40], nitrogen vacancy centers [41–44], and quantum dots [45–

48], to name a few. With different strengths and weaknesses, it is highly unlikely that any one of

these platforms is ideal to use for all of the network components discussed above. Therefore the

ideal quantum network will likely be constructed using different types of quantum systems for

each type of networking node [15,49–51]. In fact, the networking nodes themselves may consist

of heterogeneous components, optimized for different tasks such as communication, flying qubit

storage, and processing. Finally, what makes an ideal networking node may depend on the

task being performed by the quantum network (such as computing vs sensing vs quantum key

distribution). It is therefore critical to design quantum nodes and networks with the ability to

interface with other types of quantum systems and technologies.

1.2 Trapped Ions as Quantum Networking Nodes

The focus of this thesis is based around the use of trapped atomic ions as the end nodes

(Fig. 1.1) of a quantum network. Trapped ions are a well developed and leading technology for

both quantum computation [52–55] and simulation [56–59]. Trapped ion systems also excel as
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quantum sensors, such as for timekeeping [60, 61] and magnetometry [62]. With the relatively

straightforward methods [28, 63–68] in which one can generate photons (serving as the flying

qubits discussed in Sec. 1.1.1) entangled with the internal qubit states of an ion, the construction

of a large-scale trapped-ion-based network a very appealing idea.

1.2.1 Ions as Qubits and Processors

Modern trapped ion systems provide qubits meeting most of the requirements for universal

quantum computation and communication [69]1. Trapped ion qubits demonstrate long coherence

and trapping lifetimes, with a recent experiment [70] demonstrating coherence times of over one

hour. These systems additionally demonstrate a universal gate set with high fidelity single qubit

gates [71], and high fidelity multi-qubit entangling gate operations [72–74]. Somewhat unique

to trapped ion systems is the “all-to-all” connectivity of these entangling gates, where any two

qubits in an ion trap can be selectively entangled, reducing the total number of gates required in

many protocols [75].

The greatest difficulty when working with trapped ions is the issue of scalability. It is

generally agreed that trapped ion systems will be limited at best to around 50-100 qubits in a

single trapping region [76]. One key approach to deal with this is the so-called QCCD ion trap

architecture [55, 76], where ions can be shuttled between multiple independent trapping regions

consisting of smaller chains. Entanglement operations can be performed on these smaller chains,

which can then be broken up and shuttled to other trapping regions to distribute entanglement.

Recently, a basic, proof-of-principle QCCD-based ion trap quantum computer has been demonstrated [55],

1Some may argue that all requirements have been met - but I would argue true scalability has not yet been
achieved, particularly when considering long distance communication or large scale quantum computers.
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albeit with only six qubits. Another key strategy to scaling up trapped ion qubit numbers is

through the use of photonic interconnects [16]. This involves connecting and entangling multiple

remote trapped ion processors, via photonic-based quantum networks as described above, and

serves as one of the key motivations for this thesis.

1.2.2 Ions in Quantum Networks

Basic short-range two-node trapped ion quantum networks have been demonstrated [16,30,

68], with the most recent [30] achieving remote entanglement rates above 180 Hz with a remote

entanglement fiedelity of 0.94. To my knowledge, this represents the highest entanglement

rates of any network achieving remote entanglement fidelities above 0.9. These basic network

demonstrations, however, have all been limited in entanglement generation rate due to low photon

collection efficiencies. A large amount of research is currently focused on increasing the photon

collection efficiency of trapped ion systems. Approaches include using in-vacuo optics for high-

numerical-aperture photon collection [65], novel trap designs [77–79], and coupling ions to

optical cavities for directional and near deterministic photon collection [32, 80].

In addition to low photon collection efficiencies, the native photon emission frequencies

of trapped ions have served as a key barrier to scalable and long-range ion-based networks.

Trapped ions typically emit photons in the blue and ultraviolet (UV), wavelengths at which

light experiences heavy attenuation when transmitted through optical fiber. This attenuation

leads to an exponential decrease in remote entanglement rates as the network length increases.

This fact alone has played a major role in limiting previous network demonstrations to a few

meters in node separation. Furthermore, these colors are not conducive to the construction of
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heterogeneous quantum networks. Many of the technologies currently being developed as useful

quantum networking tools, such as on-chip integrated photonics for photon routing (Fig. 1.1 c)

and multiplexing [25], are designed for use at infrared telecommunications wavelengths rather

than in the blue and UV [24, 29, 81].

1.3 Quantum Frequency Conversion for Improved Trapped Ion Quantum Networks

To deal with the problems caused by the native photon emission wavelength of trapped ion

systems, this thesis is largely focused on the integration of quantum frequency conversion (QFC)

into a trapped ion network. In QFC, a photon at one frequency is converted to another frequency

whilst preserving its quantum properties and, if performed carefully, QFC also preserves entanglement

the photon may have with another qubit. This process is typically performed through the three-

wave mixing process of difference frequency generation (DFG) in a non-linear (χ(2)) material,

as will be discussed later in this thesis. Fundamentally, QFC allows the user complete control2

of the final wavelength of the photon after conversion, making it an attractive choice to improve

photon fiber transmission and to enable coupling to other types of systems and devices in a

hybrid quantum networking architecture. Therefore, QFC may be necessary to connect trapped

ion quantum nodes to the heterogenous quantum networks discussed in Sec. 1.1.2.

1.3.1 Faster Networking Rates and Reduced Infrastructure

Even without high-efficiency conversion, QFC can drastically improve a potential long-

distance trapped ion based quantum network by reducing photon loss during fiber transmission.

These reduced losses both increase the remote entanglement rates between distant nodes for a
2As we will see, there are material property and noise considerations one must take into account in a real system.
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Figure 1.2: Fiber Transmission Before and After Quantum Frequency Conversion. Two
stages of conversion are assumed, each having 40% conversion efficiency. The first stage takes
493-nm photons to 780 nm and the second stage takes 780-nm photons to 1535 nm.

given separation and reduce the amount of total infrastructure needed in the form of quantum

repeaters (Fig. 1.1). As an example of how QFC can greatly reduce loss, Fig. 1.2 shows the

transmission probability through optical fiber for photons produced by a Ba+ ion, before and

after conversion, at distances up to 10 km. We assume up to two-stages of QFC, where the first

stage of QFC takes 493-nm photons emitted by Ba+ to 780 nm and the second stage takes the

resulting 780-nm photons to 1535 nm. Assuming a conversion efficiency of 40%3 for each stage

and typical fiber transmission losses4, a single stage of conversion to 780 nm outperforms the

493-nm network after only ≈ 90 m. The two-stage-QFC (total conversion efficiency 16%) 1535-

nm network outperforms the 780 nm network after ≈ 1.2 km, at which point the 493 nm photon

transmission is down to less than a part in a million5.

3Around the maximum of what is achieved in the work presented in this thesis.
4Using values given for fibers available from Thorlabs.
5The entanglement rate between two Ba+ ions would be reduced by a factor of 1012 at this point.
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1.3.2 Hybrid Quantum Networking: Trapped Ions and Neutral Atoms

Due to the control it gives over the final wavelength of the converted photon, QFC also

provides a convenient pathway to interact the photons produced by a trapped ion with different

quantum systems and networking components operating at completely different colors. Of particular

interest to this thesis is using QFC to integrate neutral-atom-based quantum technologies into a

trapped ion network. Neutral atomic systems are well suited to act as quantum repeaters [35, 82]

and can be used for tasks not typically achievable with ions such as single photon storage [39,

83–85], nondestructive single photon measurements [40, 86, 87], and as a mediator for photonic

gates [88]. Additionally, neutral-atom systems themselves are excellent candidates for quantum

computing [89] and simulation [90, 91], making them attractive networking end nodes in their

own right. It may be the case that these different quantum networking and computing platforms

exist in parallel, making the direct entanglement of a trapped ion node with a neutral atomic node

even more advantageous.

1.4 Thesis Outline

This thesis presents a series of experiments performed using frequency converted photons

from an elementary trapped Ba+ ion quantum networking node. These experiments demonstrate

the feasibility of using quantum frequency conversion to improve long distance trapped-ion-based

networks and explore interactions between trapped-ion photons and neutral atomic systems to

enable hybrid/heterogeneous quantum networks. Additionally, this thesis contains a theoretical

investigation into how the integration of neutral-atom-based nondestructive photon measurement

and storage into a trapped ion network can potentially increase remote entanglement generation
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rates. Having hopefully motivated these topics in this chapter, the remainder of this thesis is

organized (roughly chronologically) as follows:

Chapter 2: The Barium Ion as a Quantum Networking Node serves as an introduction and

motivation to using barium ions as nodes in a basic quantum network. It includes background on

the techniques we use to trap ions, initialize ions into certain states, and to produce ion-photon

entanglement. Finally, it describes how two-photon interference can be used to generate remote

entanglement between Ba+ and another (potentially different) quantum networking node.

Chapter 3: General Laboratory Setup provides details on the experimental realization of our

trapped ion quantum node. It includes descriptions of the vacuum, laser, and control systems

used, as well as the apparatuses and techniques used for light delivery and photon collection.

Chapter 4: Quantum Frequency Conversion Setups provides some theoretical background

on how we perform quantum frequency conversion using periodically-poled lithium niobate

waveguide devices and describes (in an admittedly overly detailed manner) the physical implementation

of the various frequency conversion setups used throughout this thesis, providing details on their

conversion efficiencies and noise as well as procedures for alignment.

Chapter 5: Quantum Frequency Conversion of Single Photons From a Trapped Ion describes

experiments performed to verify and analyze the conversion of single photons from a trapped ion

to 780 nm for hybrid networking applications, and to 1534 nm for use in long distance quantum

networks. Some theoretical background on these measurements is also provided. The majority

of this chapter is adapted from the published works [29, 92], with the 1534 nm work performed

in collaboration with the group of Edo Waks. The 780-nm work in particular, was among the first
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demonstrations [33, 34, 92] of the frequency conversion of photons from a trapped ion.

Chapter 6: Trapped Ion Slow Light describes a proof-of-principle experiment in which 780 nm

frequency converted photons from a trapped ion are slowed, in a tunable manner, via transmission

through a neutral atomic vapor. This represents the first demonstration of an interaction of

single photons originating from a trapped ion with a neutral atomic system and provides a future

pathway for the storage of single photons via neutral atomic systems in a trapped-ion-based

quantum network. It is adapted from [93].

Chapter 7: Two Photon Interference Between Photons From a Trapped Ion and Neutral

Atomic System describes a collaborative effort with the group of Steve Rolston and Trey Porto

in which we demonstrate two-photon interference between photons from a trapped ion and neutral

atomic ensemble located in different buildings, to demonstrate the feasibility of a remote hybrid

quantum network entangling fundamentally different quantum systems. It is adapted from [50],

and many of the details on the neutral atom portion of this experiment, as well as data processing

and analysis can also be found in the theses of Alexander Craddock [94] and Dalia Ornelas-

Huerta [95].

Chapter 8: Quadrupole Transition in Ba+ discusses the implementation of qubit state detection

via optical shelving of the 1762 nm quadrupole transition in Ba+, and describes various measurements

performed using this transition to determine the efficiency of this shelving as well as some of the

techniques described in Chapter 2.

Chapter 9: Ground State Zeeman Qubit in 138Ba+ discusses the apparatus and techniques we

use to address and characterize the Zeeman qubit in 138Ba+.

12



Chapter 10: Ion-Photon Entanglement at 780 nm combines the techniques and setups described

in Chapters 2, 3, 4, 8, and 9 to demonstrate entanglement between our trapped ion quantum node

and a photon before and after frequency conversion to 780 nm.

Chapter 11: Using Nondestructive Photon Measurement and Storage to Improve Ion Network

Entanglement Rates provides a theoretical demonstration of how the integration of (potentially

neutral-atom based) nondestructive measurement and storage techniques into a hybrid trapped

ion-based quantum networking architecture can potentially lead to greatly improved ion-ion

entanglement rates. This is adapted from [51].

Chapter 12: Outlook provides a brief summary of the results of this thesis and discusses some

of the potential next steps (from my point of view) our experiment can take.
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Chapter 2: The Barium Ion as a Quantum Networking Node

2.1 Introduction

In this chapter, I discuss how we can use Ba+ as a quantum networking node. First, I

provide some background on how we can confine ions such that they may be manipulated by

lasers for coherent operations. Following this, I provide some motivation as to why we use Ba+

in particular and then discuss some of the key techniques we use to cool, control, and prepare

the qubit states of a single 138Ba+ ion. Critically, I also show how we can extract single photons

entangled with the ion’s ground state Zeeman qubit for use in a quantum network.

The techniques discussed in this chapter are used, with some variations, in every experiment

presented in this thesis. The experimental setups used to realize these operations are discussed

in the next chapter. A large part of my work in the lab involved the development of both state

detection of and manipulations on the Zeeman qubit in 138Ba+. These techniques are discussed

in Chapters 8 and 9, respectively and are critical for the ion-photon entanglement experiment

demonstrated in Chapter 10.

To conclude the chapter, I will discuss how we can actually use the ion and its photons in

a quantum network. I will show how the photons entangled with the ion can be used to entangle

the ion with another quantum node via two-photon interference. This final discussion will be

extended to include cases where the ion and the other node in question do not necessarily produce
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identical photons, as would be the case in a hybrid quantum network involving Ba+ and Rb. This

discussion is useful for understanding the two-photon interference experiment between photons

produced by Ba+ and Rb in Chapter 7.

2.2 Ion Trapping Basics

Confining a charged particle in space is most easily achieved through the use of electric

fields. It was shown by Earnshaw however [96], that static fields in a charge-free region alone

cannot be used to confine a charged particle, as the electric potential resulting from such fields

has no maxima or minima - only saddle points. Fields oscillating in time, however, can be used

to confine a charged particle by essentially rotating these saddle points before the charge can

completely escape via the “down-curve” of the saddle potential [97, 98]1.

A common setup to confine ions is known as a linear radio-frequency (RF) Paul trap [28,

99–101]. It consists of at least 4 electrodes, in practice usually rods or thin blades, with a pair of

RF electrodes separated diagonally around the trap center and another pair of static and grounded

electrodes, also separated diagonally around the trap center. Additional static electrodes are

typically used as “end-caps” to provide an electric field along the axis of the trap (typically

defined as z-direction) at the center of these two electrode pairs.

The exact electric potential produced by such an ion trap depends on the specific geometry

of these electrodes (Our trap geometry will be briefly discussed in the next chapter). One can

approximate the electric potential produced by the electrodes near the midpoint of the trap axis

as [97],
1There are a number of very good videos online demonstrating this using a physical ball and saddle.
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V (x, y, z, t) =
κV0
2

(
1 +

x2 − y2

r2

)
cosΩt+

ρU0

z20

(
z2 − x2 + y2

2

)
, (2.1)

where V0 and Ω are the applied RF voltage amplitude and frequency respectively, U0 is the static

potential applied to the end-cap electrodes, r is the minimum distance between the trap axis

and the nearest electrode, and z0 is the axial separation between the trap center and the end-cap

electrodes. The terms κ and ρ are geometric factors for the specific trap geometry [65, 97].

The first term of Eqn. 2.1 represents the radial confinement provided by the applied RF

field, whereas the second term represents the axial confinement provided by the static end-cap

electrodes. The electric field acting on the particle can be found via the gradient of this potential,

leading to the equations of motion for the particle. This process is well studied and covered in

various texts [28, 97, 99, 101], so I will not cover it here. The first order solutions for the motion

of the ion in the trap are given in each direction, i = x, y, z, by

ri(t) = Ai cosωit [1 + cosΩt] , (2.2)

where Ai depends on the initial conditions of the ion and

ωi ≈
1

2
Ω

√
ai +

1

2
q2i (2.3)

is known as the secular frequency of the ion trap along the direction i with
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ax = ay = − 4eρU0

mz20Ω
2
,

qx = −qy =
2eκU0

mr2Ω2
,

az = −2ax,

qz = 0.

(2.4)

From Eqn. 2.2, we see that although the ion is confined to a small space, it constantly exhibits

oscillatory motion at both the applied RF frequency, Ω, as well as at each of the secular frequencies

ωi. These oscillations are known as the (intrinsic2) micromotion and the secular motions of the

ion respectively.

Averaging over the micromotion frequency components, the secular motion can be treated

as an oscillator in a static potential [99]. This allows us to treat the secular motion as a quantum

harmonic oscillator, with motional Fock states |ni⟩ spaced by energy ℏωi. Futhermore, the

laser interactions used to manipulate the internal states of the ion can also drive transitions

between these motional energy states [67, 100, 102]. This motional coupling between the laser

is particularly strong when the laser is detuned from its target transition by ±ωi. For narrow

enough transitions3, one can resolve these motional sidebands when performing spectroscopic

measurements on the ion. In Chapter 8, we leverage these sidebands to determine the axial-

motional temperature of the ion and observe the effects this motion has on our optical shelving

efficiency.

2It should be noted that when the potentials provided by the RF and the static electrodes are not both at a minimum
at the same point, we can instead get residual excess micromotion. This can be corrected for by use of additional,
“compensation” electrodes.

3Where the linewidth of the transition is significantly less than ωi.
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2.3 138Ba+

The energy level structure of 138Ba+, our ion of choice, is shown in Fig. 2.1. Our lab

chooses to work with barium ions for a few key reasons:

• All of the dominate dipole transitions commonly used when working with Ba+ can be

addressed with visible lasers, allowing us to avoid using the UV lasers commonly needed

for other species of ions such as Yb+ (369 nm [16]) and Ca+ (397 nm [34]).

• Our ion trap has the ability to co-trap Yb+, a commonly used ion in quantum computing [3,

16,27,64,65,75,103,104]. We can potentially co-trap Yb+ and Ba+, using the former as a

local processor while the latter acts as a quantum networking qubit.

• Although we use 138Ba+, many of the techniques developed in this thesis apply to 133Ba+,

a potential candidate for use in quantum computers [103], as well as the other isotopes of

Ba+.

• Critically, as we will see in Chapter 4, the 493 nm photons we produce with Ba+ are at long

enough of a wavelength allow us to reach telecommunications wavelengths in two stages

of frequency conversion while avoiding some of the main sources of noise produced by the

conversion itself. The conversion scheme we use also allows for low-noise conversion to

780 nm for hybrid networking experiments with neutral Rb systems.

In this section, I will discuss how we leverage the strong dipole transitions at 493 nm and

650 nm to cool the ion, optically pump the ion into certain states, and to produce photons at

493 nm that are entangled with the ion’s ground state Zeeman qubit (denoted by |0⟩ and |1⟩ in
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Fig. 2.1). These operations are critical to all of the work discussed in this thesis. Information

on the physical setups used to implement these operations will be discussed in the next chapter.

Qubit state detection, leveraging the quadrupole transition at 1762 nm, will be discussed in detail

in Chapter 8 and direct radio-frequency operations on the qubit will be discussed in Chapter 9.

Figure 2.1: Barium 138 Ion Energy Levels. Zeeman splittings are included.

2.3.1 Ionization of Neutral Barium

To produce Ba+, we directly ionize neutral barium in the ion trap. Our lab’s source of

neutral barium, discussed in Chapter 3, produces a beam of hot neutral atoms which, having no

net charge, pass through our ion trap unaffected. If a single atom is ionized while in the trapping
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region and does not have enough kinetic energy to escape, it will be confined within the ion trap.

Figure 2.2: Neutral barium energy levels relevant for common ionization schemes.

To highlight some of the popular Ba+ ionization schemes, a partial energy level diagram

of neutral barium is shown in Fig. 2.2. Although one can directly ionize the atom with light at

or below ≈ 237.9 nm, it is typically preferable to avoid working with expensive UV lasers and

hitting one’s ion trap with light in the deep ultraviolet 4. One popular scheme involves driving

a transition from 6s2 1S0 → 6s6p 3D1 at 413 nm, at which point any light with a wavelength

below ≈ 560 nm will ionize the atom. This second step of ionization is therefore performed with

the same laser (or with the 493 nm Doppler cooling light), making this technique rather practical

and cost efficient. Another possible scheme is to drive the strong 6s2 1S0 → 6s6p 1P1 transition

at 553 nm, followed up with a second step of ionization using light with a wavelength < 417

nm. This scheme has been shown to provide an increase in ionization efficiency of more than

two orders of magnitude [105], but requires use of either a dye laser or frequency doubling of

4Additionally, this method is not particularly isotope selective.
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laser light at ≈ 1107 nm, along with a second laser when compared to the first scheme, making

it much less cost efficient and much more difficult to implement than other schemes.

In our lab, we use a scheme based on driving the 6s2 1S0 → 6s6p 3P1 transition. This

transition is driven by 791 nm light, at which point any light below ≈ 340 nm5 can be used to

ionize the atom. Although this method requires an extra light source compared to the 413 nm

method, this light can be sourced from a cheap LED [106] rather than a laser. Our ionization

light sources at 791 nm and ≈ 300 nm are discussed in Chapter 3.

2.3.2 Doppler Cooling

We perform Doppler cooling of the ion via the closed Λ system formed by the 493-nm

S1/2 ↔ P1/2 and 650-nm P1/2 ↔ D3/2 transitions. For this purpose, we illuminate the ion with

all polarizations of 650 nm light, and π-polarized 493 nm light. The relatively large branching

ratio (≈ 27%) of the P1/2 ↔ D3/2 transition requires that care be taken when setting the relative

detunings of the 493 nm and 650 nm beams to avoid Raman resonances [107]. Raman resonance

is achieved through equal relative detunings of both colors from their respective transitions and

leads to so-called ”dark states” where ion florescence, and therefore cooling rate, is reduced.

Therefore we require that the main 493 nm cooling beam be tuned red of resonance to provide

cooling, with the 650 nm beam tuned blue of resonance to avoid these dark states6.

Previous theoretical investigations into the optimal laser parameters for cooling Ba+ [107]

suggest that the optimal detuning for the 493 nm beam given our applied magnetic field (≈ 5.23

G) is ≈ 15 MHz, or a detuning of about one linewidth 7. Optimization of our cooling parameters

5This is still rather deep in the UV, but not as UV as 240 nm and this step does not require a UV laser.
6It turns out that tuning the 650 nm blue of resonance also serves to maximize ion florescence.
7Interestingly, this work also suggests a minimal dependence on the 650 nm frequency (as long as one avoids
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via temperature measurements on the S1/2 ↔ D5/2 quadrupole transition suggest that this is

roughly the case. These measurements are discussed in more detail in Chapter 8.

2.3.3 Ground State Qubit Initialization

We prepare the ion into one of the ground Zeeman states via optical pumping with 493-nm

light. With the frequency splitting of these qubit states comparable the transition linewidth, laser

frequency-based pumping [108] is not possible. We instead rely on the polarization-based optical

pumping scheme shown in Fig. 2.3, where we drive 493-nm σ−(σ+) transitions to prepare the ion

into |0⟩(|1⟩). To prevent optical pumping into the D3/2 manifold, we illuminate the ion with all

polarizations of 650 nm during this process.

The efficiency of this optical pumping is limited by the polarization purity of the 493 nm

σ-light. For a relatively pure polarization of the 493-nm light, the intensity at the ion should be

kept below saturation. At intensities above saturation, the scattering rate of impure polarization

components will increase relative to the target, reducing the overall fidelity of the process [63].

In Chapter 8, I present measurements of our typical qubit state preparation efficiency.

2.3.4 Production of Photons Entangled with 138Ba+

2.3.4.1 Photon Production Procedure

We produce single photons from 138Ba+ through the process shown in Fig. 2.4. We optically

pump the ion into the mJ = 3/2 edge state of the D3/2 manifold using simultaneous pulses of

π-polarized 493-nm light and π- and σ+-polarized 650-nm light, as shown in Fig. 2.4 a. The

dark resonances), which is consistent with our own observations.
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Figure 2.3: S-State Optical Pumping. Circularly-polarized σ+(σ−) light is used to prepare the
ion into the m = +1/2(m = −1/2) state of the S1/2 manifold. All polarizations of 650-nm light
are used.

Figure 2.4: Photon Production Scheme. a) State preparation into the m = +3/2 stretch state of
the D3/2 manifold. b) Photon extraction via a 650-nm σ− excitation pulse.
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ion is then excited with a short pulse of σ−-polarized 650-nm light to excite it to the mJ = 1/2

state of the P1/2 manifold, from which a 493-nm photon can spontaneously emit from the ion

(Fig. 2.4 b).

With this scheme, only one 493-nm photon can be emitted, no matter the length or intensity

of the final 650-nm pulse. Additionally the probability of the ion emitting a 493-nm photon can

be made to be > 94% with a long enough pulse [28]. Finally, the 650-nm excitation pulse is

easily separable from the 493-nm photon signal via optical filtering. This is in contrast to so-

called “weak” excitation schemes [68, 109], where in the case of Ba+, a low intensity 493-nm

pulse is used to excite the ion on the S1/2 ↔ P1/2 transition. In this method increasing the

single photon production probability (by increasing the pulse intensity) risks re-excitation and

production of a second photon at 493 nm, destroying any entanglement between the ion and the

photon. Furthermore, laser scatter at 493 nm cannot be separated from the photon signal via

optical filtering, reducing signal-to-noise ratios. It is possible to avoid these issues via “strong”

excitation with a pulsed laser, but this would require pulse lengths on the 10s of picoseconds

up to a nanosecond, at a color where high power pulses at these pulse lengths are not easily

available [65].

2.3.4.2 Ion-Photon Entanglement

As shown in Fig. 2.4, the final qubit state of the ion after emission of a 493-nm photon is

tied to the polarization of that photon. This emission is not equally probable for each polarization,

with the emission probabilities being governed by the Clebsh-Gordan coefficients shown in

Fig. 2.5 a. Thus, photon emission results in the ion-photon entangled state given by
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|ΨIP ⟩ =
√

2

3
|0⟩
∣∣σ+
〉
+

√
1

3
|1⟩ |π⟩ . (2.5)

This state, although entangled, is not a maximally entangled Bell state [110]. If photons are

collected perpendicular to the quantization axis, however, the imbalance between each polarization

is perfectly canceled out by the different spatial intensity patterns of the π- and σ-polarized

light [28, 31]. Along this collection axis, these polarizations also project to be orthogonal, and

we arrive at a maximally entangled Bell state,

|ΨIP ⟩ =
√

1

2
|0⟩ |V ⟩+

√
1

2
|1⟩ |H⟩ , (2.6)

where |H⟩ and |V ⟩ represent horizontally and vertically polarized photons in the laboratory

frame. Therefore, we collect our photons perpendicular to the quantization axis. Our photon

collection setups are discussed in Chapter 3.

2.3.4.3 Infidelity from Multiple Excitations

The excitation of the ion to the P1/2 manifold shown in Fig. 2.4 b, can instead result in the

emission of a photon at 650 nm with the ion decaying back to theD3/2 manifold. This occurs with

a relatively high probability given by the branching ratio of ≈ 27% from the P1/2 manifold back

to the D3/2 manifold, as shown in Fig. 2.5 b. Should this occur while the 650 nm σ− excitation

light is still incident on the ion, the ion may be re-excited back to the P1/2 manifold, from which

it may again spontaneously decay and emit a 493-nm or 650-nm photon. In fact, this process

can occur multiple times throughout the duration of the 650-nm pulse, albeit with a decreasing

probability for higher and higher order re-excitations.
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Figure 2.5: Barium Ion Clebsch-Gordon Coefficients and Branching Ratios. a) Clebsch-
Gordan coefficients for decay at 493 nm from the 6P1/2 manifold to the 6S1/2 ground state
manifold. b) Branching ratios for decay from the 6P1/2 manifold. c) Clebsch-Gordan coefficients
for decay at 650 nm from the 6P1/2 manifold to 5D3/2.
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To some extent, these re-excitations are advantageous, as they provide repeated opportunities

to produce a 493-nm photon given a 650-nm photon emission event. Consider, however, spontaneous

emission to the m = +1/2 state of the D3/2 manifold. This occurs 1/3 of the time a 650-nm

photon is emitted from the m = +1/2 state in the P1/2 manifold (Fig. 2.5 c). From this state,

the σ− excitation beam then re-excites the ion to the m = −1/2 state in the P1/2 manifold.

Spontaneous emission of a 493-nm photon at this point results in an ion-photon entangled state,

|ΦIP ⟩ =
√

1

2
|0⟩ |H⟩+

√
1

2
|1⟩ |V ⟩ . (2.7)

With the opposite entanglement between the photon polarization and ion qubit states, this state

has zero fidelity when compared to Eqn. 2.6.

In principle, this source of infidelity can be almost completely avoided by use of a pulsed

laser at 650 nm, such that the ion is no longer illuminated before photon emission becomes

probable. Such a laser is typically expensive, and the pulse lengths and energies required are not

easily available from a commercial source8. Thankfully, the possible decay paths and branching

ratios shown in Fig. 2.5 limit the total infidelity from these multiple excitations to only ≈ 9% even

when using the worst case scenario of an infinitely long 650 nm σ− pulse. Our colleagues in the

group of Chris Monroe have also shown [64] that an acousto-optic modulator (AOM) generated

π-pulse with a temporal length on the order of the excited state lifetime (≈ 10 ns) leads to less

than 0.4% infidelity.

Another option to avoid the majority of the infidelity caused by these multiple excitations

is through filtering out photons in time. As can be verified through use of the optical Bloch

8Via discussions James Siverns and myself have had with multiple laser companies.
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equations for Ba+ [65,104], the incorrectly-polarized photons leading to the ion-photon entangled

state given by Eqn. 2.7 are much more likely to be emitted towards the end of the detected photon

arrival profile. The beginning of this photon arrival profile, in contrast, consists almost entirely

of photons corresponding to the correct ion-photon entangled state. Thus by only accepting

photons in a temporal window towards the beginning of the photon arrival profile, infidelities

from multiple excitations can be reduced, albeit at the expense of (usable) photon production rate.

The length of this window depends on the particular parameters of the 650-nm excitation pulse,

such as pulse power and shape. This method is not as robust as simply shortening the excitation

pulse, but is useful when the pulse length cannot be easily shortened due to experimental constraints

(such as AOM rise-time or laser power). Given our typical excitation pulse length on the order

of 200 ns, this is the method we use for the ion-photon entanglement measurements discussed in

Chapter 10.

2.4 Entanglement Swapping via Two Photon Interference

Entanglement between an ion (or other matter-based qubit) and a photon, such as the

scheme discussed in Sec. 2.3.4, allows for the quantum information of the ion to be distributed to a

remote location. To entangle two distant ions, each entangled with their own photon, a commonly

used protocol [16,30] is through interference of the two photons on a beamsplitter via the Hong-

Ou-Mandel effect [111,112]. This technique heralds ion-ion entanglement, given the detection of

both photons after this interference. Though this makes this protocol by definition probabilistic,

it critically makes the generated ion-ion entangled state much more robust9 to infidelities based

on photon loss when compared to single-photon entanglement schemes [113]. This and similar
9If our detectors didn’t have noise, this method would be completely immune to photon loss.
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protocols are typically referred to as entanglement swapping, as the entanglement between each

matter qubit and its photon is swapped to entanglement between each ion, through a projective

measurement on the photon states.

In this section I will discuss the basics of the Hong-Ou-Mandel effect, followed by a

discussion of a typical entanglement swapping setup and entanglement rates. Finally, as a primer

to the work demonstrated in Chapter 7, I will show how both of these are effected in the case

where the input photons are not identical. I will use notation similar to our work in [50], from

which some of this discussion is adapted.

2.4.1 Two Photon Interference: The Hong-Ou-Mandel Effect

Consider a 50:50 beamsplitter. We denote photons incident on the beamsplitter by the

raising operators â† and b̂†, with each operator corresponding to one of the two beamsplitter input

ports. The action of the beamsplitter on the input photons can be described by the unitary relation

â†
b̂†

→ 1√
2

1 i

i 1


x̂†
ŷ†

 , (2.8)

where x̂† and ŷ† represent the raising operators for photons at each of the exit ports. This equation

is purposefully inverted to give the inputs in terms of the outputs as this is useful for the following

discussion.

From here on we will denote photon states as fock states with |na, nb⟩in representing the

photon numbers at each of the input ports. We denote |xaxb, yayb⟩out to represent the photon

number states at each of the outputs x and y, keeping track of which photon port each output

photon originated from, as this will be useful later when considering cases where the input
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photons are not identical. We use a similar notation for the output operators, i.e. â† → 1√
2

(
x̂†a + iŷ†a

)
.

We see, for example, that with only a single photon incident at port a, we have the expected

operation of the beamsplitter,

|1a, 0b⟩in = â† |0a, 0b⟩in → 1√
2

(
x̂a

† + iŷa
†) |0, 0⟩out = 1√

2
(|1a, 0⟩out + i |0, 1a⟩out) , (2.9)

where we have an equal probability of detecting the photon at each of the output ports, with a

relative phase shift between transmission and reflection.

If we instead have two photons, one incident on each port of the beamsplitter, one finds

|1a, 1b⟩in = â†b̂† |0a, 0b⟩in → 1

2

(
x̂a

† + iŷa
†) (ix̂b† + ŷb

†) |0, 0⟩out
→ 1

2

(
ix̂a

†x̂b
† + x̂a

†ŷb
† − x̂b

†ŷa
† + iŷa

†ŷb
†) |0, 0⟩out . (2.10)

If the photons are completely distinguishable, this results in an equal chance for each photon

to independently exit each port of the beamsplitter, with both photons exiting the same port of

the beamsplitter 50% of the time. If the photons are indistinguishable however, we can write

x̂a
† = x̂b

† = x̂† and ŷa† = ŷb
† = ŷ† and Eqn. 2.10 becomes

|1a, 1b⟩in = â†b̂† |0a, 0b⟩in →
(
x̂† + iŷ†

) (
ix̂† + ŷ†

)
|0, 0⟩out =

i√
2
(|2, 0⟩out + |0, 2⟩out)

(2.11)

where both photons exit the same port of the beamsplitter, with a 50% chance of exiting either
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Figure 2.6: Setup to herald entanglement between distance matter qubits. a, incoming
photons have their polarizations entangled with their corresponding matter qubit’s internal states.
A 50:50 beamsplitter (BS) is used to interfere the two photons, allowing for the heralding of
entanglement between the matter qubits after detection using polarizing beamsplitters (PBSs) and
single-photon detectors. b, different combinations of detector clicks correspond to the detection
of certain photonic bell states. Depending on which set of detectors click (labeled in a), different
entangled states between the matter qubits can be heralded. In the case of any individual detector
clicking, the Φ+ and Φ− photonic bell states cannot be distinguished from one another, resulting
in a failed attempt to entangle the matter qubits. All other combinations of detector clicks not
shown should not be possible in the case of perfect two-photon interference, and are ignored in
the case of imperfect interference.

port together. This is the Hong-Ou-Mandel effect: The interference of the identical photon

wavefunctions on a 50:50 beamsplitter results in both photons always exiting the same port of

the beamsplitter. In the following section we will extend this effect to the case where the photons

are entangled with their matter qubit source.

2.4.2 Entanglement Swapping

Consider the common entanglement generation scheme shown in Fig. 2.6 and described in

[114]. The setup consists of a 50:50 beamsplitter (BS), followed by two polarizing beamsplitters

(PBS) and four single-photon detectors. This is known as a Bell State Analyzer (BSA) [110].
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For the purposes of general analysis, we will assume that each matter qubit produces single

photons with the polarization degree of freedom of each photon entangled with the internal qubit

states of its source system. For clarity, we also switch from our Fock-state representation to

a polarization-vector state representation for the photons states (with |0⟩ still representing the

absence of a photon). Additionally, we will assume the detectors used have negligible dark count

rates. With the photons from each source arriving at the beamsplitter simultaneously, we write

the total state of the system as:

|Ψ1⟩in = (α |↓⟩ |H⟩in + β |↑⟩ |V ⟩in)⊗ (γ |↓⟩ |H⟩in + δ |↑⟩ |V ⟩in)

= αγ |↓↓⟩ |H,H⟩in + βδ |↑↑⟩ |V, V ⟩in + αδ |↓↑⟩ |H, V ⟩in + βγ |↑↓⟩ |V,H⟩in ,

(2.12)

where we have made the assumption that horizontal (vertical) photon states, denoted by |H⟩ (|V ⟩),

are entangled with the |↓⟩(|↑⟩) internal states of their corresponding atomic systems. Here α,

β, γ and δ are the quantum mechanical probability amplitudes of their respective states. It is

informative to rewrite |Ψ1⟩in in the photonic Bell basis [115]:

|Ψ1⟩in = αγ |↓↓⟩ (|Φ+⟩in + |Φ−⟩in) + βδ |↑↑⟩ (|Φ+⟩in − |Φ−⟩in)

+ αδ |↑↓⟩ (|ψ+⟩in + |ψ−⟩in) + βγ |↓↑⟩ (|ψ+⟩in − |ψ−⟩in)

= (αγ |↓↓⟩+ βδ |↑↑⟩) |Φ+⟩in + (αγ |↓↓⟩ − βδ |↑↑⟩) |Φ−⟩in

+ (αδ |↓↑⟩+ βγ |↑↓⟩) |ψ+⟩in + (αδ |↓↑⟩ − βγ |↑↓⟩) |ψ−⟩in ,

(2.13)

where

32



|Φ±⟩ =
1√
2
(|H,H⟩ ± |V, V ⟩)

|ψ±⟩ =
1√
2
(|H,V ⟩ ± |V,H⟩).

(2.14)

In the following, we use similar notation to Sec. 2.4.1 for the definitions of â†,b̂†,x̂†,ŷ†,

with additional subscripts of H and V denoting horizontally and vertically polarized photons,

respectively. Computing the action of the beamsplitter on the |Φ±⟩ photonic Bell states, and

assuming that photons of the same polarization are identical, one can show [115]:

|Φ±⟩in =
1√
2
(|H,H⟩in ± |V, V ⟩in) =

1√
2
(â†H b̂

†
H ± â†V b̂

†
V ) |0, 0⟩in

→ 1

2
√
2
[(x̂†H + iŷ†H)(ix̂

†
H + ŷ†H)± (x̂†V + iŷ†V )(ix̂

†
V + ŷ†V )] |0, 0⟩out

→ i

2
[|HH, 0⟩out + |0, HH⟩out ± (|V V, 0⟩out + |0, V V ⟩out)] ,

(2.15)

where notation such as |ij, 0⟩ corresponds two photons with polarization i and j exiting the same

port of the 50:50 beamsplitter. In a similar fashion:

|ψ+⟩in →
i√
2
(|HV, 0⟩out + |0, HV ⟩out), (2.16)

|ψ−⟩in →
1√
2
(|H,V ⟩out − |V,H⟩out). (2.17)

From equation (2.15) we see that the action of the beamsplitter on the |Φ+⟩in and |Φ−⟩in

photonic Bell states results in photons with the same polarization exiting out of the same ports

of the 50:50 BS. Therefore, measurement using the setup shown in Fig. 2.6 cannot distinguish
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|Φ+⟩in from |Φ−⟩in. The |ψ+⟩in input state results in two oppositely polarized photons exiting the

same port of the 50:50 BS, and the |ψ−⟩in input state results in two oppositely polarized photons

exiting opposite ports of the 50:50 BS.

The measurement shown in Fig. 2.6 can distinguish between |ψ+⟩in and |ψ−⟩in. This partial

measurement of the photonic Bell state of the photons can therefore be used to herald an entangled

state between the matter qubits, determined by examination of Eqn. 2.13. The possible photon

measurement outcomes using this scheme are summarized in Fig. 2.6 b, as well as the heralded

entangled state between the matter qubits. Critically, in cases where one of the photons is lost,

resulting in only a single detector click, this scheme is designed to give a null result, making it

robust to photon loss. Finally, for α = β = δ = γ = 1/
√
2, such as would be the case for two

Ba+ ions producing photons as in Sec. 2.3.4, a maximally entangled matter-qubit Bell state is

heralded.

2.4.3 Remote Entanglement Generation Rate

For the entanglement swapping scheme discussed in Sec. 2.4.2, a successful entanglement

herald requires two simultaneous detection events. If a photon from either source is lost at

any point in the network, entanglement must be reattempted with new photons. The remote

entanglement generation rate is given by

Rent =
1

2
papbRrep (2.18)

where pa(pb) is the probability a photon produced by source a(b) is detected at the Bell state

analyzer of Sec. 2.4.2 and Rrep is the repetition rate that photons can be requested from both
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sources such that the photons arrive at the beamsplitter simultaneously. The factor of 1/2 comes

from the fact that we can only measure two out of the four possible photonic Bell states with

this setup. For identical sources, we see that the entanglement rate depends the square of the

collection and transmission probabilities of the photons, making photon loss have a large impact

on entanglement rates. In Chapter 11, we will explore potential network architectures that

leverage nondestructive single photon measurement and storage to deal with this problem of

loss and improve this entanglement rates.

2.4.4 Dealing with Degrees of Distinguishability

In real world quantum networks, there is always some amount of distinguishability between

photons produced by different sources. Distinguishability between the input photons can refer

to properties such as photon polarization, frequency, or spatial-temporal mode and can depend

on the basis of measurement [50,116]. Furthermore, this distinguishability is not binary - one can

characterize the degree to which two photons are identical via two-photon correlation measurements,

as is discussed in Chapter 7.

As in [50, 94], one can characterize the mode overlap of the photons by a real number c,

with 0 ≤ c ≤ 1. We can then redefine our output raising and lowering operators as
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x̂a
† → x̂†

ŷa
† → ŷ†

x̂b
† →

√
c x̂† +

√
1− c x̂†n

ŷb
† →

√
c ŷ† +

√
1− c ŷ†n,

(2.19)

where x̂†n and ŷ†n encompass all photon modes orthogonal to x̂† and ŷ†10. Using this notation,

Eqn. 2.10 becomes

|1a, 1b⟩ → |ψout⟩ =
i

2

(√
2c |2, 0⟩out +

√
1− c |1 1n, 0⟩out +

√
2c |0, 2⟩out +

√
1− c |0, 1 1n⟩out

)
+

√
1− c

2
(|1, 1n⟩out − |1n, 1⟩out) ,

(2.20)

where we see that setting c = 1 recovers Eqn. 2.11. Whereas with identical photons, we are

guaranteed to observe both photons exiting the same port of the beamsplitter, in general this is

observed with a probability given by

Psame = |⟨2, 0|ψout⟩|2 + |⟨0, 2|ψout⟩|2 + |⟨1 1n, 0|ψout⟩|2 + |⟨0, 1 1n|ψout⟩|2 =
2(c+ 1)

4
. (2.21)

This equation gives the correct results for distinguishable (c = 0) and indistinguishable (c = 1)

photons as discussed above. Similarly, the probability of the photons exiting separate ports is
10Mathematically, ⟨0| x̂†x̂†

n |0⟩=0
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given by

Pseparate = 1− Psame =
1− c

2
. (2.22)

Thus, by measuring the probability the two photons exit separate ports, one can directly determine

c, the degree of indistinguishably between the input photons. We use this fact to demonstrate

indistinguishability between frequency converted photons from our ion and photons produced by

an ensemble of Rb atoms in Chapter 7.

Now lets further extend our discussion to see how this overlap parameter c impacts the

fidelity of the final matter qubit entangled state when performing the entanglement swapping

discussed in Sec. 2.4.2. We can rewrite the input state, Eqn. 2.12 as:

|Ψ⟩in =
[
α |↓⟩ (

√
c |H⟩in +

√
1− c |Hn⟩in) + β |↑⟩ (

√
c |V ⟩in +

√
1− c |Vn⟩in

]
⊗ [γ |↓⟩ |H⟩in + δ |↑⟩ |V ⟩in]

=
√
c |Ψ1⟩in +

√
1− c |Ψ2⟩in ,

(2.23)

where |Hn⟩ and |Vn⟩ represent polarized photons that are nonidentical to |H⟩ and |V ⟩ in their

spectral, spatial, or temporal profiles and |Ψ2⟩in = αγ |↓↓⟩ |Hn, H⟩in+βδ |↑↑⟩ |Vn, V ⟩in+αδ |↓↑⟩ |Hn, V ⟩in+

βγ |↑↓⟩ |Vn, H⟩in. The action of the beamsplitter on the first term has already been examined in

Sec. 2.4.2. The action of the beamsplitter on the second term can be shown to give:
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|Ψ2⟩in → αγ |↓↓⟩ (i |HHn, 0⟩out + i |0, HHn⟩out − |H,Hn⟩out + |Hn, H⟩out)

+ βδ |↑↑⟩ (i |V Vn, 00⟩out + i |0, V Vn⟩out − |V, Vn⟩out + |Vn, V ⟩out)

+ βγ |↑↓⟩ (i |HVn, 0⟩out + i |0, HVn⟩out + |Vn, H⟩out − |H,Vn⟩out)

+ αδ |↓↑⟩ (i |HnV, 0⟩out + i |0, HnV ⟩out − |V,Hn⟩out + |Hn, V ⟩out).

(2.24)

Now we can investigate how the total output state is affected by the measurement of a

coincidence between the detectors shown in Fig. 2.6. As an example, we use the measurement of

the |ψ−⟩in photonic Bell state, which corresponds to the measurement of a horizontal and vertical

photon out of opposite ports of the 50:50 beamsplitter. In this case of perfect interference this will

herald the |ψ−⟩m = (|↑↓⟩ − |↓↑⟩)/
√
2 matter Bell state. This is represented by the measurement

operator:

MC = |H,V ⟩ ⟨H,V |+ |V,H⟩ ⟨V,H|+ |Hn, V ⟩ ⟨Hn, V |+ |V,Hn⟩ ⟨V,Hn|

+ |Vn, H⟩ ⟨Vn, H|+ |H,Vn⟩ ⟨H,Vn|+ |Hn, Vn⟩ ⟨Hn, Vn|+ |Vn, Hn⟩ ⟨Vn, Hn| .
(2.25)

In the case of perfect interference, any terms containing Hn or Vn are unnecessary. We calculate

the density matrix describing the state of the two matter qubits after such a measurement:
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ρm = Trphotons[MC |Ψ⟩out ⟨Ψ|out]

= N


c



0 0 0 0

0 |α|2|δ|2 −αβ∗γ∗δ 0

0 α∗βγδ∗ |β|2|γ|2 0

0 0 0 0


+ (1− c)



0 0 0 0

0 |α|2|δ|2 0 0

0 0 |β|2|γ|2 0

0 0 0 0




,

(2.26)

where N is a normalization factor given by:

N =
1

|α|2|δ|2 + |β|2|γ|2
, (2.27)

and where |Ψ⟩out represents the state |Ψ⟩in after exiting the beamsplitter. If we set α = δ = β =

γ = 1/
√
2 in |Ψ⟩in, our measurement will herald the matter state |ψ−⟩m with a fidelity:

F = ⟨ψ−|m ρm |ψ−⟩m =
1 + c

2
. (2.28)

A similar analysis gives the same result for the heralding of the |ψ+⟩m Bell state11.

From this analysis, we see that if there is some degree of distinguishability between the

input photons, i.e. if c < 1, this will result in a loss of fidelity for the heralded remote entanglement

between the distant matter qubits. In Chapter 7, we measure interference between photons

emitted by a trapped Ba+ ion (via. the method described in Sec. 2.3.4) and photons produced

by an ensemble of Rb atoms. Coming from two heterogeneous quantum sources, there is some

11Additionally, this analysis is valid for other types of qubits, such as time-binned or frequency qubits, as long as
the PBSs used here are replaced with the relevant measurements for the other types of qubits (for instance dichroic
mirrors could be used for frequency qubits).
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distinguishability between these photons. For these sources12, the parameter c is equivalent to the

visibility of this interference, such that we can directly predict what the fidelity of entanglement

between these matter qubits should we attempt to entangle them in the future.

12Pure single-photon sources.
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Chapter 3: General Laboratory Setup

3.1 Introduction

A trapped ion quantum node requires a relatively complex setup of vacuum components,

multiple lasers and optics, as well as synchronized timing and frequency control electronics. In

this chapter, I will describe our experimental setup for trapping, controlling, and collecting light

from our trapped ions. I played a direct role in the design or construction (or some combination

thereof) of many of these experimental components. Other parts of the experimental setup (the

vacuum system in particular) were designed and constructed by James Siverns1, which I will

still describe here, given that this is the first thesis out of our research group. The frequency

conversion setup(s), also critical to the work discussed in this thesis, are described in Chapter 4.

No experimental setup is perfect - there is always some degree of difficult/annoying optical

alignment and things that we would change in hindsight. With this in mind, I will also try and

leave comments and experimental details (in this chapter, and this thesis as a whole) that will

hopefully be useful to future graduate students working in our lab and elsewhere. In particular,

I will include our alignment procedures for certain optical systems in the lab as well as try to

highlight things that could be improved with our setup.

1Post-Doc turned Assistant Research Scientist
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3.2 Vacuum System and Ion Trap

Although we can confine ions using a combination of static and oscillating electric fields,

collisions with other particles can easily knock ions out of the trap or cause unwanted reordering

of the ions (when working with a chain). Therefore, trapped ion experiments require we put our

ion trap in an ultra-high-vacuum (UHV) environment such that the probability of such collisions

are extremely low. The vacuum system used to enable UHV must be designed in such a way

to not greatly inhibit other aspects of the experiment such as optical access for lasers and light

collection from the ion. In this section I will describe our vacuum chamber and ion trapping

apparatus, designed almost entirely by James Siverns. I joined the lab just as construction was

almost complete and was able to assist in the final construction2 and baking of this system.

3.2.1 Chamber Design

The full vacuum apparatus is shown, with highlights on critical components, in Fig. 3.1.

The ion trap (Sec. 3.2.2) is housed in a 4.5” “spherical octagon”3, consisting of eight 1.33”

conflat (CF) ports/flanges. Optical laser access is provided via windows mounted to six of these

ports, four of which are anti-reflection (AR) coated from 355 nm to 935 nm. Another 1.33”

CF port (top of the octagon) is used for the electrical feedthroughs for the radio-frequency (RF)

voltage applied to the ion trap. The final of these ports (bottom of the octagon) is connected to the

remainder of the vacuum system via 5-way cross4, as well as serving as a channel for the electrical

feedthroughs for the static (DC) trap electrodes and atomic ovens (Sec. 3.2.3). Two larger 4.5” CF

2My job in particular was the construction, testing, loading, and installation of the atomic ovens described below.
3Kimball Physics MCF450-SphOct-E2A8
4Kurt J Lesker C5-0133
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Figure 3.1: Vacuum System. a) Vacuum system viewed facing the 60 mm photon collection
window. b) Vacuum system viewed facing the 30 mm imaging and detection window. Labeled
components are discussed in the text.
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ports, located on opposite sides of the spherical octagon, are used to mount large custom recessed

windows5 for high-numerical aperature (NA) optical access. One of these (Fig. 3.1 a) is used for

photon collection (Sec. 3.4.3), allowing for a 0.6 NA lens to be used for photon collection when

combined with the trap design. The opposite window (Fig. 3.1 b) is used for ion imaging and

florescence detection (Sec. 3.4.2) with a 0.4 NA lens.

The remainder of the vacuum apparatus connected to the spherical octagon via a 5-way

cross consists of components used to create, maintain, and monitor the UHV environment within

the chamber. A UHV gate valve6 (Fig. 3.1), when opened, allows for vacuum to be pulled using a

turbo pump7 before closing the valve. An ion-pump and non-evaporable getter8 (NEG) are used

to continually pump the chamber during operation to maintain UHV pressures. Finally, an ion

gauge9 can be used to monitor the vacuum pressure, though we turned this off years ago as we

were not having vacuum issues and these gauges can sometimes slightly raise vacuum pressure

when turned on.

3.2.2 Ion Trap Design

For the ion trap itself, we use a linear blade trap [28, 117] consisting of two blades for

application of RF voltages and two blades for static (DC) voltage application, shown in Fig. 3.2 a.

These blades10 are made out of gold coated alumina and are mounted to the vacuum chamber

using a custom-built Macor holder (Fig. 3.2 b). The main advantage of this blade trap design is

the optical access provided by the blades. The blades taper down to a point (50 µm width) and

5UK Atomic Energy Authority
6Kurt J. Lesker VZCR40R
7Pfeiffer HiCube 30
8NEXTorr D 100-5
9Agilent Varian UHV-24p 9715015

10Kindly given to our lab by Chris Monroe.
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are placed at angles to allow room for up to 0.86 NA of photon collection11 (in the x-direction of

Fig. 3.2 a) via recessed windows located near the trap (Fig. 3.2 c).

Each blade is split into five segments (Fig. 3.2 b) to allow for individual voltages to be

applied to each segment for control of the trapping potential along the trap axis. The nominal

spacing between each segment is 50 µm, with the middle three segments being 250 µm wide at

their tips (nearest to the ion). In the case of the RF blades, these segments are electrically shorted

to one another such that one RF voltage is applied to the blade as a whole. With a spacing of ≈

300 µm between the tips of the top RF and top DC blades and a spacing of ≈ 500 µm between the

top RF and bottom DC blades (Fig. 3.2 a), we expect a deep trapping potential (≈ 0.4 eV) when

applying ≈ 625 V at 38.4 MHz to the RF electrodes and ≈ 5 V to segments 2 and 4 (Fig. 3.2 b)

on each DC electrode12.

Static voltages are applied to the DC blades via feedthroughs after filtering via a three-

stage low-pass RC filter with each stage having a cuttoff frequency < 10 Hz. To provide the

high RF voltages needed for trapping, we use a bi-filer resonator [118], operating at 38.4 MHz

with a Q of 50, attached to the top of chamber. This resonator, built by James Siverns, filters and

steps up the voltage of the RF, with the bi-filer design allowing us to apply a static compensation

voltage to one of the RF blades in addition to the RF. This removes the need for additional static

electrodes for excess micromotion compensation [119]. Using this setup, we have performed

basic micromotion compensation by adjusting the static fields applied to the DC and RF blades

whilst correlating the ion fluorescence to the phase of the RF as in [119]. Note that with the beam

geometry discussed in Sec. 3.4.1, we cannot compensate for micromotion present in the direction

11When not considering the remainder of the vacuum chamber.
12These values are just as an example, but are approximately what we apply before any micromotion

compensation.
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Figure 3.2: Trapping Electrodes. a) Basic layout of the trap blade electrodes to allow >0.6
NA of light collection when combined with the vacuum system photon collection window. b) A
zoom in on the trap blades, as viewed from the photon collection window. The five DC-electrode
segments are visible and numbered. c) Mounting of the ion trap within the vacuum system.
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of our imaging system (Sec. 3.4.2) using this technique. In this direction, we adjust our voltages

to minimize the de-focus of our ion as viewed by our imaging system when decreasing the RF

amplitude. This compensation has been sufficient for the work presented in this thesis.

3.2.3 Atomic Ovens

Loading ions into the trap requires a source of neutral atoms which can then be ionized

with lasers directly in the trapping region. To provide these neutral atoms we use home-built

atomic ovens, as shown in Fig. 3.3 a. The basic oven design consists of a stainless steel tube13

open on one end and welded shut on the other end. This tube is loaded with the neutral atom

source of choice. Welded to the closed end of the tube is a bare copper wire leading to one of the

oven feedthroughs shown in Fig. 3.1 a. These ovens are mounted to the interior of the vacuum

chamber via “groove grabbers”14 designed to hold the open end of these stainless steel tubes

just below, and pointing at, the trapping region (Fig. 3.3 b). The oven mounts are designed to

electrically ground the ovens at the point of contact. The application of a positive voltage at the

oven feedthrough causes a large current to flow through the wire and stainless steel tube, heating

the tube to high temperatures and vaporizing some of the neutral atoms within. This hot neutral

atomic vapor exits the open end of the stainless steel tube, providing a flux of neutral atoms in

the trapping region to be ionized and trapped.

Multiple variations of this oven design were simulated15, built16, and tested in a separate

vacuum chamber before the final design was used. This was done for both neutral barium and

13Small Parts Inc. HTX-19X-12. Inner Diameter 0.035”, Outer Diameter 0.042”
14Kimball Physics MCF450-GrvGrb-C01
15Using a MatLab simulation program provided by Jason Amini in Chris Monroe’s group at UMD. These

simulations would provide the temperature of all oven components for a given current.
16Using a micro TIG welder provided by Chris Monroe’s group.
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Figure 3.3: Atomic Ovens. a) Basic design of the atomic ovens. b) The atomic ovens as mounted
with holders within the vacuum system. Ceramic beads are used to electrically isolate the oven’s
copper wires from the vacuum chamber serving as ground. Extra barium beads are placed to
allow the user to identify which oven is which.
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ytterbium17 ovens. Testing consisted of measuring the minimum current needed to view neutral

fluorescence on a camera pointed at these test ovens when illuminating the neutral flux with 791

nm or 399 nm light for barium and ytterbium respectively. Changes between the different oven

designs included different thicknesses of copper wire and different lengths of the stainless steel

tubes used. Additionally, oven designs which included a tungsten coil filament welded between

the copper wire and steel tube were found to greatly reduce the amount of current18 needed

to view neutral florescence. This tungsten was very brittle however, and easily snapped when

attempting to load it into our vacuum chamber. Thus, we settled on the final oven design shown

in Fig. 3.3 a. Using this design, we are able to consistently trap Ba+ running 6.5 A of current

through the oven for around 30 seconds.

One concern with this oven design was the bare copper wire used within the vacuum

chamber, which could easily short to the vacuum walls. Kapton coated copper wires were

originally to be used to provide insulation and prevent shorting, but this coating was found by

James Siverns to be able to vaporize if too high of a current was run through the wire. Thankfully

we found that we could use a train of hollow ceramic beads19 placed around the wire to serve as

a semi-flexible insulation and prevent electrical shorting. These are visible in Fig. 3.3 b.

Care must be taken when loading barium into the atomic ovens for a few reasons. First,

barium is highly reactive, and will oxidize when left out in air. This can produce an oxidation

layer which requires much higher oven temperatures to break through before a strong neutral

atomic flux can be achieved. Additionally, barium is a commonly used getter material, meaning

that it will readily absorb contaminants within the vacuum chamber or oven tube. Any contaminants

17We have the capability to co-trap Yb+ and Ba+, but do not currently have any optics set up for Yb+.
18These ovens required only about half the amount of current to view neutral florescence.
19McMaster-Carr 87085K61. Inner Diameter 0.040”, Outer Diameter: 0.090”.
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within the oven may be shot directly at the ion trap when the oven is turned on. These contaminants

may also react with barium to form molecules which will not be ionized20.

Considering the potential issues discussed above, we adopted the following procedure to

install our ovens and load barium into them:

1. Clean the empty ovens in an ultrasonic bath of isopropanol.

2. After all vacuum parts have been cleaned and have gone through their initial pre-bake,

install the ovens into the chamber, without loading the barium.

3. Pull vacuum on the chamber using a turbo pump.

4. Run the oven at a high current (7A) for an extended period of time (40 min) to allow them

to “self-bake” and eject contaminants.

5. Using a glove bag filled with argon around the entire chamber, vent the vacuum system to

argon.

6. Open the barium container in the argon environment and load the oven with 2-3 barium

beads21 (shown in Fig. 3.2.3 b) using tweezers.

7. Close and pull vacuum on the chamber and proceed with standard vacuum baking to

remove remaining contaminants from the system.

With this procedure we were able to trap ions using our oven. We did not have the issue

other groups working with barium have typically had [64], where the ovens must be run at a

20We had observed with our test ovens that sometimes they would just stop working although they were getting
hot leading us to wonder about this.

21In the case of Yb, these were more of “flakes”.
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relatively high current (as high as 15 A) in order to break an oxide layer blocking atomic flux.

When running the ovens for the first time, we did, however, observe large increases in vacuum

pressure, likely due to contaminants captured by the barium. To deal with this, we ran the ovens

at a set current until the pressure began to decrease and reached a lower equilibrium before again

stepping up the oven current. This was repeated until we reached our expected oven current22

near 6.5 A23, at which point we are able to trap ions.

3.2.4 Magnetic Field

The work presented in this thesis uses two different methods for magnetic field generation

at the point of the ion. Originally, we produced our magnetic field using two coils of wire

placed on opposite ends of the spherical octagon in a Helmholtz-like24 configuration. These

coils were built with 200 turns of Kapton wire with a coil radius of approximately 1.25”. Each

coil was centered around one of the windows of the spherical octagon (top-right and bottom-left

windows/viewports in Fig. 3.1 a), roughly 2.5” from the center of the ion trap. These coils were

found to produce a field of ≈ 5 G at the location of the ion with ≈ 6 A of current resulting

from an applied voltage of ≈ 13 V. Two additional adjustment coils (smaller coils - only 100

turns each) were also used to compensate for stray fields at the location of the ion as well as any

misalignment of these main field coils, one placed near the imaging window, and another placed

around a window port orthogonal to the main coils. This coil configuration was used for the work

presented in Chapters 5-7.

When beginning to work with the Zeeman qubit in 138Ba+, we became concerned that our
22Provided by a BK Precision 1688B Voltage/Current Driver.
236 A is the operation current for the Yb oven.
24These technically are not Helmholtz coils as the separation between the two is not equal to half the radius, but

this has a negligible effect on uniformity near the ion.
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magnetic field coil design would lead to a relatively large amount of magnetic field noise at the

ion resulting from our current supplies. Though stabilization techniques exist for these types

of coil designs [120], we opted to instead switch out our coils for permanent magnets. We use

two neodymium ring magnets25, mounted in 1” optics holders and again centered around the

spherical octagon windows, to produce a measured magnetic field of 5.23 G at the location of the

ion. In this configuration we do not use our adjustment coils26, but this does not seem to greatly

affect27 our laser operations or optical pumping. These permanent magnets are used for the work

presented in Chapters 8-10.

3.3 Laser Systems and Frequency Control

3.3.1 Laser Frequency Monitoring

With the large range of laser wavelengths used in our lab (493 nm - 1762 nm), we use a

variety of tools to monitor our laser frequencies. For visible and NIR wavelengths, we monitor

our lasers’ center frequencies and verify single mode operation using a HighFinesse WSU-

2 wavelength meter (wavemeter), operating at wavelengths from 360 nm - 1100 nm with an

absolute accuracy of 2 MHz and precision of 100 kHz. This wavemeter is customized with two

fiber-optic switch inputs, allowing for up to 10 laser frequencies to be read out in quick succession

(≈ 1 ms per laser). For Ba+, we use this wavemeter to monitor and provide frequency drift locks

for our lasers at 493 nm, 650 nm, 791 nm, and 614 nm.

To measure the remaining infrared (IR) wavelengths used in the lab, we use a Bristol

25McMaster-Carr 3360K77.
26We did try for a time, but found that this seemed to greatly increase the magnetic field noise on the ion.
27At least not at a level we care about for the work presented in this thesis.
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Model 621 NIR laser wavelength meter. This wavemeter officially operates from 520-1700 nm,

but we are able to provide enough power (≈ 1 mW) at 1762 nm for it to provide a frequency

reading here as well28. Unfortunately, this wavemeter only has a precision of ≈ 20 MHz, reads

in frequencies much too slowly to be usable for frequency feedback, and does not have an optical

switch to allow for monitoring of multiple laser frequencies. Additionally, it only provides a

wavelength/frequency value and gives no information on the quality of the laser frequency mode.

For this reason, it is only used as a rough monitor of our IR wavelengths at 1762 nm, 1228 nm,

1343 nm and 1590 nm29. When frequency mode monitoring or laser locking is required, we use

optical cavities with the Bristol wavemeter serving to help us get our frequencies close to their

target (See Secs. 3.3.4 and 3.3.5).

3.3.2 Diode Laser Systems for Doppler Cooling, Optical Pumping, and Photon

Production

The 493-nm and 650-nm light used for Doppler cooling, optical pumping, and photon

production are provided by Toptica DL pro ECDLs. We use the HighFinesse wavemeter described

in Sec. 3.3.1 to read in these laser frequencies and to provide feedback to the laser frequencies.

This drift-lock allows us to stabilize the frequency of these lasers to ≈ 2 MHz, without any

additional linewidth narrowing30.

Light from each of these lasers is sent to different parts of the lab via the optical setups

shown in Fig. 3.4 and Fig. 3.5 for the 493-nm and 650-nm lasers respectively. In both setups,

28When we inquired with Bristol about if this would work, they were not sure, but asked us to test it for them.
29These final two frequencies are used in the frequency conversion discussed in the next chapter.
30The free-running fast linewidth of these lasers is specified to be on the order of ≈ 100− 200 kHz
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Figure 3.4: 493 nm Laser Setup. Two double pass acousto-optic modulator (AOM) setups
provide switching and frequency control of light sent to the ion for driving both π- and σ
transitions. Additional light is sent to the wavemeter for frequency locking and to other parts
of the lab for testing of quantum frequency conversion setups.

Figure 3.5: 650-nm Laser Setup. Two double pass acousto-optic modulator (AOM) setups
provide switching and frequency control of light sent to the ion. π- and σ+ transitions are tied
together via one AOM, with σ− transitions driven by light originating from the remaining AOM.
As with the 493-nm setup, additional light was used for wavemeter-based locking. Later on, an
additional fiber leading to a third double-pass AOM setup was added for independent driving of
π-transitions.
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light is sent to the ion trap setup via multiple acousto-optic modulators (AOM). Each AOM31 is

mounted on a 5 axis-stage32 and setup in a double-pass configuration [121]. In this configuration,

the application of an RF signal33 originating from our control system (Sec. 3.5) to the AOM

deflects the light and shifts its frequency an amount equal to the frequency of the applied RF.

The deflected light is represented by the dashed paths in Figs. 3.4 and 3.5. After a second pass

through the AOM, the now twice-frequency-shifted light is fiber coupled and sent to the ion.

This enables fast switching of both the amplitude and frequency of the light sent to the ion via

the amplitude and frequency of the applied RF, with the double-pass configuration allowing for

larger frequency shifts to be used while maintaining efficient fiber coupling when compared with

a single-pass setup.

For the 493-nm setup (Fig. 3.4), we use two of these aforementioned AOM setups, with one

setup providing light to drive π-transitions and the other setup providing the light used to drive

σ+-transitions34. In addition to these AOMs, we also fiber couple light to send to the HighFinesse

wavemeter for laser frequency locking and to send to the quantum frequency conversion setups

described in Chapter 4. Power is diverted to each of these components through use of half-wave

plates (HWPs) and polarizing beamsplitter cubes (PBSs).

The 650-nm setup (Fig. 3.5) is very similar to that at 493 nm. In this case however, one

AOM provides light to drive σ−-transitions, while the other AOM provides light to drive both

σ+- and π-transitions35. Thus, for the majority of the work presented in this thesis σ+- and

π-transitions are driven simultaneously. For the work presented in Chapter 10, we added an

31IntraAction ATM-80A1.
32Thorlabs PY005
33≈ 80 MHz
34In the work presented here, we never have a simultaneous need to drive both 493 nm σ-transitions.
35The polarization control is discussed in Sec. 3.4.1
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additional fiber coupling to this setup (labeled as “added later” in Fig. 3.5). This fiber leads to a

third double-pass AOM setup allowing us to separately control π-light sent to the ion.

3.3.3 Light for Ionization

We ionize neutral barium using the scheme discussed in Section 2.3.1. Light at 791 nm is

provided by a MogLabs ECDL36. This laser is drift locked via the HighFinesse wavemeter, and

sent to the ion via optical fiber. A simple iris is used to block the light when not in use.

To complete the ionization process, light is required with a wavelength less than ≈ 340 nm.

To this end, we use a ThorLabs fiber-coupled LED37 centered around 300 nm, which provides up

to ≈ 320µW of power out of a multimode fiber. The output fiber is setup in a cage mounted lens

system next to the ion trap vacuum system to directly deliver light to the trapping region38.

3.3.4 1762 nm Laser and Locking to Address Quadrupole Transitions

For the work presented in Chapters 8-10, we use light from a 1762-nm Toptica ECDL to

address the S1/2 ↔ D5/2 quadrupole transition in Ba+. This transition is extremely narrow (≈ 3

mHz), requiring frequency narrowing of the laser39 to a narrow linewidth optical cavity.

To both lock the laser frequency and send 1762-nm light to the ion, we built the setup

outlined in Fig. 3.6. Coarse changes to the laser frequency are monitored via fiber-coupled light

sent to the Bristol wavemeter discussed in Sec. 3.3.1. A 40 MHz AOM40 is used to to provide

fine-step frequency control of the 1762 nm light seen by the ion and to rapidly switch this light on

36MogLabs ECD004/r3
37ThorLabs M300F2
38The light is not particularly well focused here, but the intensity seems sufficient for a reasonable rate of

ionization
39The free running fast linewidth is ≈ 100 kHz.
40IntraAction ACM-402AA10
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and off at the ion. The 0th diffraction order (non-frequency-shifted) AOM output is picked off,

fiber coupled, and sent to a monitor scanning cavity41 to ensure single-frequency mode operation

of the 1762-nm ECDL42.

Figure 3.6: 1762 nm Laser Setup and Locking. Light is sent to the ion via the 1st order
output of a single-pass acousto-optic modulator (AOM) driven at 40 MHz. Coarse frequency
monitoring of the laser is performed via fiber coupled light sent to the Bristol wavemeter. Single
mode operation of the laser is monitored via un-shifted 0th order AOM output light sent to a
scanning monitor cavity via optical fiber. Laser locking and linewidth narrowing is performed
via the Pound-Drever-Hall locking setup denoted by the shaded region and discussed in the text.

The laser is locked to a high finesse optical cavity43 via the Pound-Drever-Hall technique [122,

123]. The gray box in Fig. 3.6 highlights the important components for implementing this lock.

The 1762 nm light from the laser is modulated via a fiber-coupled electro-optic-modulator44

41ThorLabs SA200-12B, 7.5 MHz linewidth
42Initial attempts to lock the laser without this monitor cavity were inconsistent, due to the laser going slightly

multimode over time.
43Stable Laser Systems 6010-4, Finesse 10000-30000
44Thorlabs LN53S. Designed for use at 1550 nm, but we have enough modulation depth at 1762 nm to produce

frequency sidebands for locking.
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(EOM). The modulated light at the output of the EOM is then focused45 and sent to the optical

cavity. The reflected signal is then measured on a photodiode46 and demodulated using Toptica’s

PDD 110 Pound-Drever-Hall detector (including both a modulation source and demodulator),

included with the 1762 nm ECDL. This produces an error signal which is then sent to a fast

analog laser servo (Toptica FALC) that feeds back to both the piezoelectric actuator controlling

the ECDL grating angle and to the laser diode current for both low and high frequency feedback.

Due to the fact that the free spectral range (FSR) of the cavity (≈1.5 GHz) is much larger

than tuning range (≈ 10 MHz) of our 40 MHz AOM, we would likely be unable to address

the ion if the laser were locked directly to cavity resonance. Therefore, we use a variation of

the PDH locking technique known as electronic-sideband (ESB) locking [124]. Using a HP

8671 frequency synthesizer, we drive our EOM with a tunable ≈ 3 GHz signal that is itself

modulated by a 12 MHz signal originating from the PDD 110’s modulation source. This produces

a frequency spectrum as shown in Fig. 3.7 a, where the carrier (black) has been modulated to

produce first order sidebands (blue) at ≈ ±3 GHz, each having their own ± 12 MHz sidebands

(red). The error signal used to lock the laser is then based on interference of the positive

frequency-shifted 3 GHz sideband with its own 12 MHz sidebands (demodulation, this error

signal is also at 12 MHz). This allows the laser to be locked with a known and tunable (over the

entire cavity FSR) offset relative to cavity resonance.

The classic demodulated PDH error signal produced when scanning the laser frequency

is shown by the yellow oscilloscope trace in Fig. 3.7 b. The blue trace in Fig. 3.7 b represents

the light transmitted through the cavity as measured on the monitor diode at the output of the

45To properly couple to the fundamental mode of the high finesse cavity - we estimate at least 25% coupling to
this mode.

46ThorLabs PDA10D2
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Figure 3.7: Pound-Drever-Hall (PDH) Locking Frequencies. a) The frequency spectrum of
the 1762 nm light sent to the PDH locking cavity, as a result of frequency modulation of the 3
GHz electro-optic modulator signal, itself modulated at 12 MHz. b) The blue trace represents
the cavity transmission measured at point A in Fig. 3.6. Transmission is not visible for the 12
MHz sidebands. The yellow trace represents PDH error signal resulting from scanning the laser
frequency, measured at point B in Fig. 3.6. c) In-loop error signal, measured before demodulation
(point C in Fig. 3.6).
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high-finesse cavity in Fig. 3.6. To optimize the lock, we monitor the in-loop error signal (before

demodulation) on a spectrum analzyer and adjust the loop filter settings on the Toptica FALC to

maximize the lock bandwidth47. During the optimization, the average transmission of the cavity

was used to verify that the laser was not driven into oscillations by the feedback48. The optimized

in-loop error signal before demodulation, as viewed on our spectrum analyzer49, is shown in

Fig. 3.7 c, with servo bumps near ≈ 550 kHz.

The laser linewidth resulting from this lock is much narrower than we can directly measure

in the lab. We haveperformed self-heterodyne measurements [125] of the laser light using a 6 km

fiber delay, bounding the laser linewidth to be well under 16 kHz. Although we cannot directly

measure the linewidth of the laser, independent measurements using the 1762 nm quadrupole

transition suggest the linewidth to be on the order of a few hundred Hz.

3.3.5 Homebuilt 614-nm Laser System

Driving the P3/2 ↔ D5/2 dipole transitions in Ba+ requires light at 614 nm. This transition

is critical for returning the ion to the ground state after optical shelving (Chapter 8). Unfortunately,

there are no commercially available laser diodes operating at this color, preventing the use of

standard ECDLs. Given the high cost of frequency-doubled laser systems (combined with this

light not needing to have a particularly narrow linewidth for our de-shelving purposes), we opted

to build our own laser at 1228 nm, which can then be frequency doubled to 614 nm using

commercially available second harmonic generation (SHG) devices.

The 1228 nm laser we use (which I built) is shown in Fig. 3.8. It is a Littrow ECDL based on

47One of our collaborators, Sandy Craddock [94] gave me some very helpful tips for doing this.
48Oscillations would cause a large decrease in the average power transmitted through the cavity.
49Rigol DSA815
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Figure 3.8: Home-built 1228 nm External Cavity Diode Laser. a) The main laser body
consists of an L-shaped aluminum block. A slit machined out of one end of the block allows for
vertical adjustment of the grating mount relative to the laser gain chip located in the collimation
tube. b) The full laser, where the main laser L-block is mounted on top of a large base with
a thermoelectric cooler (TEC) used between the two for temperature control. The first order
diffraction from the grating provides feedback to the gain chip. Labeled parts are discussed in
the text.
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designs from both the University of Sussex [126] and the National University of Singapore [127],

consisting of an L-shaped block of aluminum with multiple holes drilled into it for mounting

various laser components. Rather than a laser diode for a gain medium, the laser uses a gain

chip50. The gain chip is mounted in a laser diode collimation tube51, which is itself mounted in a

large hole drilled into the vertical wall of the L-shaped block (Fig. 3.8 a). This collimation tube

comes with pre-wired sockets to provide an electrical connection between a current controller52

and the gain chip. An aspheric lens53 is also mounted in this collimation tube and is adjusted to

roughly collimate the output from the gainchip. To properly orient the polarization of the output

light, the collimation tube may be rotated freely within its mounting hole until locked in position

by multiple set screws.

The gain chip does not have a lasing cavity and will not self-lase, relying entirely on the

external cavity provided by the optical grating54 mounted towards the opposite end of the L-piece

for optical feedback (Fig. 3.8 b). A slit machined out of the middle of the L-piece allows for

this feedback to be adjusted in the vertical direction through use of a fine thread screw55. This

adjustment may be locked in place using the locking screw in Fig. 3.8 b. A second fine thread

screw in the grating mount allows for coarse frequency and horizontal feedback adjustment via

the angle of the grating. A piezo actuator56 mounted between this fine thread screw and the

grating allows for fine adjustment of the laser frequency via a high voltage driver57.

A thermoelectric cooler (TEC) placed between the L-shaped block and a large aluminum

50Innolume GC-1220-110-TO-200-B
51Thorlabs LT230P
52Thorlabs LDC210C.
53Thorlabs C230TMD-C.
54Newport 33066FL01-220H.
55Owis FGS 7-7.5.
56Piezomechanik PSt150/4/5 bS.
57Thorlabs MDT694B.
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base/heatsink allows for temperature control of the entire ECDL. To try and help temperature

conduction to/from the gain chip, we place thermal paste between the collimation tube and the

L-shaped block. The temperature is measured just under the gain chip collimation tube using a

temperature transducer58 and this signal is fed back to the TEC via a temperature controller59.

Figure 3.9: P-I Curve for 1228-nm Laser. Typical output power of the 1228 nm laser as a
function of gain chip drive current. The lasing threshold is approximately 100 mA.

The output power of the 1228-nm laser as a function of the current run through the gain

chip is shown in Fig. 3.9. This is measured after aligning the laser feedback to optimize single-

mode operation60 rather than maximizing output power61. We achieve output powers of > 180

mW at a current of ≈ 600 mA with relatively stable single-mode operation. Throughout the day,

the laser current and grating angle (via the piezo-actuator) must be adjusted to maintain single

58Analog Devices AD592
59Thorlabs TED200C
60This is checked at 614 nm using the HighFinesse Wavemeter
61We believe that we actually have too much feedback in this case, and have to purposefully misalign the feedback

to achieve single mode operation. Use of a lower efficiency grating (such as Thorlabs GR25-1210) could potentially
fix this.
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mode operation much more often than our commercially acquired laser systems (every few hours

vs every few weeks). We believe this is due to a slow temperature stabilization of the laser gain

chip, due to a combination of poor thermal contact between the gain chip and the collimation

tube, with the large heat load produced by the relatively large currents (max 1 A) that need to be

run through the chip62.

Figure 3.10: 1228-nm/614-nm Laser Setup. Light from the home-built 1228 nm ECDL is
shaped via cylindrical lenses before being fiber coupled and frequency doubled to 614 nm.
A 90:10 fiber splitter is used to send the majority of the 614-nm light to a fiber-based AOM
connected to the ion trap setup, with the remaining light being sent to the HighFinesse wavemeter
for mode monitoring and frequency locking. A small portion of 1228-nm light is sent to the
Bristol wavemeter for coarse frequency measurements before frequency doubling.

To produce and control 614-nm light using our 1228-nm laser, we use the optical setup

shown in Fig. 3.10. To improve fiber coupling, a pair of cylindrical lenses are used to re-shape

the highly elliptical output63 of the laser, resulting in fiber coupling efficiencies of around ≈ 55%.

A small amount of light is picked off and sent to the Bristol Wavemeter (Sec. 3.3.1) to set the

laser near our target frequency. Light from the 1228-nm laser is coupled into fiber and sent to

a fiber-coupled frequency doubler64, which operates with a conversion efficiency of ≈ 150%/W

before fiber losses. A temperature controller65 connected to the frequency doubler is adjusted to

62The use of brass rather than aluminum for the laser block could help with this.
63Before shaping, Gaussian fits to the beam diameter suggest a roughly 4.9 mm x 0.9 mm beam.
64ADVR Fiber coupled SHG
65Thorlabs TTC001
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maximize the output 614-nm light. The resulting fiber-coupled 614-nm light is split via a fiber

splitter that sends ≈ 10% of the light to the HighFinesse wavemeter for frequency and mode

monitoring as well as for laser frequency feedback. The majority of the light is sent to a fiber

coupled AOM66, operating at a fixed frequency of 200 MHz, that serves as a fast optical switch

for light sent to the ion. This AOM is switched on and off via TTL pulses sent by our control

system. With this setup, we are able to send ≈ 1 mW of fiber-coupled 614-nm light to the ion

setup.

3.4 Light Delivery, Florescence Detection and Single Photon Collection

3.4.1 Laser Light Delivery

As briefly mentioned in Sec. 3.2.1, laser access to the ion trap is provided via windows at

each of the six 1.33” CF ports shown in Fig. 3.1. Figure 3.11 shows how we use this optical

access to deliver light of various polarizations to the ion. Through one of the four available AR

coated windows (shaded pink in Fig. 3.11), we send linearly polarized light at both 650 nm and

493 nm to the ion and at an angle 45◦ relative to the trap axis and 90◦ to the applied magnetic

field (Sec. 3.2.4). The polarization of this light can be set to be parallel to the applied magnetic

field in order to drive π-transitions67. Similarly, we send circularly polarized light at 493 nm and

650 nm along the applied magnetic field in order to drive σ-transitions. We also send the 791 nm

light required for ionization along this path. We send both the 1762 nm and 614 nm light needed

for addressing the quadrupole transition in Ba+ (Chapter 8) along the trap axis and 45◦ to the

applied magnetic field through an uncoated window. Finally, though not shown in Fig. 3.11, we

66AA Opto-Electronic MT200-R18-Fio-SM-J1-A-VSF.
67In some cases, we purposefully set this polarization to drive both σ and π transitions.
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send the UV light near 300 nm needed for the second step of ionization through the remaining

uncoated window, counter-propagating to the 1762-nm and 614-nm beams.

The current68 optical setup used to combine and deliver the π-beams to the ion is shown

in Fig. 3.12. A fiber-based wavelength division multiplexer69 (WDM) is used to combine the

493-nm and 650-nm beams, delivered from the double pass AOMs discussed in Sec. 3.3.2, into a

single fiber. We use a reflective collimator based on an off-axis parabolic mirror70 to help ensure

that both beams are collimated exiting this fiber71. With both beams collimated, an achromatic

doublet lens72, adjustable via a 3-axis translation stage, is used to ensure both beams are focused

at the position of the ion, producing an estimated focal spot sizes of ≈45 um and ≈65 um for the

493-nm and 650-nm beams respectively. The polarization of these beams is filtered through use

of a polarizing beam splitter, with the quarter and half waveplates just before this splitter used

to maximize transmission of both beams. The position of the final half waveplate73 is optimized

for the 650-nm beam, as the polarization of this 493-nm beam is not critical to either of the

optical pumping schemes discussed in Sec. 2.3.4. Optimization is performed by minimizing ion

florescence using this waveplate when only the π-beams are present.

The setup used for σ-beam delivery is shown in Fig. 3.13. Similarly to the π-beams,

we use WDMs to combine the 493-nm and 650-nm σ+-beams74 and to combine the 650-nm

σ−-beam with the 791-nm ionization beam75. Again, reflective collimators and an achromatic

68We have had a few different iterations of this and other light delivery setups, but for brevity, I will only discuss
our final versions.

69Thorlabs RB61F1.
70Thorlabs RC04APC-P01
71Originally, we tried using a standard aspheric lens here, but it resulted in significantly different focal spots at the

ion due to the slightly different divergences of the ”collimated” beams.
72Thorlabs AC254-250-A.
73Tower Optical Z-17.5-A-.250-B-650
74Thorlabs RC04APC-P01
75Thorlabs NR74A1
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Figure 3.11: Beam Orientations Through Vacuum System. The applied magnetic field is at
45◦ relative to the trap axis. Light for driving π-transitions (σ-transitions) at 493 nm and 650 nm
is sent through coated windows perpendicular (parallel) to the applied magnetic field and at 45◦ to
the trap axis. The 1762-nm light used to drive quadrupole transitions, as well as 614-nm re-pump
light, is sent down the axis of the trap through uncoated windows. For ionization, light at 791 nm
is sent along the σ-beam path, and ≈ 300 nm light (not shown) is sent counter propagating to the
1762 nm beam.

67



Figure 3.12: Pi Beam Delivery Optics. A fiber-based wavelength-division multiplexer (WDM)
is used to combine light at both 493 nm and 650 nm into a single optical fiber. A reflective
collimator and achromatic doublet allow both beams to focus at roughly the same spot in the
vacuum chamber. A polarizing beamsplitter (PBS) is used for polarization filtering, with a 650
nm half waveplate located after this PBS used to set the polarization of the light sent to the ion.

doublet76 mounted on a 3-axis translation stage are used to help focus all beams on the ion, and

a polarizing beam splitter common to all beam paths is used for polarization filtering. Estimated

1/e2 Gaussian beam diameters at the focus are ≈35 um and ≈50 um for the 493 nm and 650

nm beams respectively. This setup also includes a permanent ring magnet in an 1-inch lens tube

mounted directly to the final cage-mirror mount just before the vacuum chamber window. A

second ring magnet is independently mounted on the opposite side of the vacuum chamber.

In contrast the π-beam setup, the polarizations of both the 493-nm beam and both 650-

nm beams affect both D-state and S-state optical pumping efficiencies (Sections 8.5 and 2.3.4).

Because of this, we use both an achromatic quarter waveplate77 and an achromatic half waveplate78

to set the polarizations of the beams before they are sent to the ion. As the name suggests, these

waveplates have a much smaller variance in retardance at different wavelengths, such that this

retardance is roughly the same at both 493 nm and 650 nm. We do find, however, that the

76Thorlabs AC254-200-A
77Thorlabs AQWP05M-580
78Thorlabs AHWP05M-600
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optimal waveplate positions for each beam do vary79 slightly. Typically, we choose to optimize

the achromatic waveplate positions for the 650-nm σ+-beam, as our Optical Bloch simulations

suggest this will have the largest effect on ion-photon entanglement fidelity. Optimization is

performed through an iterative processes of adjusting the achromatic waveplates such that the ion

florescence is minimized when only the 650-nm σ+-beam80 is present as well as when this beam

and both π-beams are present.

Figure 3.13: Sigma Beam Delivery. Two fiber-based wavelength-division multiplexers are
used with one combining 493 nm and 650 nm σ+ light and the other combining 650 nm σ−

and 791 nm ioniziation light. Polarization filtering of all beams is achieved with a polarizing
beamsplitter (PBS). Achromatic half and quarter waveplates are used to simultaneously control
the polarization of light sent to the ion. As with the π-beam setup, reflective collimators and
an achromatic doublet lens are used to focus all beams to roughly the same spot in the vacuum
chamber. For magnetic field generation, one of the permanent magnets used is directly mounted
to this setup.

The beam path for the 1762 nm and 614 nm beams is much simpler than those shown in

79On the order of ≈ 1 − 2 degrees between the two 650-nm σ-beams and ≈ 2 − 3 degrees between the 493-nm
and 650-nm σ+-beams for the quarter waveplate.

80We do check that the ion is relatively dim for the other σ-beam as well to ensure that we have not driven the ion
into some other type of dark state.
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Figs. 3.12-3.13. The beams are independently collimated from separate fibers and combined on a

dichroic mirror81 before being aligned to the ion trap via walking mirrors and a lens mounted on

a 3-axis stage. The lens is coated for 1762 nm, with about ≈ 50% loss at 614 nm. With plenty of

power available at 614 nm, this is not a large concern. The estimated focal spot size of the 1762

nm beam is ≈ 120 µm82. As the beams are traveling down the axis of the ion trap with the least

amount of optical access, we expect that they are clipping the trap blades, reducing their intensity

at the ion by an unknown amount.

3.4.2 Ion Imaging and Flourescence Detection

Figure 3.14: Imaging and Florescence Detection. A 0.4 NA multi-element objective, doublet
lens, iris and optical filter are mounted in a 1” lens tube to collect and focus light collected from
the ion. The focused light is sent to an EMCCD camera or to a photomultiplier tube (PMT)
via a TTL-controlled flipper mirror. The lens tube is mounted on a three-axis stage to facilitate
alignment to the ion.

81Thorlabs E02. Technically, this is a mirror for visible light but transmits 1762 nm, thereby acting as a dichroic.
82We have not calculated this value at 614 nm, as the beam is likely focused nowhere near the ion.

70



We perform both ion imaging and florescence measurements by collecting ion light from

the imaging and detection window shown in Fig. 3.1. Light from the ion is collected and

refocused onto our imaging EMCCD camera83 using a multi-element 0.4 NA objective lens84

combined with a doublet lens, all mounted in a single 1” lens tube, as shown in Fig. 3.14. The

doublet lens is chosen to give the system a total magnification of ≈ 125 at the camera. This lens

tube is mounted on a three-axis stage85 with digital micrometers86 to allow for easy alignment

of the entire lens tube system to the ion. An iris is used to help remove noise produced via

laser scatter, along with a 493 nm bandpass filter 87 to remove any florescence or laser scatter at

650 nm and/or 614 nm. A TTL-controlled flipper mirror optionally directs the light to a photo-

multiplier tube88 (PMT), capable of single photon detection, for ion florescence measurements.

An additional iris is sometimes used just before the flipper mirror to reduce laser scatter measured

by the PMT. The entire setup is kept in a nearly light-tight box to prevent room light from

damaging the EMCCD and PMT and to reduce the background counts as measured on the PMT.

3.4.3 High NA Single Photon Collection

We collect and fiber couple single photons emitted by the ion out of the large 0.6 NA photon

collection window shown in Fig. 3.1. Here I will discuss the two fiber coupling setups we have

used, with a focus on the current, 0.6 NA collection and fiber coupling setup.

83Andor iXon Ultra 897.
84Special Optics. Designed by Jiehang Zhang in Christopher Monroe’s group.
85Newport 406A
86Mitutoyo 350-352-30
87Semrock FF01-488/10-25
88Hamamatsu H11870-01

71



3.4.3.1 Single Photon Collection Using a 0.6 NA Lens

The setup for mounting and aligning our custom89 0.6 NA objective lens90 is shown in

Fig. 3.15. A tip-tilt stage91 is mounted to a 3-axis stage92 via a custom-machined L-shaped

adapter plate93 to allow for 5-axis adjustment of the lens position. A v-groove mount94 is used to

mount the (featureless) objective to the tip-tilt stage. This mounting setup is visible in Fig. 3.15 a,

before installation of the 0.6 NA objective.

The objective is designed to couple light collected from the ion directly into an optical

fiber. Therefore the remainder of the optical setup consists of an AR-coated optical fiber95

independently mounted on a mirror mount serving as a tip-tilt stage96 mounted on a 3-axis

translation stage97. This fiber mount is visible in Fig. 3.15 c. This mirror mount accepts optical

cage rods, which are used to easily swap the fiber out with a cage-mounted lens and CCD

camera98 for temporary free-space imaging of the ion during alignment.

Alignment of the 0.6 NA objective-fiber system to the ion is a difficult and tedious process.

The alignment procedure we use is based on a combination of discussions with Clayton Crocker

[64] as well as information learned from theses produced by the ion trap group at Oxford [63].

After coarsely aligning the objective by placing it approximately a working distance (≈ 16.8 mm)

away from the ion centered on the photon collection window, we align the objective and fiber via

89Designed for operation at 493 nm, 370 nm, and 650 nm.
90Photon Gear 15920-S
91Newport PY004
92Thorlabs XR25P-K2
93Designed by James Siverns.
94Newport VB-2
95Thorlabs 405AR
96Thorlabs KS1T
97Thorlabs MBT616D
98FLIR BFS-U3-16S2M-CS

72



Figure 3.15: Setup for the 0.6 NA Objective. a) Picture of the mount and stages used for the
0.6 NA objective. Mounting consists of a V-groove mounted on a tip-tilt stage which is itself
mounted to a 3-axis stage via a custom L-bracket. b) Photo of the 0.6 NA lens as mounted on the
V-groove in front of the ion trap. Laser light scattered by the trap blades is visible. c) The full
optical setup for fiber coupling using the 0.6 NA objective. The tip-tilt and 3-axis mounts used
to move the optical fiber are visible in the bottom right of the picture. Also visible are the RF
resonator (Sec. 3.2.2) and the π- and σ- beam delivery optical setups of Figs. 3.12 and 3.13.
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the procedure outlined in Fig. 3.16. First, the fiber is placed roughly in its correct position behind

the objective (≈ 260 mm), and heavily attenuated 493-nm light is run backwards through the

fiber and the objective (Fig. 3.16 a). With a good enough initial alignment (or with enough 493-

nm light), the fiber image is visible on our ion imaging system EMCCD (discussed in Sec. 3.4.2),

usually as a very out-of-focus diffraction pattern. The objective and fiber are then adjusted to

produce a fiber image on the EMCCD with a similar size and shape to that of the ion image.

The second step of alignment (Fig. 3.16 b) is focused on viewing and removing optical

aberrations due to remaining misalignment of the objective lens. The fiber is swapped out for a

cage-mounted lens and CCD camera, as briefly mentioned above, and the lens position is adjusted

to produce a magnified image of the ion on the CCD99. Checking the image both in and out of

focus in a manner similar to [63], the objective lens and fiber mount are then adjusted to remove

aberrations in the CCD image. At this point, the alignments we perform in this step are done

to eliminate easily visible aberrations as viewed on the CCD, and we do not perform fits or

numerical analysis of the ion image to determine the remaining optical aberrations. Such image

analysis techniques are discussed in [63,65], and may be implemented by our lab in the future to

improve fiber mode matching further.

In the final step of alignment, the lens and camera are replaced with the original optical

fiber. Light is run backwards through the fiber and the fiber image and ion image are overlapped

on the EMCCD via alignment of the optical fiber 3-axis stage. The optical fiber is then connected

to a single photon detecting avalanche photodiode100 (APD) as in Fig. 3.16. The ion is Doppler

cooled, and the 3-axis fiber stage as well as the focus of the objective101 are adjusted to optimize

99Here, the lens is designed to collimate the light from the objective, verified by physically sliding the CCD
camera on the cage mounts and making sure the image size doesn’t significantly change.

100Perkin Elmer SPCM-AQR-15.
101We do not risk further alignment of the objective after compensating for abberations in the previous step.
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the amount of ion florescence detected on the APD. At this point, we can produce single photons

from the ion as discussed in Sec. 2.3.4 and determine the per-shot photon collection efficiency.

Figure 3.16: Alignment and Fiber Coupling Procedure for the 0.6 NA Objective. a) Light
is run backwards through the fiber and objective and the resulting fiber image is viewed on the
imaging EMCCD. The objective and fiber are adjusted to match the fiber and ion images by
eye. b) The fiber is replaced by a lens and CCD camera to directly image the ion through the
0.6 NA objective and adjustments are made to remove easily visible optical aberrations. c) The
fiber is replaced and connected to a single photon detecting avalanche photodiode (APD) and the
fiber is aligned to the ion to peak up the collected florescence signal before measuring the arrival
probability of photon via on-demand photon production measurments.

Using this alignment method, we have measured per-shot single photon detection efficiencies

of up to 8.2× 10−3, corresponding to ≈ 2.1% total photon collection into fiber when accounting

for the specified detection efficiency (40%) of the APD. This is significantly lower than our

expected max collection efficiency of ≈ 4%, taking into account the mode mismatch between
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the light emitted by the ion and a fiber mode (0.8 overlap [30]), the branching ratio of the ion

(0.75), optical transmission (0.95) and mode mismatch due to the design of the 0.6 NA lens (0.7

overlap). This is likely due to remaining optical aberrations which could possibly be removed

through numerical analysis of the ion image [63, 65] as briefly mentioned above.

An issue with this current setup is the need for a graduate student to physically align the

fiber to the ion, given observed drifts in the ion-fiber coupling throughout the day, and on longer

timescales. Because of this drift, and the need to maintain other laboratory components rather

than constantly align the fiber, we typically run at lower photon collection efficiencies (5 − 7 ×

10−3 per-shot) when running experiments. This can in theory be improved through installation

of piezo-drivers for the 3-axis fiber stage and on the focus of the 0.6 NA lens, as is done in [63],

combined with automated experimental feedback to the fiber and lens positions based on ion

florescence detection.

3.4.3.2 Single Photon Collection Using a 0.4 NA Lens

Before installation of the 0.6 NA objective lens discussed above, we instead used a 0.4

NA objective (the same type discussed in Sec. 3.4.2) for fiber coupling. This objective was

not designed for efficient fiber coupling, but we intended to temporarily use it for the initial

experiments performed prior to the installation of the 0.6 NA lens. As shown in Fig. 3.17 a, this

objective was mounted in a lens tube containing an iris, doublet lens102, optical filter103 and triplet

collimator104. Light collected by the 0.4 NA objective was focused and re-collimated using the

adjustable doublet lens, before being fiber coupled via the triplet fiber collimator. The entire lens

102Focal length ≈ 43 mm
103Semrock FF01-488/10-25
104MicroLasers FC5-VIS1- APC
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tube was mounted on a tip-tilt stage 105, itself mounted on a 3-axis translation stage106.

Figure 3.17: Setup for fiber coupling photons using the 0.4 NA Objective. The 0.4 NA
objective and fiber coupling optics are mounted in a 1” lens tube. A doublet lens collimates light
collected and focused by the objective. A triplet fiber collimator is then used to focus the light
into a single mode fiber. An iris and optical filter are used to reduce the amount of background
light coupled into the optical fiber. The entire setup is mounted on a tip-tilt stage itself mounted
on a three-axis translation stage.

Alignment of the objective and fiber to the ion was performed in a similar manner to the

0.6 NA lens (Fig. 3.16), except that a CCD camera was not used to attempt to remove optical

aberrations. Instead aberrations as viewed on the EMCCD when running light backwards through

the fiber were removed (not attempting to decouple from possible aberrations present in the

imaging system itself) before peaking up ion florescence on an APD. With this setup we were

able to produce photons on-demand with a detection efficiency of ≈ 1.2×10−3. Though far from

105Thorlabs APY002
106Thorlabs MBT610D
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an optimal setup and not intended to be permanent, this setup, being easier to align and more

inherently stable than the 0.6 NA objective alignment, was used for the majority of the works

presented in this thesis. It was replaced by the 0.6 NA objective for the entanglement experiment

discussed in Chapter 10.

3.5 Experimental Control and Data Collection

We use various control and data collection equipment and software to perform the experiments

presented in this thesis. I summarize some of the key components in this section.

3.5.1 Control Systems

Critical to any atomic physics experiment is a control system to provide fast TTL pulses for

triggering and switching on other experimental components as well as to provide fine frequency

control for devices such as AOMs (see Sec. 3.3) and antennas to directly address qubit states

(Chapter 9). In some cases107, the control system must also perform logic and live decision

branching based on measurements made during the experiment. Finally, all of this control must

be performed with sufficient time and frequency synchronization in order to obtain the correct

experimental results.

Our lab uses FPGA-based control systems, where an FPGA is programmed to control

components such as direct digital synthesizers (DDSs) as well as digital (TTL) and analog voltage

inputs and outputs and in some cases also perform data collection tasks such as time-tagging.

Our current FPGA control system is based on ARTIQ108. Our ARTIQ control system consists of

107Particularly for the ion-photon entanglement experiment discussed in this thesis.
108M-labs. https://m-labs.hk/experiment-control/artiq/.
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a set of rack-mounted and connected devices based on the Sinara hardware family109. A master

FPGA is used to control multiple connected DDS boards, providing us RF signals from up to 8

programmable DDSs110 on a shared clock, as well as up to 24 programmable TTL input/output

channels. More channels can be relatively easily be added later as they become necessary111.

This control system enables experimental timing down to the nanosecond level and is somewhat

user friendly, being programmable via a python-like coding language.

For applications where complex experimental logic is not required, but we have a need

for fast and repetitive laser pulse sequences, we sometimes use a SpinCore PulseBlasterUSB

TTL pulse generator. It provides up to 24 TTL output channels which can all be programmed

to output pulse sequences with 10 ns resolution. It is easily programmable and can be triggered

by an external TTL pulse, otherwise holding in a set user state (We usually set it to cool the ion,

for instance.). It does not provide any ability to perform live digital-logic-based control however,

and because of this we have begun to completely replace it with ARTIQ-based solutions.

3.5.2 RF and AOM Switching

The most common action performed by the control systems discussed above is to quickly

switch on and off laser pulses via switching of the RF to the lasers’ respective AOMs. Though

this can in theory be done using the FPGA control system’s internal DDS RF switches, we (and

just about everyone we’ve talked to) find it faster (in terms of latency) to instead leave the RF

output of each of our DDSs constantly on, with each connected to its own external TTL-enabled

109https://m-labs.hk/experiment-control/sinara-core/
110Analog Devices: AD9910
111We are nearly using all of these channels as of the ion-photon entanglement experiment discussed later in this

thesis.
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RF switch112. The RF control is then limited by the speed and accuracy of the TTL pulses sent

by the control system, which can be sent with nanosecond-level precision, combined with the RF

switch turn on speed (≈ 5 ns).

3.5.3 Time Tagging

For all of the single photon experiments discussed in this thesis, precise and accurate timing

of photon arrival times is critical. This is performed either through “start-stop” measurements,

where the time between photon detection events on two different detectors is recorded, or through

“time-tagging” of photon detection events, where timestamps corresponding to the arrival of

incoming TTL pulses from our single photon detectors are recorded for each channel independently

and then processed through software written in-house. For either method we typically require

nanosecond (sub-nanosecond in some cases) precision.

For many of our experiments, we use a PicoHarp 300 single photon counting system for

processing photon arrival events. This system has two input channels is able to perform both

start-stop and time-tagging measurements with as low as 4 ps resolution. The start-stop type

measurements are recorded and processed via software provided with the PicoHarp, whereas we

processes time-tagging data using our own python-based software113.

When performing an experiment which needs to use the photon arrival data live for logic

purposes, we use our ARTIQ control system to perform photon time tagging. Using ARTIQ,

we can time tag the arrival time of photons with a precision of 1 ns, and use these time tags to

control the frequency output and timing of other experimental components in a phase coherent

112Reverse engineered Minicircuits ZASWA-2-50-DR+.
113https://github.com/ionquantumnetworks

80



manner. This is particularly important for the ion-photon entanglement experiment presented in

Chapter 10.
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Chapter 4: Quantum Frequency Conversion Setups

4.1 Introduction

Together with the ion-trap and laser systems described in Chapter 3, the quantum frequency

conversion setups developed in our lab are a key component in every experiment discussed in this

thesis. This chapter focuses on the design and implementation of these setups, and on using such

setups to perform and characterize the frequency conversion of single photons collected from a

trapped Ba+ ion.

I begin with an overview on the theory enabling quantum frequency conversion, focusing

in particular on difference frequency generation (DFG). This discussion is classical in nature, but

is also extended to a quantum mechanical picture, which is the more accurate description when

working with single photons. Additionally, I briefly discuss the potential sources of noise (many

of which themselves are a result of nonlinear optical processes) that can be problematic when

dealing with single photon levels of light.

Following this theory discussion, I then describe the frequency conversion schemes and

setups we use to convert our single photons to both neutral-atom-compatible wavelengths in the

near infrared and to telecommunication wavelengths. Here, I go through the many iterations of

our conversion setups, discussing our design decisions, the improvements made between each

iteration, and what improvements can still be made. For each type of setup, typical conversion
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efficiencies and noise levels are also discussed. For the current entanglement preserving setup

being used by our lab for the ion-photon entanglement experiment discussed in Chapter 10, I also

spend some time discussing the procedure developed for alignment.

4.2 Frequency Conversion: Basic Theory

4.2.1 Classical Picture

Here, I derive a basic form for the classical coupled wave equations in a nonlinear medium.

This will then lead us to the equation our lab uses to fit for the single photon conversion efficiency

of our QFC devices as a function of of input pump laser power. This closely follows other

common derivations such as in [128, 129].

We begin with Maxwell’s equations

∇× E(r, t) = −δB(r, t)

δt
= −µ0

δH(r, t)

δt
, (4.1)

∇×H(r, t) = J(r, t) +
δD(r, t)

δt
=
δD(r, t)

δt
, (4.2)

∇ ·D(r, t) = ρ, (4.3)

∇ ·B(r, t) = 0, (4.4)

where the electric and magnetic fields are given by E(r, t) and H(r, t), the electric displacement

and magnetic flux density are given by D(r, t) and B(r, t), and the free charge density and free

current are given by ρ and J(r, t). We will assume we are working with a source free region,
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which gives ρ = 0, J(r, t) = 0 and,

B = µ0H, (4.5)

(i.e. there is no magnetization of the material) resulting in the final equality in Eqs. 4.1 and 4.2.

The displacement vector can be written in terms of the electric field as well as an induced

polarization, P(r, t), the latter of which is itself dependent on electric field. Critically, in a

nonlinear material, this dependence has a component, PNL(r, t), that is nonlinear in the electric

field present such that,

P(r, t) = PL(r, t) +PNL(r, t), (4.6)

and we can write

D(r, t) = ϵ0ϵE(r, t) +PNL(r, t), (4.7)

where we’ve made the substitution ϵ ≡ 1 + χ(1), where χ(1) is the linear susceptibility1. This

nonlinear dependence of the polarization to the electric field is what allows for the nonlinear

mixing between waves at different frequencies in the medium.

To obtain a wave equation for the fields in our nonlinear medium, we take the curl of

Eq. 4.1, and substitute in Eqs. 4.2 and 4.7 to obtain2

∇2E(r, t)− ϵ

c2
δ2E(r, t)

δt2
=

1

ϵ0c2
δ2PNL(r, t)

δt2
, (4.8)

which is an inhomogenous wave equation for E(r, t), with PNL(r, t) serving as a driving term.

1In an isotropic medium or in one dimension, ϵ is a scalar, and known as the relative permittivity.
2Assuming ∇(∇ ·E) = 0
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This is known as the nonlinear wave equation in nonlinear optics [129]. Writing each field as

sums of fields of varying amplitudes and frequencies, we can obtain a similar equation for each

frequency component:

∇2En(r, t)−
ϵ

c2
δ2En(r, t)

δt2
=

1

ϵ0c2
δ2PNL

n (r, t)

δt2
, (4.9)

where

En(r, t) =
∑
n

En(r)e
−iωnt + c.c., (4.10)

and

PNL
n (r, t) =

∑
n

PNL
n (r)e−iωnt + c.c.. (4.11)

Here we’ve made an implicit distinction between the electric field amplitude En(r) and the total

time dependent electric field, En(r, t), with a similar distinction being made for the induced

polarization.

From this point forward we will consider our fields to be plane waves propagating through a

nonlinear medium in the z-direction, as shown in Fig. 4.1 a. This is still a reasonable assumption

Figure 4.1: Schematic for difference frequency generation. a) Input waves at ω1 and ω3 are
coupled into and travel in the z-direction of a nonlinear χ(2) material, creating a wave at frequency
ω2. b) The required energy conservation relation for the process discussed in the text. Here,
ω3 = ω2 + ω1
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for our real world frequency conversion devices, which use waveguides to guide the input fields

along one direction of the crystal. Therefore we write

Ei(z, t) = Ai(z)e
i(kiz−ωit) + c.c., (4.12)

whereAi(z) is a slowly varying envelope and ki = niωi/c, with ni =
√
ϵ(ωi) being the refractive

index of the material at frequency ωi. Our focus here will be on the nonlinear process used in our

lab, difference frequency generation (DFG) via the mixing of three waves at frequencies ω1, ω2,

and ω3 = ω1 + ω2. In this case we write the scalar magnitudes of the nonlinear polarizations as

PNL
1 (z) = 2ϵ0d

∗
effE

∗
2(z)E3(z), (4.13)

PNL
2 (z) = 2ϵ0d

∗
effE

∗
1(z)E3(z), (4.14)

PNL
3 (z) = 2ϵ0deffE1(z)E2(z), (4.15)

where deff is the effective nonlinear coefficient, assumed to be real, and is defined as half of

the second order nonlinear susceptibility, χ(2). This coefficient is dependent on a combination of

physical factors, including the nonlinear medium, waveguide structure, and polarization of the

input light relative to the crystal structure of the medium.

Combining Eqs. 4.9-4.15, and assuming the amplitudes Ai are slowly varying [129], we

can obtain coupled equations for the electric field amplitudes, Ai(z), at each position z in the

material
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dA1

dz
=
iω2

1deff
c2

A∗
2A3e

−i∆kz, (4.16)

dA2

dz
=
iω2

2deff
c2

A∗
1A3e

−i∆kz, (4.17)

dA3

dz
=
iω2

3deff
c2

A1A2e
i∆kz, (4.18)

where ∆k = k1 + k2 − k3 is known as the phase mismatch. In this thesis we are typically more

interested in photon flux rather than the intensity of the converted field so it is useful to make the

substitution

ui(z) ≡
(
niϵ0c

2ℏωi

)1/2

Ai, (4.19)

such that |ui|2 = Ii(z)/ℏωi is the photon flux at frequency ωi. One can solve the coupled

equations, Eqs. 4.16-4.18, after making this substitution. Assuming a strong, undepleted, pump

field at frequency ω1 (i.e. |u1(z)|2 = |u1(0)|) and no initial field at frequency ω2 (i.e. |u2(0)|2 =

0), the photon fluxes relative to the initial photon flux at frequency ω3, |u3(0)|2, are given by

|u2(z)|2

|u3(0)|2
=

|γ|2

∆k2/4 + |γ|2
sin
(√

∆k2/4 + |γ|2 z
)2

≡ η, (4.20)

|u3(z)|2

|u3(0)|2
= cos

(√
∆k2/4 + |γ|2 z

)2
+

∆k2

∆k2 + 4|γ|2
sin
(√

∆k2/4 + |γ|2 z
)2
, (4.21)

where
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|γ|2 = 2|deff |2ω2ω3

n1n2n3ϵ0c3
I (4.22)

with I being the intensity of the pump field at frequency ω1. Here Eqn. 4.20 is the photon

frequency conversion efficiency, denoted by η.

From these equations we see that photon flux at ω3 is depleted as photons are converted

to frequency ω2, until
√

∆k2/4 + |γ|2 z = π/2, after which back-conversion to frequency ω3

occurs3. We also see that the single photon frequency conversion efficiency, η (Eqn. 4.20), is

limited by the degree of phase matching in the system, given by ∆k. Thankfully, the companies

and collaborators we work with to obtain our frequency conversion devices use techniques such

as quasi-phase-matching [128–131] to ensure that, with temperature control of our nonlinear

medium4, we can approximate ∆k ≈ 05 such that Eqn. 4.20 becomes

η = sin

(
π

2

√
I

Imax

)2

, (4.23)

where we’ve assumed a constant length of the nonlinear material and made the substitution

Imax =
π2

4z2
n1n2n3ϵ0c

3

2|deff |2ω2ω3

, (4.24)

with I representing the input pump intensity.

In the lab, we typically work with pump powers rather than intensities and our interacting

fields are represented by waveguide modes rather than true plane waves. This allows for the same

form of Eqn. 4.23, except that Imax includes additional terms to account for the spatial overlap of

3This is through the inverse process of difference frequency generation, known as sum frequency generation.
4This allows us to have some control over ni, leading to a change in ki
5This also causes an effective change in the nonlinear coefficient but we can just roll that change into deff .
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the modes, ωi (see [128] for details). For this reason, when determining the conversion efficiency

of real devices, we use

η = ηmax sin

(
π

2

√
P

Pmax

)2

, (4.25)

where ηmax is the total measured conversion efficiency of the device, including inefficiencies due

to mode mismatch, and P and Pmax represent powers rather than intensities. This allows us to

simply fit our conversion results to Eqn. 4.25 using both ηmax and Pmax as free fitting parameters.

4.2.2 Quantum Frequency Conversion

The above derivation is purely classical, but it turns out the resulting form of Eqn. 4.23

holds when a quantum mechanical treatment is given. The full quantum mechanical derivation is

cumbersome and beyond the scope of this thesis, but I will now try and give the reader a flavor of

how the frequency conversion process works quantum mechanically. Much of what is presented

in the remainder of this section closely follows [132].

One can write the effective Hamiltonian for three wave mixing in a lossless nonlinear

medium as [128, 132]

H = iℏχ
(
â1â2â

†
3 − c.c.

)
, (4.26)

where âi is the annihilation ladder operator for photons at frequency ωi and where χ is a nonlinear

coupling proportional to the classical χ(2). The âi serve similar roles to the Ai or ui used in the

classical discussion above. Again we will treat ω1 as our pump field, with ω3 = ω1 + ω2 and

consider light traveling down the z-axis of our nonlinear medium. We will also assume perfect
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phase-matching.

Applying the non-depleted pump approximation in this case is equivalent to setting â1 =

⟨â1⟩ such that the Hamiltonian becomes

H = iℏχ ⟨â1⟩
(
â2â

†
3 − c.c.

)
= iℏΓ

(
â2â

†
3 − c.c.

)
, (4.27)

where we’ve substituted Γ = χ ⟨â1⟩. Working in the Heisenberg picture, and using the standard

ladder commutation relation
[
âj, â

†
j

]
= δjk, one arrives at a set of coupled first order differential

equations for the operators â2 and â3

dâ2
dz

= −Γâ3, (4.28)

dâ3
dz

= Γâ2, (4.29)

which have a general solution

â2(z) = â2(0) cos(Γz)− â3(0) sin(Γz), (4.30)

â3(z) = â3(0) cos(Γz) + â2(0) sin(Γz). (4.31)

It is at this point we can calculate the conversion efficiency of the medium of length z,

for a given input pump intensity. Assuming an input state consisting of n photons of frequency

ω3 and no photons at frequency ω2, our input state at z=0 is given by ψ = |n2 = 0⟩2 |n3 = n⟩3.

The conversion efficiency, η, at position z is then given by the ratio of the number of photons at
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frequency ω2 to the original number of photons at frequency ω3. One finds, using Eqns. 4.30 and

4.31,

η =
⟨ψ|â†2(z)â2(z)|ψ⟩
⟨ψ|â†3(0)â3(0)|ψ⟩

= sin (Γz)2 = sin (χ ⟨â1⟩ z)2 . (4.32)

This result has the same form as 4.23, and the same dependence on both z and pump intensity,

with ⟨â1⟩ ∝
√
Ii.

Lastly, as first shown by [132], the quantum properties of the photon(s) are preserved before

and after conversion. The quantum properties of the two frequency modes can be determined by

some functions f̂2(â2) and f̂3(â3) with initial expectation values

〈
f̂2

〉
z=0

= ⟨n2|f̂2(â2(0))|n2⟩ , (4.33)〈
f̂3

〉
z=0

= ⟨n3|f̂3(â3(0))|n3⟩ , (4.34)

and final expectation values after complete conversion of

〈
f̂2

〉
z=π/2Γ

= ⟨n2|f̂2(â2(π/2Γ))|n2⟩ = ⟨n2|f̂2(−â3(0)))|n2⟩ , (4.35)〈
f̂3

〉
z=π/2Γ

= ⟨n3|f̂3(â3(π/2Γ))|n3⟩ = ⟨n2|f̂3(â2(0)))|n2⟩ . (4.36)

This means that at z=0, the quantum properties of the modes at ω2 and ω3 are determined by their

respective initial input photon states, |n2⟩ and |n3⟩. After conversion, however this is switched,

91



and the quantum properties of the modes at ω2 and ω3 are determined by |n3⟩ and |n2⟩, meaning

that the quantum properties of the modes (aside from their frequency) have swapped. We test this

experimentally for the case of single-photon quantum statistics in Chapter 5. This result is also

critical to preserving ion-photon entanglement before and after frequency conversion, which we

show experimentally in Chapter 10.

4.2.3 Noise Processes

As we are primarily interested in the conversion of single photons, we must be wary of

any potential noise photons produced in the quantum frequency conversion process. Aside from

filtering out the high intensity pump itself, the dominant noise processes we are concerned with

are shown in Fig. 4.2. These processes have been studied in detail elsewhere [128, 133, 134], but

I will give a basic explanation here and describe what implications this has on choosing what

pump frequencies we will work with.

The first process, spontaneous parametric down conversion (SPDC), is depicted in Fig. 4.2 a.

This is a process in which a pump photon at frequency ωp, through interaction with a nonlinear

χ(2) material, splits into two photons at frequencies ω1 and ω2, with ωp = ω1 + ω2 by energy

conservation. As with any χ(2) effect, this process does require some degree of phasematching.

This phasematching, although weak, has been shown [128] to occur in many QFC devices

partially due to errors in the processes used to achieve the quasi-phase-matching needed for

efficient QFC. These effects lead to a “pedestal” of noise photons at frequencies lower than that

of the pump laser. Due to the relatively high pump powers, ≈ 100 mW or ≈ 6× 1018 photons/s,

needed to achieve complete conversion in our devices, this is a significant noise source even if
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Figure 4.2: Important Noise Processes in Quantum Frequency Conversion Devices. a) In
spontaneous down conversion (SPDC) a pump photon in a χ(2) medium splits into two lower
frequency photons governed by energy conservation. b) Spontaneous Raman scattering (SRS),
where a pump photon is scattered and gains or loses energy via destruction or creation of a phonon
of frequency ωvib in the material. c) The ideal arrangement of frequencies chosen to avoid noise
in a difference frequency generation (DFG) process, adapted from [128].
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one were to consider extremely low SPDC conversion efficiency. Therefore, when choosing a

QFC scheme, one should aim to make the pump the lowest frequency (longest wavelength) used

in the process, such that SPDC noise can be avoided.

The second process shown in Fig. 4.2 b, is spontaneous Raman scattering (SRS). In SRS,

photons from the pump laser can inelastically scatter in the nonlinear material, either losing

energy (decreasing frequency) and exciting a phonon in the material, or the photon can gain

energy (increase frequency) through the destruction of a phonon. These processes are referred to

as Stokes and anti-Stokes Raman scattering, respectively. This process, particularly the magnitude

of scattered signal, has been closely studied for our nonlinear medium of choice, lithium niobate

(LiNbO3) [128, 135, 136]. The main effect is that two noise peaks are produced near to and

centered around the pump frequency, with the lower frequency noise (Stokes) being larger in

magnitude6. Far away from the pump frequency these noise peaks are greatly reduced. Therefore

it is beneficial to choose a pump frequency such that the converted photon is distant from the

pump in frequency.

In summary, to avoid noise in the difference frequency generation based QFC discussed in

this thesis, one should choose a pump frequency (assuming that the initial photon frequency is

fixed by our ion photon source) such that the following two conditions are met (Fig. 4.2 c):

1. The pump wavelength is the longest wavelength (lowest frequency) field involved in the

process.

2. The converted photon wavelength is sufficiently far from the pump wavelength.

6In theory, one can reduce the anti-Stokes noise to near-zero by lowering the temperature of the crystal, thereby
reducing the phonons present in the material. This would require phase-matching for the QFC process to also occur
at this temperature.
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With the first condition meant to avoid noise photons produced via spontaneous parametric down

conversion and the second condition meant to avoid noise from Raman scattering and from the

pump laser itself7. The latter condition is one we push the limit of when it comes to conversion

to the telecommunications C-band discussed in Chapter 5.

4.3 Difference Frequency Generation Schemes and Setups

To take the 493-nm photons produced by Ba+ to telecommunication wavelengths, whilst

avoiding excessive noise photons produced via spontaneous parametric downconversion, requires

at least two frequency conversion stages to ensure that the pump light is the longest wavelength

light in both DFG processes (Sec. 4.2.3) 8. Choosing Ba+ as our qubit however, allows us to avoid

a requirement for even more frequency conversion steps, as would be required for ions which

emit UV photons, such Yb+, which emits at 369-nm. Thus, with an eye on eventually taking

493-nm photons to one of the telecommunication bands, our lab has considered the frequency

conversion scheme shown in Fig. 4.3. This consists of two separate stages of DFG: the first

converting 493-nm photons to 780-nm photons via a 1343-nm pump and the second taking the

resulting 780-nm photons to 1534 nm (telecommunications C-band) by using a pump laser at

1590 nm. The nonlinear medium allowing for DFG in each stage is a waveguide written into a

periodically-poled lithium niobate (PPLN) crystal.

A key benefit of this particular scheme is that, with careful control of the pump laser

wavelength, the first stage allows us to produce photons resonant with neutral Rubidium atoms.

Additionally, fiber transmission losses of 780-nm light are greatly reduced when compared to

7This includes noise at the intended pump frequency ωp as well as common noise sources near ωp resulting from
amplification, and from amplified spontaneous emission (ASE) in the pump laser frequency spectrum.

8One stage to 1550 nm for instance, would require 724-nm light.
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Figure 4.3: Frequency Conversion Scheme Used in our Lab. In the first stage of frequency
conversion, a 493-nm photon from the ion is converted to 780 nm using a high intensity pump at
1343 nm. In the second stage of frequency conversion this 780-nm photon is converted to 1534
nm through use of a 1590-nm pump.

493-nm light9, making this first stage potentially useful for quantum networking experiments

on the scale of a few kilometers, even without going to telecommunication wavelengths. This

first stage alone has been the main focus of our lab during my tenure and allowed us to perform

the numerous “hybrid quantum networking” experiments that I will discuss in later chapters,

and notably, allowed us to do some preliminary networking experiments between labs located in

separate buildings on the University of Maryland campus [50].

What has not worked as well however, in terms of noise, is the second stage of conversion.

Though it avoids SPDC-based noise, noise photons produced via anti-Stokes Raman Scattering

(Sec. 4.2.3), as well as photons present in the 1589-nm pump laser beam itself at the 1534-

nm conversion target (likely from amplified spontaneous emmission (ASE)), overwhelm our

single-photon signal originating from the ion10. Even with this noise, we decided that this

stage was still worth building for extremely low networking losses11, and we have successfully

demonstrated two-stage single photon conversion to 1534 nm using this scheme, as will be

9Roughly 3 dB/km at 780 nm vs 50 dB/km at 493 nm.
10There is however a pathway to improving this with improved photon collection.
11Roughly 0.25 dB/km.
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discussed in section 5.3. We have also been able to use this stage to demonstrate the first switching

of single photons from a trapped ion in a photonic integrated circuit, a useful quantum networking

tool, in an experiment led by collaborator Uday Saha [24].

The following subsections will provide detail on our implementation of these conversion

stages, which have been improved over 3 iterations. I will discuss these different iterations in

the chronological order they were constructed. This will provide both insight into the evolution

of our design decisions as well as serving as a reference for the conversion schemes used in the

work highlighted in later chapters. I will only discuss the the 493 nm → 780 nm conversion, as

the setups are extremely similar for the second stage. The conversion efficiency and noise of the

second stage (780 nm → 1534 nm) will be discussed later in Sec. 5.3.

4.3.1 Fiber Pig-tailed PPLNs

The first iteration of our DFG setups were centered around the idea of directly bonding a

fiber to the PPLN waveguide. This would, in theory, allow for enhanced modularity of the QFC

setup by being able to potentially plug the output converted photons directly into your quantum

network, or into another stage of conversion. Such modularity becomes critical in a complicated

laboratory experiment, where one would like to be able to test different experimental components

independently and in parallel.

4.3.1.1 Device and Optical Setup

Normally, alignment of the multiple disparate colored inputs into this waveguide can be a

rather difficult task, as the PPLN waveguide chips used typically have 10s of waveguides (each
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with dimensions on the order of 10 µm) written into them. On top of this, these waveguides

are typically highly multimode at 493 nm and 780 nm, making alignment to the fundamental

waveguide mode (critical for efficient conversion) even more difficult. The fiber pig-tail therefore

also allows easier alignment into the waveguide by simply running light backwards through the

fiber and overlapping the input beams with it.

Figure 4.4: DFG Setup with Fiber-Pigtailed PPLN a) The periodically poled lithium niobate
chip is glued to a resistive oven. A fiber is glued to the output of one of the waveguides written
into the crystal. b) Zoom in on the input of the crystal, showing 493-nm light coupled into one of
the waveguides. c) Optical setup used to couple light into the waveguide. Abbreviations: PBS -
polarizing beamsplitter, DM - dichroic mirror, BPF - band pass filter, HWP - half waveplate.

The typical fiber pig-tailed PPLN setup used by our lab is shown in Fig. 4.4. Fig. 4.4 a

shows a picture of a PPLN waveguide chip, with its attached fiber pig-tail, designed by SRICO12,

a company which we worked with and had design these chips as part of a US Army SBIR research

grant13. The chip is flat-faced, and in the case of these particular devices, was not anti-reflection
12Part number: Srico 2000-1004
13US Army SBIR 14-021
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coated, allowing for etalon effects14 as well as additional input coupling losses (≈ 14% at 493

nm). Waveguides are written into the crystal via reverse-proton exchange [128, 137] and are

therefore buried below the crystal surface. The fiber pigtail is attached to the optimal waveguide

on the device (out of many, see Fig. 4.4 b), as determined by internal testing at SRICO. The

chip is glued to a resistive oven15, allowing for heating of the chip to optimal phase-matching

temperatures (typically in the range of 40-70 ◦C).

The optical setup used for achieving DFG with these fiber pig-tailed PPLN devices is

shown in Fig. 4.4 c. Light at both 493 nm and 1343 nm, delivered from their respective fibers,

is combined on a dichroic mirror16. Each beam path consists of its own walking mirrors and

waveplates to allow for independent optical and polarization alignment of each color. An optical

isolator17 is included in the 1343-nm beam path to protect the 1343-nm laser and amplifier from

high-powered back reflections off of the face of the PPLN crystal.

The combined light is focused and coupled into the waveguide by a 20x objective lens18.

This objective is coated for visible light to optimize 493-nm light coupling, with the 1343-nm

light experiencing around ≈ 30% loss. This trade-off is acceptable as we have plenty of power

available at 1343-nm via our fiber amplifier, but cannot amplify the single 493-nm photons19 that

are sent into the setup.

Though the output fiber20 is single mode at 780 nm, a significant amount of pump light

will couple into and exit out of the ≈ 1m long fiber, as well as unconverted 493-nm light (this

14We observe ≈ 15% fluctuations in coupling efficiency as the pump frequency is scanned, for instance.
15Covesion PV50
16Thorlabs DMSP650
17Thorlabs IO-4-1310-VLP
18Edmund Optics 33-438
19See the no-cloning theorem [138].
20Nufern PM780-HP
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fiber is multimode at 493-nm). Optical interference filters are used to remove as much of this

remaining light as possible, and to remove noise photons produced by the high intensity pump.

These filters consist of two low-pass filters with a 1326-nm cuttoff21 for pump removal22, and a

10 nm bandpass23 (later upgraded to a 3 nm bandpass24) filter centered at 780-nm for the removal

of noise photons and any remaining 493-nm light. Converted 780-nm light (along with some

noise photons produced) is re-coupled into an optical fiber after this filtering.

4.3.1.2 Alignment and Temperature Tuning of Fiber Pig-Tailed PPLN Devices

Initial alignment of these devices consisted of connecting a fiber alignment pen (≈ 635

nm) to the output 780-nm fiber glued to the PPLN chip. With this light running backwards, both

the 493-nm and 1343-nm beams are overlapped by eye on viewing cards. This is enough to see

small amounts of coupled light exit the output 780-nm fiber. The coupling of 493-nm light is then

peaked via the use of the walking mirrors combined with translation of the PPLN25 along the axis

of the objective lens, as well as translation of the aspheric lens used to collimate the 493-nm light

out of its fiber26. The polarization of the light is also adjusted for maximum coupling, as these

waveguides only propagate vertically polarized light. The 1343-nm pump light is aligned in a

similar fashion, but without translating the PPLN to preserve the 493-nm signal light coupling27.

In addition to optical alignment, the PPLN crystal must be tuned in temperature to achieve

the proper phasematching condition (Sec. 4.2) required for efficient conversion. This is achieved

21Semrock FF01-1326/SP
22Technically, we do not use enough filtering to completely remove all of the 1343-nm pump light. This is okay

as our Si-based detectors are extremely insensitive to light at this wavelength.
23Thorlabs FBH05780-10
24Semrock LL01-780
25Mounted on a 5-axis stage, though we typically only adjust the focus in this configuration.
26Optimal coupling is not necessarily achieved with collimated light - this will be a problem later!
27Again, we have plenty of pump power available, and can eat a relatively large loss.
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by first tuning the crystal temperature to its estimated phasematching temperature28, and tuning

the frequency of our pump laser to peak the measured DFG signal. This usually gives a small

signal which can then be increased by tuning the temperature of the device. An iterative process

of walking the pump laser towards the desired frequency with temperature adjustments to peak

up the measured conversion efficiency can then be performed in cases where a specific frequency

for the converted 780-nm photons is desired29.

4.3.1.3 DFG and Noise Data

We measure the “end-to-end” conversion efficiency of the device, defined as the ratio of

780-nm power measured at point B in Fig. 4.4 c to the 493-nm input power measured at Point

A in Fig. 4.4 c, multiplied by the ratio of photon energies at these colors. Though we typically

collect this data with low levels of laser light, these results are also valid at the single photon

level [132].

A handful of these pig-tail PPLN devices have been used by our lab over the past few

years [50,92,93], with varying conversion efficiencies. The end-to-end single photon conversion

efficiency from 493 nm to 780 nm as a function of the pump power measured out of the PPLN

fiber is shown in Fig. 4.5 (black circle data points) for our highest performing pig-tailed device [92].

With this device, we were able to achieve an end-to-end conversion efficiency of ≈ 19%, with

around 220 mW of pump light measured at the output (just before the 780-nm filtering). Higher

levels of pump light result in a reduction in conversion efficiency (Eqn. 4.23), suggesting back

conversion to 493 nm.
28This is typically given to us by the manufacturer.
29We have also done this by altering the frequency of the 493-nm light, but it is easier for us to keep the 493-nm

laser locked to the ion-photon frequency.
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Figure 4.5: DFG Conversion Efficiency and Noise Data. The end-to-end conversion efficiency
of the DFG from 493 nm to 780 nm (black circles and left-hand axis) and noise produced in the
bandwidth allowed by our filtering (red squares and right-hand axis) as a function of pump power
measured out of attached output fiber. The error bars on the pump power are from fluctuations
of the measured power and the error bars on the efficiency are primarily from DFG signal power
fluctuations.

This conversion efficiency is thought to be limited by the mode overlap of the 493-nm and

1343-nm light. The 493-nm mode can not be measured directly out of the PPLN waveguide, due

to the presence of the 780-nm fiber, which itself is multimode at 493 nm. Therefore, with this

setup, it is impossible to verify that the 493-nm light is coupled into the fundamental mode of the

waveguide, which is required for maximum conversion and coupling of the 780-nm light into the

output fiber.

As previously mentioned, our conversion schemes are chosen to try and limit the amount

of noise photons produced by the high power pump. Nevertheless, we are able to measure a non-

negligible level of noise with these devices. The noise measurement is made by first re-coupling

the converted 780-nm light into a fiber after noise filtering. Turning off the input 493-nm light

and connecting this fiber to our single photon detecting avalanche photodiodes30, we measure

30PerkinElmer SPCM-AQR-15
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noise photons, represented by the red data points in Fig. 4.5. This noise may be from a variety

of sources, including remaining leakage light at 1343 nm or at 675 nm produced though second

harmonic generation of the pump. Noise within the filter bandwidth can be produced through

anti-stokes Raman scattering (Sec.4.2.3) or through a two step process where SPDC near ≈ 1860

nm is produced by the pump, and then is up-converted to 780 nm via sum frequency generation

with the pump. Other measurements made with varying filtering bandwidths suggest that this

noise is proportional to the filtering bandwidth used31 around the photon frequency. Therefore,

for the experiments shown in Chapters 6 and 7, a Bragg grating (bandwidth 0.15 nm) is used to

reduce the noise measured out of these devices by a factor of ≈ 60 relative to the data shown

here.

4.3.1.4 Conclusions

In summary, the fiber pig-tailed PPLN devices used in many of the experiments that will

be discussed in this thesis (Chapter 5 [92], Chapter 6 [93], Chapter 7 [50]) offer quick alignment,

relatively high conversion efficiencies, and at least some degree of modularity. The attached fiber

however, turns out to be a detriment when it comes to alignment into the proper waveguide mode

and may itself contribute up to 50% loss32 at its interface with the PPLN crystal. These fibers

also serve as likely failure points for the devices. For example, the epoxy attaching the fiber

to the crystal has a temperature limit near 100◦C, which has led to permanent disconnection

of the fiber when temperature tuning past devices. Additionally, any dust near the fiber tip

can lead to burning of the fiber due to the high power pump present, which can be a problem

31The filtering bandwidth here is 10 nm.
32This is a typical value given by multiple PPLN wavguide companies when asked about expected fiber pig-tail

losses. This is also consistent with the DFG efficiencies we have observed using non-fiber-pig-tailed devices.
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when regularly swapping out fiber connections when performing measurements, serving to partly

counter the ease-of-modularity motivation for these devices33. Finally and most importantly,

these devices can only be used for one polarization of input 493-nm light and therefore do not

easily allow for entanglement-preserving frequency conversion for the polarization-based ion-

photon entanglement used in our lab, as will be discussed in Section 4.3.3. The combination of

these factors led us to remove the fiber pig-tail from the setups described in Sections 4.3.2 and

4.3.3.

4.3.2 Free-Space PPLNs

The second iteration of our frequency conversion setups removed many of the problems

inherent in the fiber pig-tailed PPLNs discussed in Sec. 4.3.1 and allows some other advantages.

The large loss (≈ 50%) at the fiber-PPLN interface is removed, and the pump, unconverted light,

and converted signal can be separated by free space optics, allowing for easier noise filtering

and simultaneous power measurements. Additionally, we are able to more easily couple to the

fundamental mode of the waveguide as the ouput mode can be directly viewed at the output of

the PPLN crystal.

4.3.2.1 Optical Setup

The optical setup for this second design is shown in Fig. 4.6 a. The PPLN waveguide

crystal (PPLN-WG) used was again developed in collaboration with SRICO34 and is mounted

on a resistive oven as before. The input optics are very similar to the design for the fiber pig-

33We typically combat this by using an extra dedicated patch cable connected to the PPLN fiber, so that if a fiber
is burned we can replace it.

34Part Number: SR050117.4.C4
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Figure 4.6: Free-space PPLN Setup. a) Optical setup for coupling light into and collecting light
from the free-space PPLN waveguide (PPLN WG). b) Output mode of a waveguide as viewed
on an index card during initial alignment. c) Lens setup for initial alignment. For final alignment
the objective on the left is replaced with an aspheric lens. Abbreviations: PBS - polarizing
beamsplitter, DM - dichroic mirror, BPF - band pass filter, HWP - half waveplate, QWP - quarter
waveplate, AL - aspheric lens.
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tailed PPLN crystal discussed in Sec. 4.3.1 and shown in Fig. 4.4, with the main differences

being additional polarization filtering in the 493-nm beam path and the use of a stage-mounted

and uncoated aspheric lens (AL) for input coupling rather than an objective lens. With no fiber

attached to the output facet of the crystal, another aspheric lens is used for output coupling35. A

dichroic mirror36 (DM) on the output allows for easy separation of the 1343-nm pump light from

the 493/780-nm light exiting the waveguide. This allows for the user to easily simultaneously

monitor the coupled pump power and DFG signal. A set of walking mirrors allows for output

780-nm light to be coupled into fiber after free space filtering with a bandpass filter.

4.3.2.2 Optical Alignment

Optical alignment is much more difficult in this setup when compared to the setup in

Sec 4.3.1, as there is no fiber to easily run light backwards through as a spatial alignment guide.

We begin by aligning 493-nm light through the input aspheric lens and, by use of a multi-axis

stage37, moving the PPLN crystal face into the resulting focal spot. During this process, an

objective lens is placed roughly one focal distance away from the output of the output facet of

the crystal (Fig. 4.6 c.), followed by an index card used for viewing the output 493-nm mode

(or scatter) by eye. Aligning to a waveguide, unfortunately, involves the art of learning what

different shapes of the output scatter correspond to in terms of beam placement, and the ability

to discern scatter from an actual waveguide mode. We place the PPLN crystal roughly at the

focal point of the aspheric lens, and purposefully lower the crystal below the 493-nm beam.

The crystal is then raised into the beam just until the the rectangular shaped scatter shown in

35To begin with, an objective lens was used here for imaging of the waveguide during initial alignment.
36Thorlabs DMLP950
37Thorlabs MBT402
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Fig. 4.6 b is visible due to weak guiding by the bulk crystal. As the waveguides for this device

are written just below the surface, this gives one the best chance of stumbling onto the waveguide

with horizontal translation of the PPLN in the focal plane. If things are done just right, a bright

spot corresponding to a waveguide can be located (Fig. 4.6 b). This spot is then isolated with an

iris and the signal peaked up by translation of the PPLN 5-axis stage, use of walking mirrors at

the input, and iterative adjustments of the 493-nm collimation out of the fiber and the distance of

the PPLN-WG from the input aspheric lens. As the coupling improves, the rectangular scatter is

greatly reduced, and the spot corresponding to the waveguide becomes much brighter.

With initial alignment to a waveguide, it then becomes a matter of coupling into the correct

mode of the waveguide. This is also a bit of an art, and essentially involves adjustments of input

mirrors and PPLN WG position to try and make what looks to be a gaussian-like spot38 by eye

on a white card39. This spot is then irised off and the signal peaked up. Following this, one

attempts to couple this output mode into a single mode fiber40 temporarily put into the setup, as

this should serve as a good Gaussian mode filter to verify the proper mode has been coupled into.

Using this method, we estimate that we are able to couple ≈ 50% of our input 493-nm light into

the fundamental mode of the waveguide, when accounting for optical losses at each aspheric lens

and at each face of the PPLN.

Following alignment of the 493-nm beam, the 1343-nm pump is aligned to the PPLN only

through use of its walking mirrors and the aspheric lens for fiber output collimation, using the

493-nm input light as a guide. As with the fiber pig-tailed PPLN, this does not produce the

38We expect the mode to be near-gaussian (though somewhat elliptical) via simulations provided by SRICO.
39You may be wondering why a beam profiler isn’t used here. This is essentially due to the fact that a very small

amount of light (<250 nW) is used at 493-nm to not cause photorefractive damage to the PPLN crystal, too small to
reliably view on the beam profilers we currently have available. Thankfully, the human eye is extremely sensitive to
light at 493 nm.

40Thorlabs SM405 Fiber
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optimal conditions for coupling of the pump, but with access to a few Watts of pump power, this

is sufficient for peak conversion.

To couple the converted 780-nm output light to a fiber involves first running this fiber

backwards using laser light at 780 nm and, using the 493-nm light pass through the PPLN-WG

as guide light, aligning this laser light to maximize coupling to the PPLN-WG. This alignment

is optimized in a similar way to the 493 nm input coupling, through walking of mirrors and

iteratively adjusting the aspheric lens on the output of the PPLN-WG and at the input of the 780-

nm fiber. After a DFG signal is found and maximized via temperature tuning of the crystal41, the

fiber coupling is again adjusted to maximize coupling for the converted mode.

4.3.2.3 DFG Conversion Efficiency

The best fiber-to-fiber single photon conversion efficiency measured with this iteration of

setups, and after testing multiple waveguides, is shown in Fig. 4.7. This data is measured with

≈ 200nW of input 493-nm laser light. A fit using Eqn. 4.25 suggests a peak conversion efficiency

of ≈ 37%, though the peak measured efficiency is ≈ 40% with ≈170 mW of pump power coupled

into the waveguide.

At the peak conversion efficiency we measure around 200 noise photons per second (≈ 400

cps when correcting for detector efficency), over an order of magnitude decrease from the fiber

pig-tailed PPLNs. Though we are not sure of the exact cause of this, we believe it to be related

to the lack of fiber attached to the PPLN crystal, which itself can serve as a nonlinear medium

through which noise photons can be produced. It is also possible that our detectors are able to

pick up more 1343-nm photons than anticipated, and the free space separation of the beams and

41Measured first in free space which usually results in a decent fiber-coupled signal.
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Figure 4.7: DFG Conversion Efficiency with the free space PPLN. Fiber-coupled DFG
conversion efficiency as a function of estimated pump power coupled into the wave guide. The
solid line represents a fit to Eqn. 4.25 with a fitted peak conversion efficiency of ≈ 37%.

fiber coupling helps to mitigate pump light reaching the detectors when compared to the fiber

pig-tailed devices.

The large dip in conversion efficiency near 100-140 mW, when compared to the theory fit,

is believed to be due to pump-induced phase-matching shifts [139]. These shifts appear to be

time dependent, with the initial conversion efficiency at these pump powers being much closer to

that of the fit initially, before decreasing to the values represented by the data in Fig. 4.7. Some of

the conversion efficiency can be recovered by temperature tuning, but what we really care about

is the conversion efficiency at the peak, which is what the crystal temperature is optimized for.

This could be investigated more closely, but this effect is not visible in the latest iteration of our

setups, using Zn-doped PPLN crystals (See Sec. 4.3.3, Fig. 4.10).
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4.3.2.4 Conclusions

Overall, the removal of the fiber pig-tail enabled us to more carefully couple into the PPLN

waveguide and achieve even higher conversion efficiencies and lower noise. This type of setup

however, is still not useful for the preservation of polarization-based entanglement, for reasons

that will be explained in the following section. Nevertheless, this type of setup was used for

the single polarization frequency conversion to both 780-nm and to the telecommunications

C-band, as will be discussed in Sec. 5.3, and was used for a single-photon on-chip switching

experiment [24] demonstrated in collaboration with the labs of Edo Waks (UMD) and Dirk

Englund (MIT).

4.3.3 Entanglement Preserving PPLN

In order for our QFC setups to be useful in a real trapped-ion quantum network, the

conversion must not destroy the entanglement between the ion and photon. In the polarization-

based entanglement scheme used in our laboratory (Sec. 2.3.4), this amounts to the QFC needing

to be polarization independent. Difference frequency generation in PPLN however is polarization-

dependent, with the largest nonlinear coefficient42 corresponding to, in the case of our lab,

vertically polarized light in the lab frame. Therefore, a more complicated optical setup is required

for entanglement preservation than has been discussed so far.

42d33 [129]
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4.3.3.1 Optical Setup

The final optical setup for the polarization preserving frequency converter is shown in

Fig. 4.8. This conversion setup is designed around the idea of coupling each polarization of the

input 493-nm light into opposite sides of the ZnO:PPLN waveguide. A rotation on one of these

polarizations just before waveguide coupling allows for both to be efficiently converted to 780

nm. This setup is also inherently phase-stable, as both polarizations of 493/780 nm light take the

same overall optical path length and should not cause any phase-related issues with ion-photon

entanglement 43.

Rather than the standard lithium niobate crystals used in our previous setups, we use a ZnO-

doped periodically poled lithium niobate (ZnO:PPLN) waveguide crystal44 for better resistance

to photo-refractive damage that can be induced by the 493-nm test light. This allows us to use

much higher powers for alignment and testing, and makes comparing the input and output modes

of coupled light on a beam profiler possible. This crystal is also anti-reflection coated (< 0.5%

at all colors), leading to better input and output coupling efficiencies and greatly reduced etalon

effects. The ZnO:PPLN crystal is mounted on a 5-axis stage45 placed between two silver-coated

parabolic mirrors46 for input and output coupling, each on their own 6-axis stages47. Temperature

control of the crystal is achieved with a TEC48 and controller49 as opposed to the resistive heaters

used in previous setups.

43Unless a mirror is moving particularly far and fast in the 5 nanoseconds or so it should take a photon to travel
through the setup!

44NTT Electronics WD-1344-000-A-C-C-TEC, device courtesy of the group of Edo Waks
45Newport 562F-XYZ and 562F-TILT
46Thorlabs MPD00M9-P01
47Combination of ThorLabs LX30, PY005, and RSP05
48FerroTec 9501/023/040B
49Thorlabs TED200C
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Signal light at 493 nm is split off by polarization at a polarizing beamsplitter (PBS) dual-

coated for 493 nm and 780 nm50, and sent via walking mirrors to dichroic mirrors51 (DM2) for

combination with the pump light just before the parabolic mirrors. The converted 780-nm light

takes the same beam paths, but in the opposite direction, before being separated from the 493-nm

path by a dichroic mirror52 (DM1) after both polarizations are recombined on the dual-coated

PBS. One of these beam paths includes an achromatic half waveplate53 (AHWP) to rotate P-

polarized 493-nm light to S-polarization for conversion, and to rotate the output 780-nm light

from S- to P-polarization such that it transmits through the PBS.

The pump light at 1343-nm takes an independent path up until the dichroic mirrors (DM2)

combining it with the 493-nm light. It is split into two paths by polarization on a PBS, again

with a half waveplate in one path for polarization rotation to enable conversion. A half waveplate

before this PBS allows for control of the relative power between the two paths, helping the user

control the conversion efficiency for each polarization independently. Additional isolators are

used to protect the pump laser and amplifier from light traveling backwards after successfully

being coupled into the waveguide.

The use of parabolic mirrors is critical for this setup. The aspheric lenses used in Sec. 4.3.2

were found to impart too large of chromatic focal length shifts such that the simultaneous coupling

and collimation of the 493-nm and 780-nm input and output beams was not possible. The off-

axis parabolic mirrors used here however, have a focal length that is in principle wavelength

independent, operating off of reflection rather than refraction. Additionally, to operate properly,

all beams are required to be collimated, making the setup largely optical path length independent.

50Lambda Research Optics BPB-10SF2-450-800
51Thorlabs DMLP950
52Thorlabs DMLP650
53Thorlabs AHWP05M-580
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This means that optimal focusing and coupling of the input 493-nm light in one direction into

the waveguide will simultaneously be optimal for collimation of the 780-nm light exiting the

waveguide on either side of the crystal (and for the pump light as well). The downside however,

is that off-axis parabolic mirrors are difficult to align when compared to simple lenses, with

misalignments from the optical axis of the mirror easily causing large optical aberrations, reducing

coupling efficiency.

4.3.3.2 Alignment

Careful alignment of the PPLN crystal relative to the parabolic mirrors in the setup is

critical to efficient operation of the converter. We achieve this through the multi-step alignment

procedure outlined in Fig. 4.9 a-d. First, before the PPLN stage is placed in the setup, we mount

an optical fiber54 on a 5-axis stage, roughly positioned where the PPLN crystal will be mounted.

After adjusting the fiber such that it is roughly parallel to the table and at the estimated height of

the PPLN waveguide when mounted, we place one of the parabolic mirrors a focal distance away.

We carefully align this parabolic mirror to the optical axis of the fiber output through the use of

a shearing interferometer [140–142] setup, consisting of a shear plate, and magnified viewing

screen55, as shown in Fig. 4.9 a. We use these to iteratively check the collimation of the 493-nm

light from the fiber in both the vertical and horizontal directions while making adjustments to the

6-axis stage the parabolic mirror is mounted on. Fig 4.9 e shows how the interference fringes

look on the shearing interferometer when collimation is achieved in one direction (horizontal),

with the interference fringes parallel to a guide line (itself parallel to the table) on the viewing

54SM405
55Thorlabs SI050 and SIVS

114



Figure 4.9: Two-Way QFC Initial Alignment a) A test fiber is placed roughly in the intended
position of the PPLN crystal. The parabolic mirror is aligned to this fiber through use of a
shearing interferometer to collimate the light in both the horizontal and vertical directions, as well
as to remove aberrations. b) The output from the test fiber-parabolic mirror system is coupled
into the 493-nm input fiber for the DFG setup. c) The test fiber is replaced with the PPLN
waveguide and initial coupling is achieved by moving the PPLN stage and viewing the output
on an index card. d) The second parabolic mirror is aligned to the PPLN waveguide through use
of a shearing interferometer setup in a manner similar to a). e) Picture showing the interference
pattern produced by the shearing interferometer when light is roughly collimated in one direction.
f) Waveguide mode at 493 nm as viewed on an index card after initial alignment.
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screen.

After alignment of the parabolic mirror to this test fiber, we set up one of the optical paths

for the 493-nm light (shown only as walking mirrors here for simplicity) and use walking mirrors

to align the collimated light from the parabolic mirror into the input 493-nm fiber that will deliver

ion light to the PPLN (Fig. 4.8), without any adjustment of the parabolic mirror or temporary test

fiber. This process, depicted in Fig. 4.9 b, ensures that the 493-nm input light is aligned to the

optical axis of the parabolic mirror, minimizing abberations at the focus.

Following this alignment, we replace the test fiber with the PPLN, mounted on its five-axis

stage, and run 493-nm light forwards through the input 493-nm fiber. We then align the PPLN to

the 493-nm light focused by the parabolic mirror by adjustment of its stage, without touching any

other optics, as in Fig. 4.9 c. We then view the output 493-nm mode on a white index card during

alignment56. Once a waveguide is found, we use a power meter and iris to maximize coupling

into the waveguide. This results in an output mode that looks similar to that shown in Fig. 4.9 f.

With initial alignment to the waveguide, the second parabolic mirror is placed into the setup

and roughly aligned by eye. We iris off the fundamental waveguide mode57, and again use a

shearing interferometer to collimate this output mode, as shown in Fig. 4.9 d. After this parabolic

mirror is, to the best of our ability58, aligned to the output facet, the pump laser optical beam

paths are put in place and each path is roughly aligned to the waveguide in either direction via

overlap with the 493-nm beam, before a power meter is used to peak up these couplings. After

finding and peaking a DFG signal, we add in the additional beam path necessary for 780-nm

fiber coupling. Future (small) adjustments are made as needed for all colors (without complete

56The same initial alignment tactic discussed in Sec.4.3.2 is used here, but without an output objective.
57Or what we think is the fundamental mode.
58The mode here isn’t perfectly Gaussian, leading to some apparent aberrations when using the shear plate.
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realignment from scratch) only using mirrors, as the PPLN waveguide and parabolic mirrors are

assumed to be co-axial after this alignment procedure.

The increased power handling provided by the Zn doping of the PPLN waveguides used in

this setup also enabled us to more carefully mode match to the waveguide modes at both 493 nm

and 780 nm59. Being able to couple more light enabled measurements of the beam profile of the

output waveguide modes60, in the shaded area designated in Fig. 4.8. This allowed us to better

determine the collimated size of (what is thought to be) the fundamental 493-nm waveguide

mode after initial alignment and to change out the fiber collimation aspheric lens used at the

input61. This led to an estimated increase in coupling of the 493-nm light into the fundamental

mode from ≈ 40% to ≈ 60% for this device, with a proportional increase in DFG conversion

efficiency. The collimated mode of the converted DFG was also viewed in this method, with the

aspheric lens used to couple into the output 780-nm fiber based on this measurement (estimated

≈ 65% coupling efficiency).

4.3.3.3 Conversion Efficiency and Noise Measurements

The fiber-to-fiber single photon conversion efficiencies of this device are shown in Fig.

4.10 for both P- and S-polarized input light at 493 nm. Peak conversion efficiencies of 37.9(9)%

and 34.5(4)% are measured for each polarization respectively. The displayed fits suggest slightly

lower peak efficiencies of 36.6(3)% and 34.2(3)% instead. Smaller deviations from the measured

data and the fits are observed when compared to the setup discussed in Sec. 4.3.2. This is believed

to be an additional benefit of the increased power handling of the waveguides, which should also
59Again, we did not bother at the pump wavelength, as we have plenty of power.
60We’ve never been able to get a solid waveguide mode profile from any of the PPLN companies we have worked

with - this device is no exception.
61Careful use of irises prevented the need for complete realignment of 493-nm light the parabolic mirrors.
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reduce any effect of pump-induced index change.

Figure 4.10: Two-Way QFC Conversion Efficiency. Single photon frequency conversion
efficiency for the two-way converter for each polarization of 493-nm light sent into the setup,
as a function of the pump power coupled into the waveguide. The displayed fits to Eqn. 4.25
correspond to peak conversion efficiencies of 36.6(3)% and 34.2(3)%. The horizontal dotted
line represents the conversion setting allowing each polarization to have the same conversion
efficiency, and the colored vertical lines correspond to the measured pump powers required to hit
this efficiency.

The difference in conversion efficiency in each direction is due to alignment disparities62

between the maximum 493-nm waveguide coupling for one polarization/propagation direction

when compared to the best 780-nm fiber coupling for the other polarization/propagation direction.

Small iterative adjustments are made for each direction to find a reasonable compromise for

conversion efficiencies63. In addition to simple misalignment, the peak conversion efficiencies

are limited by a combination of optical losses (≈ 20%64), and remaining mode mismatch between
62In theory, we would expect these to be nonexistent - but it is likely an issue of slightly different parabolic mirror

alignments to the waveguide itself.
63When focused only on single-polarization operation, we have seen upwards of 40% single photon conversion

efficiency into fiber.
64≈ 5% loss at the dual-coated PBS (once for 493 nm and once for 780 nm), and at each parabolic mirror.
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the Gaussian fiber modes and the (slightly) elliptical waveguide modes.

Having control of the relative pump powers sent in each direction of the setup, we are

able to select pump powers allowing for the same conversion efficiency of each polarization

for arbitrary 493-nm light sent into the setup. This will help preserve the fidelity of the input

ion-photon entangled state measured in Chapter 10. The red and blue dashed lines in Fig. 4.10

designate the pump powers needed to allow for equal conversion of both polarizations. These

pump powers are chosen to give the maximum conversion efficiency of the polarization with the

lowest peak efficiency, in this case the S-polarized light.

Figure 4.11: Two-Way QFC Noise Measurement. The data shown is background subtracted to
only include noise resulting from the QFC setup. A quadratic fit is applied to the data. The red
and blue dashed lines correspond to the noise expected when converting each polarization shown
in Fig. 4.10.

With no 493-nm light present, we can also measure the noise photons produced by the

setup as a function of pump power, in a manner similar to Sec.4.3.1. This is shown in Fig. 4.11,

using a frequency filtering bandwidth of 3 nm, polarization filtering and running the converter
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in the S-polarized direction (similar noise levels are found running in the P-polarized direction).

Background counts (≈ 170 counts/sec) due to detector dark noise as well as room lights are

subtracted from this data. We see that we can expect around ≈ 100 counts/sec noise at peak

conversion when running in single-polarization conversion mode. When converting both polarizations

simultaneously, we see a factor of ≈ 2 increase in noise with pump running in both directions.

The quadratic dependence in pump power (fit line in Fig. 4.11) leads us to believe that this noise

is due to either leakage of second harmonic-generated light near 671 nm or 780 nm light produced

via sum frequency generation between the 1343 nm pump light and SPDC produced by the pump

near 1860 nm [143]65, but this has not been investigated further at this point.

In conclusion, the switch to parabolic mirrors for input and output coupling allowed for

high conversion efficiencies for both input polarizations and is critical to the entanglement experiment

demonstrated in Chapter 10. Additionally, the relatively low noise count rates can likely be

improved through tighter bandwidth filtering using devices such as fiber Bragg gratings as is

used in some of our single-polarization conversion work [29, 93]. This will be attempted in the

future, after improvements to our detector background counts, which are at a comparable level.

Given our current photon collection efficiencies, the photon conversion efficiency combined with

noise counts leads to a ≈ 6% reduction to the ion-photon entanglement fidelity discussed in

Chapter 10.

65For low conversion efficiencies, both SPDC and SFG are linear in pump power, making the combined effect
quadratic.
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Chapter 5: Quantum Frequency Conversion of Single Photons from a Trapped

Ion

In this chapter, I present measurements we have made to characterize the ion as a single

photon source and to verify the preservation of the quantum properties of the emitted photons

after frequency conversion. First, in Sec 5.1, I provide some theoretical background on normalized

second order intensity correlation functions, g(2)(τ), which we use to characterize our photons.

In Sec. 5.2, I present and discuss experiments where we measure g(2)(τ) using 493-nm photons

emitted from the ion converted first to 780 nm using one stage of frequency conversion. This

result has served as the backbone for all of the other experiments demonstrated in this thesis and

has provided our lab a unique niche in interacting our photons with neutral-atomic-based quantum

systems. Finally, in Sec. 5.3, I present work performed in collaboration with Edo Waks and

graduate student Uday Saha that demonstrates the conversion of 493 nm photons from our ions

to 1534 nm, enabling long-distance1 trapped-ion quantum networking by using two concatenated

frequency conversion stages. To my knowledge, this is the only such work sending trapped

ion photons through two successive stages of conversion in order to reach telecommunication

wavelengths. These final two sections correspond to two of our lab’s publications, [92] and [29]

respectively, which have been slightly adapted for use in this thesis.

1This has also enabled coupling of our photons into photonic integrated circuits [24].

121



5.1 The Second Order Correlation Function

The (non-normalized) second order intensity correlation function is typically defined formally

as [144, 145]

G(2)(t, τ) =
〈
E†(t)E†(t+ τ)E(t+ τ)E(t)

〉
, (5.1)

where E(t)2 represents the positive frequency part of the electric field mode at time t and τ

represents a time delay relative to t. If we assume that the field is statistically stationary3, we can

drop the t dependence and write G(2)(τ) = G(2)(t, τ). We can normalize this function using the

intensity of each field, I(t) = E†(t)E(t), to arrive at

g(2)(τ) =

〈
E†(t)E†(t+ τ)E(t+ τ)E(t)

〉
⟨E†(t)E(t)⟩ ⟨E†(t+ τ)E(t+ τ)⟩

, (5.2)

which is known as the normalized second order intensity correlation function.

Quantum mechanically, we can write g(2)(τ) in terms of the ladder operators of the quantized

electromagnetic field â ∝ eiωtE(t) as

g(2)(τ) =

〈
â†(t)â†(t+ τ)â(t+ τ)â(t)

〉
⟨â†(t)â(t)⟩ ⟨â†(t+ τ)â(t+ τ)⟩

=

〈
â†(t)â†(t+ τ)â(t+ τ)â(t)

〉
⟨n̂(t)⟩ ⟨n̂(t+ τ)⟩

, (5.3)

where n̂ = â†â is the number operator.

It is at this point we can begin to see the usefulness of g(2)(τ). Consider τ = 0. We then

2Technically, E(t) can be defined to have positional dependence as well, where we’d have G(2)(t1, t2, r1, r2),
but for this discussion we are only interested in a single position (r1 = r2).

3Meaning that the processes producing the electric/light field are constant or ”stationary” in time.
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have

g(2)(0) =
⟨n̂(t)(n̂(t)− 1)⟩

⟨n̂(t)⟩2
. (5.4)

If our quantum state can be described by a Fock state ψ = |n⟩, one finds

g(2)(0) = 1− 1

n
, n ≥ 1. (5.5)

Therefore we see that if we have an input Fock state, measurement of g(2)(0) tells us that state,

making it a useful parameter when working with certain types of quantum photonic states. In

particular, for a single photon state (ψ = |1⟩), g(2)(0) = 0. This is the value of g(2)(0) we expect

to be able to attain with our trapped ion system, before and after frequency conversion of the

photon. For a true single-photon emitter, such as a trapped ion, we also have [144]

g(2)(0) ≤ g(2)(τ), (5.6)

which is an indication of photon anti-bunching, or in other words, this means that photons are

more likely to be spaced far apart rather than close together, especially for small τ .

Furthermore, for a more general quantum state ψ =
∑

n cn |n⟩ it can be shown [145]

1− 1

⟨n⟩
≤ g(2)(0) ≤ 1. (5.7)

This should be compared to the classical case where,
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g(2)(0) =
⟨I2(0)⟩
⟨I(0)⟩2

≥ 1, (5.8)

where the inequality is due to the definition and positivity of the classical variance Var(A) =

⟨A2⟩+⟨A⟩2 ≥ 0 [94,95]. Therefore, one can see that a measurement of g(2) < 1 is a tell-tale sign

of non-classical light - the light must have some quantum component to it. Thus, g(2)(0) = 1 is

known as the classical limit for the second order intensity correlation function.

From the discussion above, it is clear that a measurement of g(2)(τ), especially near τ ≈ 0

is extremely useful for determining if a light source is truly a quantum single photon source.

Such a measurement essentially amounts to determining the probability of a photon detection

event at time t + τ , given that a photon was originally detected at time t. Measuring successive

single photon events with such small delay times, however, is generally not possible with the

bandwidth/deadtime of current single photon detectors4. The detectors5 in our lab for instance,

exhibit dead times on the order of ≈ 50 ns after detection of a photon during which a second

photon, if present, cannot be detected. This would prevent measurement of g2(τ) for τ < 50 ns.

Given that our ion has the ability to emit a single photon every ≈ 10 ns or so, this would prevent

us from measuring it as a single photon source.

This problem can be circumvented through use of an extra detector and a beamsplitter, in

what is known as a Hanbury-Brown-Twiss interferometer [146] as shown in Fig. 5.1. This allows

for the measurement of two successively emitted photons, one on each detector, for delay times

down to τ ≈ 0, limited now by the timing resolution of the detectors (and of the electronics used

to time tag the detector signal), which are typically well below 100 ps. Typically, photons are
4In theory, you could use a photon-number-resolving detector, but such technology is still in its infancy and is

generally not commercially available.
5Perkin Elmer SPCM-AQR
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Figure 5.1: Hanbury-Brown-Twiss Interferometer. Input light from a photon emitter is split at
a beamsplitter and sent to one of two detectors. Photon detection events at each detector are used
to measure if two photons were coincident at the beamsplitter at the same time.

time tagged, and coincidences are measured either live or in post processing to determine g(2), as

will be discussed in the next sections.

5.2 Single Photons from a Trapped Ion Converted to Neutral Atom (Rb) Wavelengths

In this section, I describe our lab’s first results [92] showing the conversion of 493 nm

photons, emitted from a single barium ion, to a 780 nm wavelength tuned to the D2 transition

in neutral 87Rb. We verify this via measurements of g(2)(τ) (Sec. 5.1) before and after this

frequency conversion. Conversion to this wavelength is critical for enabling hybrid quantum

networking components consisting of both trapped ions and neutral atoms, and as discussed in

Sec. 4.3, greatly increases the range of a Ba+-based network through reduced fiber losses.

When performed, this work was among the first to demonstrate the frequency conversion

of single photons from a trapped ion, with other groups have converting photons from Ca+ to

1530 nm preserving their quantum statistics [33] and, separately, to 1310 nm with ion-photon
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entanglement demonstrated [34]. This first experimental result from our group paved the way for

the hybrid-species quantum networking experiments discussed in Chapters 6 and 7, with the same

basic setup being used in both experiments. Therefore, although we have since greatly improved

our 780-nm QFC setups since this demonstration, I’ve chosen to keep it in this thesis.

5.2.1 Experimental Setup

As shown in Fig. 5.2 a and discussed in Chapters 2 and 3, we trap and cool a single

single 138Ba+ ion and collect light from both collection windows using two 0.4 NA lenses. The

single photons used in this experiment are produced by continuously Doppler cooling the ion.

Collection lens A sends light directly to the photomultiplier tube (PMT) located in our imagaing

setup. Photons collected via lens B are coupled into a single mode fiber (SMF) (coupling

efficiency of ∼17%) and sent either directly to an avalanche photon-detector (APD) 6 or sent

to the frequency conversion setup (Fig. 5.2(b)) where they are converted to 780 nm and sent to

the APD. With the Doppler beam frequencies stabilized to ∼2 MHz, we observe a maximize

fluorescence rate from the ion of ∼20,800 c/s on the PMT, and the measured 493 nm photon

count rate on the APD is ∼26,600 c/s.

To convert photons to 780 nm, we use the fiber pig-tailed frequency conversion setup

described in Sec. 4.3.1 and shown in Fig. 5.2 b. To facilitate hybrid interactions, it is important

that the PPLN DFG output be tuned to resonance with the 87Rb D2 transition at 384.228 THz

[147] while at the same time the input frequency needs to be resonant with the barium ion. This

double resonance condition gives two constraints which are met by identifying appropriate pump

wavelength and PPLN oven temperature operation points. To determine these values, the DFG

6Perkin Elmer: SPCM-AQR-15. Quantum efficiencies of ≈ 40% at 493 nm and ≈ 60% at 780 nm.
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output was maximized at a pump wavelength near 1336 nm at a PPLN oven temperature of

35.5◦C. The DFG’s wavelength is then tuned to that of the 87Rb D2 line by increasing the pump

wavelength to a value of 1343.169 nm and tuning the PPLN temperature to 43◦C. All of the

tuning is carried out with the 493 nm laser light locked to Ba+ resonance. Fine tuning of the

DFG signal frequency is possible by adjusting the pump wavelength as shown in Fig. 5.4.
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Figure 5.3: Signal-To-Noise Ratios for 780 nm Single Photon Measurements. The end-to-
end conversion efficiency of the DFG from 493 nm to 780 nm (black circles and left-hand axis)
and noise produced in the bandwidth allowed by our filtering (red squares and right-hand axis)
as a function of pump power coupled into the waveguide. The inset shows the signal-to-noise
ratio of the conversion process for the case where the signal is from the fiber coupled ion-
light as described in the main text. The error bars on the pump power are from fluctuations
of the measured power and the error bars on the efficiency are primarily from DFG signal power
fluctuations.

While operating at the maximum conversion efficiency increases the number of 780 nm

photons produced, the larger pump power required results in increased noise photons (Sec. 4.2.3).

Therefore, when frequency converting light from the ion, it is critical to chose a pump power that
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is close to the maximum signal-to-noise ratio (SNR) of the DFG light. Figure 5.3 shows the noise

inside the bandwidth of the filters as a function of pump power coupled into the waveguide as

well as the resulting signal-to-noise (SNR) (inset 5.3) for the case of a signal from fiber coupled

ion fluorescence.

For single photon measurements we used a pump power which provided close to the

optimal SNR (shown in Fig. 5.3 inset) and the pump wavelength and oven temperature shown

in Fig. 5.4. With ∼40 mW of pump light7 coupled into the waveguide, we measure a total noise

level of ∼300 c/s on the APD, which includes an APD detector dark count rate of ∼100 c/s.

Importantly, there were no detectable levels of 493 nm or 650 nm ion-light making it through the

filters, as we observe count rates equal to that of the APD dark counts when only the ion-light is

present.

When both 493 nm photons from the ion and the 40 mW pump light are present in the

PPLN waveguide, the measured count rate of the the 780 nm DFG light is ∼600 c/s, giving a

SNR of ∼2. A conversion efficiency of ∼2.3 %, including all optical and fiber coupling losses,

is determined by taking the ratio of the converted photon count rate to the 493 nm photon count

rate as measured directly on the APD (≈ 26,100 c/s). Taking into account a factor of two loss

in a fiber patch cable between the ion and QFC tables, another factor of two loss for polarization

selectivity of the QFC process and other optical loses, this value is consistent with the classically

measured value shown in Fig. 5.38.

7We chose to operate here rather than the peak SNR near 20 mW due to the fact that the DFG efficiency at this
point is linear, meaning we could run twice as fast, without too much SNR loss.

8These losses have since been removed.
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Figure 5.4: Tuning to Rb Resonance. Output DFG output frequency is plotted as a function
of the pump wavelength near 1343 nm. The inset is a block diagram of the setup showing
simultaneous resonant ion fluorescence when the Ba+ ion Doppler cooling laser (2S1/2 - 2P1/2

transition) is locked to 607.425690(2) THz while the DFG PPLN output is at the 87Rb D2

line frequency of 384.227982(2) THz [147] (red data point) as measured to a 2 MHz accuracy
using a wavemeter (WM) (HighFinesse: WSU/2). The PPLN temperature is held at a constant
temperature of 43◦C during this procedure.
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5.2.2 Results

The measurement of the g(2)(τ ) correlation function of single photons produced by the

Ba+ ion was performed using the light collected from the two sides of the ion, as a function of

the relative delay, τ , between detection events on either side. In other words, this approach is

equivalent to a Hanbury-Brown-Twiss apparatus (Sec. 5.1) where the ion can be treated as the

beam splitter. Photons at 493 nm detected by the PMT are correlated to APD-detected photons

either directly from the ion, or after after frequency converion to 780 nm.

The output of each detector is sent to a time-correlated two-channel single photon counter

(TCSPC) with a resolution of 512 ps9. Using the counter’s histogram mode, the arrival of a pulse

from the PMT triggers a timing circuit which measures the time until a pulse is received from

the APD. An electrical delay line was added to the PMT line to allow measurement of negative

delay times. The time between pulses on each detector was then binned into 512 ps wide bins.

To calculate the g(2)(τ ), the raw coincidence counts were normalized using [148, 149]

g(2)(τ) =
N(τ)

NPMTNAPDδtT
. (5.9)

Here, N(τ) is the number of coincidence counts in a bin, δt is the size of the time bin (512

ps), T is the total integration time, and NPMT and NAPD are the total count rates in the PMT

and APD channels respectively. The normalized and delay-line compensated g(2)(τ) measured

between non-converted photons (blue) and converted and non-converted photons (red) are shown

in Fig. 5.5. The insets show the raw coincidence count data with the electronic delays of 91.65

ns and 53.76 ns present. The periodic oscillation of the counts is due to micromotion of the ion

9PicoQuant: PicoHarp 300.
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in the trap at a frequency of Ω/2π = 38.4 MHz. The measured g(2)(0) of 493 nm photons directly

emitted by the ion and between 493 nm photons and frequency converted 780 nm photons were

measured to be 0.167 ± 0.022 and 0.645 ± 0.055 respectively.
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Figure 5.5: Correlation Measurements. (a) The g(2)(τ ) correlation function measured between
non-frequency converted 493 nm photons (blue) where g(2)(0) = 0.167 ± .022 and between 493
nm and converted 780 nm photons (red) where g(2)(0) = 0.645± .055. These measurements agree
with expected values given by Eqn. 5.10 given that δt = 512 ps. The error bars represent the shot
noise from each detector. The insets show the raw, un-normalised, coincidence counts where (b)
NAPD = 26, 600 c/s and NPMT = 19, 700 c/s and T = 20 minutes and (c) NAPD = 930 c/s and
NPMT = 20, 500 c/s and T = 6.13 hours.

In a noiseless g(2)(τ) measurement with infinitely small bin widths, zero coincident counts

are expected at τ = 0 from a single photon source, such as an ion. Experimentally however, a

finite bin width must be used and noise detector clicks are inevitable. The finite bin width is used

to calculate a minimum g(2)(0) of a = 0.035, using the methods described in [148]. To take into

account the effects of noise and finite bin width, the following is used [150]
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g(2)exp(t) = 1 +

(
SNR

1 + SNR

)2

(a− 1), (5.10)

where SNR is the ratio of the histogram counts per second due to the signal from the ion to the

histogram counts per second due to correlations with noise. The latter includes PMT noise-APD

noise correlations, PMT signal-APD noise correlations and PMT noise-APD signal correlations.

For the correlation measurement solely between the unconverted 493 nm photons from the

ion, the main noise sources were from correlations between the PMT signal and the APD noise

and between the PMT noise and APD signal. The histogram count rates from each of these

sources was measured to be 276 c/s and 359 c/s respectively. Including a small PMT noise-APD

noise contribution (6 c/s) a total noise rate of 641 c/s was measured. Given a total histogram

count rate of 10,800 c/s a SNR of ≈15.8 is achieved. The expected g(2)exp(0) is therefore found to

be 0.146. This value is in agreement with the measured value of 0.167± .022.

The measurement between the unconverted 493 nm photons and converted 780 nm photons

has noise counts which are dominated by correlations between signal PMT counts and APD noise

counts. The measured histogram count rate due to such correlations was found to be 200 c/s and

the other noise sources produced a combined 20 c/s. With a total count rate of 615 c/s, this

corresponds to a signal to noise ratio of 1.80. The measured value of g(2)(0) was found to be

0.645± 0.055 in agreement with the expected value of 0.602, and is also significantly below the

classical limit (Sec 5.1), demonstrating the conversion of single photons from 493 nm to a neutral

Rb compatible 780 nm.
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5.3 Frequency Conversion of Trapped Ion Photons to the Telecommunications

C-band

In this section, I demonstrate our lab’s work on the QFC of S-P dipole generated 493-

nm photons originating from a single trapped 138Ba+ ion to the telecommunications C-band.

To span this large frequency range, we employ two concatenated QFC stages. As discussed

in Sec. 4.3, this two-step approach circumvents the noise produced via spontaneous parametric

down conversion (SPDC, Sec. 4.2.3) present in any single-stage QFC scheme taking visible light

to the C-band [32,133] and still offers the advantage of having the first-stage conversion resonant

with neutral-atom based systems (Sec. 5.2) for integration into a hybrid quantum network [49–51,

93]. We show that each QFC step preserves both the pulse shape and quantum statistics of 493-

nm photons produced by the Ba+ ion. These results demonstrate the largest QFC shifts achieved

using trapped ions, and provide a key step towards long-distance hybrid quantum networks using

trapped ion ground-state qubits.

This section has been adapted from our published work [29], performed in collaboration

with the research group of Edo Waks. In this experiment, James Siverns and myself ran the

trapped ion setup and first stage of frequency conversion. Uday Saha, Jake Cassell and I set up

and characterized the second stage of conversion (I would like to highlight here that the heavy

filtering required here was set up by Uday). Finally, I set up data collection and performed

analysis of the results.
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5.3.1 Experimental Setup

The experimental setup is shown in Fig. 5.6, with photon collection performed as described

in Sec. 5.2 and in Sec. 3.4.3. Again, one 0.4 NA lens collects single photons emitted by the ion

and sends them to a free-space single photon counting photomultiplier tube (PMT). For this

section, I will refer to the photons collected by this lens as PMT-photons. Another 0.4 NA lens

couples single photons into a single mode fiber. These 493-nm photons are either sent to a fiber-

coupled single-photon counting avalanche photodiode (APD) or to QFC 1 and QFC 2 for down

conversion (Figs 5.6 b and c).

We produce single photons from the ion using the three step process of initialization,

excitation, and spontaneous emission described in Chapter 2. This is done in contrast to the

photon production method using Doppler florescence in Sec. 5.2, to better simulate how we

would actually produce photons in a quantum network. After a period of Doppler cooling, the

ion is initialized into
∣∣5D3/2,mj = 3/2

〉
using a 781 ns pulse containing π and σ− polarized

650-nm light and π polarized 493-nm light. After a 200 ns delay with no light incident on the

ion, a 200 ns pulse of σ+ polarized 650-nm light excites the ion to
∣∣6P1/2,mj = 1/2

〉
, allowing

for spontaneous emission of a single 493 nm photon (Fig. 5.6 a).

We convert 493-nm photons emitted by the ion to the C-band using two concatenated QFC

setups, illustrated in Figs 5.6 b and c. Each setup is built in the free-space scheme described in

Sec. 4.3.2. As discussed in Sec. 4.3, QFC 1 converts 493 nm photons to 780 nm photons using

a 1343 nm pump laser and QFC 2 converts 780 nm photons to 1534 nm using a pump at 1589

nm. Using laser light, we measure the efficiency of QFC 1 from the output of the 493-nm input

fiber to the output of the 780-nm fiber (A to B in Fig. 5.6) as shown in Fig. 5.7. At the peak
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Figure 5.7: Two-Stage QFC Conversion Efficiencies.Efficiencies of QFC 1 (blue) and QFC2
(red), measured using low level laser light. Curves represent fits to Eqn. 4.25. Fitted conversion
efficiencies are 0.36 and 0.15 for QFC 1 and QFC 2 respectively. Uncertainties represent
fluctuations in efficiency observed over measurement.

QFC efficiency of ≈ 0.37, 320 cps noise are detected on our APD after the output 780-nm fiber,

including ≈ 100 cps detector dark noise.

In QFC 2 the pump wavelength is very close to the target wavelength of 1534 nm. This

stage therefore requires additional noise filtering when compared to QFC 1. In addition to using

an amplified spontaneous emission filter10 before the PPLN to remove any 1534-nm light present

in the 1589-nm pump, we use the following components at the output of the converter:

• Free-space interference filters11 with a 3 nm bandwidth.

• A tunable fiber Bragg grating12 with a bandwidth of 19 GHz.

• A temperature-stabilized fiber etalon13 with a bandwidth of 46.1 MHz.

Care must be taken in order to properly transmit photons through this narrow bandwidth filtering.

With the 493-nm photon’s frequency set by the ion’s emission profile, we leave the 1589 nm laser

10Coherent NoiseBlock
11Semrock NIR01-1535/3
12Advanced Photonics International
13Micron Optics FF24Z2
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free-running14 and adjust the 1343-nm pump frequency to achieve simultaneous phase matching15

for both QFC stages and to ensure that the converted 1534-nm light is transmitted through the

final filtering stage.

The efficiency of QFC 2 is measured, using laser light, as the ratio of the number of 1534-

nm photons after filtering to the number of 780-nm photons at the output of the 780-nm fiber (B

to C in Fig. 5.6 c). After QFC 2, photons are detected using a superconducting nanowire single

photon detector (SNSPD) (≈ 78% detection efficiency). At a QFC efficiency of ≈ 0.15, shown in

Fig. 5.7, we measure, ≈ 2950 cps noise on average after filtering, with a total filter transmission

of ≈ 26% for laser light, corresponding to a transmission of ≈ 19.7% for ion-produced photons

(linewidth Γ/2π = 14.8 MHz [151]), reducing the overall QFC efficiency to ≈ 0.03.

Additional non-fundamental losses are present which reduce the probability of photon

detection at both 780 nm and 1534 nm. These include drift in the coupling of photons produced by

the ion into the collection fiber, reductions in transmission through the second stage filtering due

to drift in QFC pump frequencies (≈ ±20 MHz), and fiber butt-couplings (≈ 50% transmission)

to connect each stage in a modular fashion. Additionally, half of the ion light is of the incorrect

polarization to be converted, which can be remedied by re-configuring each QFC stage into a

the configuration used in Sec. 4.3.3. With these additional losses included, we measure per-shot

detection efficiencies of 1.04× 10−3 for 493-nm photons (APD efficiency ≈ 43%), 1.23× 10−4

for 780-nm photons over 4 hours of runtime and 6.18×10−6 for 1534-nm photons over 37.5 hours

of runtime. This gives conversion efficiencies of 19.5% of 493-nm photons to 780 nm and 0.66%

for 493-nm photons to the telecom C-band via the two concatenated conversion stages, ignoring

14At the time we did not have frequency control over this laser. This has since been remedied.
15Beforehand, we set the temperature of the PPLN crystals in both stages such that this would work.
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photons lost due to incorrect polarization. Removal of fiber butt coupling losses would take

QFC-1 close to the expected 37% photon conversion efficiency. The 1534-nm signal however,

only reaches ≈ 45% of its expected value given the known losses in the system. We attribute the

remaining loss to factors such as drifts in pump frequency, polarization, and alignment over the

experimental run time.

5.3.2 Results

To demonstrate that the QFC preserves the temporal pulse shape of the photons emitted by

the ion, we perform time-resolved fluorescence measurements. We compare the temporal pulse

shape of the photons at each stage of conversion in Fig. 5.6 e. Each of the photon profiles are

area-normalized after background subtraction. The overlap of the photon profiles at each color

demonstrates preservation of the photon temporal shape after each stage of QFC.

We characterize the preservation of quantum statistics after the frequency conversion via

a measurement of the non-normalized second order intensity correlation function, G(2)(n) of

photons emitted by the ion. Here, n represents the number of experimental cycles between photon

detection events on separate detectors. As in Sec. 5.2, we measure correlations between PMT

photons and fiber-coupled photons, treating the ion itself as a beamsplitter in a Hanbury-Brown-

Twiss type setup. Three separate correlation functions are measured: G(2)
493(n), between PMT-

photons and 493-nm fiber-coupled photons,G(2)
780(n), between PMT-photons and 780-nm photons

produced by QFC 1, and G(2)
1534(n), between PMT-photons and 1534-nm photons produced by

QFC 2. For each experiment, we time-tag and record all detector events as well as the trigger

pulses tied to each experimental cycle. Additionally, we use both physical and in-software gating
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to increase the signal-to-noise ratio of the data used for all correlation calculations.
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Figure 5.8: Photon Arrival Histograms at 493 nm and 1534 nm. Histograms of 493-nm PMT
(blue) and 1534-nm (black) photon arrival times following the trigger TTL pulse. Dashed vertical
lines indicate gate windows used for correlations (left) and noise measurements (right) for each
curve. The red trace shows the background-subtracted 1534-nm data.

Using the collected time-tag data, we produce histograms of ion-produced photon arrival

times, relative to the 650-nm excitation pulse. An additional 650-nm pulse is applied 380 ns

after the start of the initial excitation pulse to enable measurement of the time-dependent profile

of background light present during photon extraction. With these additional pulses and Doppler

cooling, the experimental repetition rate is ≈ 420 kHz. The result of these measurements are

shown in Fig. 5.8 for both 493-nm photons detected on the PMT and for 1534-nm photons

detected on the SNDPD during the G(2)
1534(n) measurement. In the case of PMT-photons, 650-

nm light scatter and detector dark counts dominate the measured background near 1600 ns. This

is not the case for the converted 1534-nm photon profile shown in black in Fig. 5.8. Here, the

background is attributable to detector dark counts and to Raman noise produced by the pump laser

in QFC 2. Due to the low signal-to-noise ratio of the 1534-nm photon signal, we also display a

background-subtracted 1534-nm photon profile in red in Fig. 5.8.
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The vertical blue and red dashed lines in Fig. 5.8 indicate the software gate windows used

to produce the the G(2)
1534(n) measurement, with similar gates being used for the 493-nm and 780-

nm measurements. We calculate correlations between photons occurring in each signal window,

and use the noise windows as a running measure of background in each channel. Gate widths of

60 ns are used for the 493-nm photons detected on both the PMT and APD, as well as for the

780-nm photon data. To increase the signal-to-noise ratio of the 1534-nm photon signal, we use a

narrower 36 ns gate. To compensate for drifts in photon arrival time throughout the experiments

(due to drifts in AOM turn on time), we reference the gate positions on all channels to the position

of the PMT photon arrival time, with this position being updated every hour.

Figure 5.9 shows the results of all correlation measurements. The displayed correlations

are calculated as the mean between G(2)(−n) and G(2)(n) for all n ̸= 0, using the fact that

G(2)(−n) = G(2)(n) to reduce statistical fluctuations [50].

Theory lines in each plot of Fig. 5.9 represent the total number of expected correlations

in the case of no quantum statistics (blue), as well as the expected noise correlation level (red),

for a single photon source with the measured background noise. This noise correlation level

includes correlations between the noise in each channel, as well as correlations between signal in

one channel with noise in the other. With R photon production attempts over the course of each

experiment, we calculate the background noise as

G
(2)
theory(0) = (CS

1 C
N
2 + CN

1 C
S
2 − CN

1 C
N
2 )/R, (5.11)

whereCS
x andCN

x represent the total number of counts measured in the signal and noise windows,

respectively, for the xth photon channel. In all cases, the dominant source of noise correlations
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Figure 5.9: Two-Stage QFC Correlation Measurements. Correlations between 493-nm PMT
photons and: (a) 493-nm photons detected on the APD, (b) 780-nm photons detected on the APD,
(c) 1534-nm photons detected on the SNSPD. Lines in each plot represent the expected number
of coincidences for n = 0 (red) and n ̸= 0 (blue), calculated using Eqns 5.11 and 5.12. The
colored text in each plot gives the values for these lines to the nearest whole number. Error bars
are statistical. Run-times: (a) 1 hr, (b) 4 hr, (c) 37.5 hr.

are between PMT signal events and noise events on the APD (493-nm or 780-nm photons) or

SNSPD channels (1534-nm photons). In a similar manner, we calculate

G
(2)
theory(n ̸= 0) = CS

1 C
S
2 /R. (5.12)

As seen in Figure 5.9, we find good agreement between the measured and expected values

for both G(2)
493(n) and G(2)

780(n). In addition, due to the relatively high single-photon signal-to-
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noise ratio in these experiments (15.7 and 5.6 for the 493-nm and 780-nm photon channels

respectively), we observe a large separation between correlations measured with n = 0 and

correlations measured with n ̸= 0 at these colors. With these comparisons, we establish the

quantum statistics of the 493-nm photons emitted by the ion, and show that such statistics are

preserved after conversion of these photons to 780 nm.

Measuring correlations between the 493-nm PMT photons and frequency converted 1534-

nm photons, we a observe a large reduction in contrast between G
(2)
1534(0) and G

(2)
1534(n ̸= 0),

due to the low signal-to-noise ratio of 0.04 for the 1534-nm photon channel as measured with

the SNSPD. After the experimental runtime of ≈ 37.5 hours16, we observe a 4.8 σ separation

between G2
1534(0) and < G2

1534(n ̸= 0) >, with < G2
1534(n ̸= 0) >, in good agreement with the

value predicted using Eqn 5.12. We additionally find agreement between the measured value of

3371 ± 58 coincidences for G2
1534(0) and our predicted value of 3475 coincidences, with under

2σ separation between these values. This suggests that the measured value of G2
1534(0) is wholly

attributable to noise correlations as calculated by Eqn 5.11.

5.3.3 Potential Improvements

Practical use of this two-stage conversion scheme will require improvements to the signal-

to-noise ratio. This can be achieved by either an increase in the single photon signal or by altering

the QFC pump wavelengths to reduce the amount of noise. The 493-nm photon probability can be

increased using state-of-the-art photon collection [78, 79] or cavity-ion coupling techniques [32,

80], which have shown per-shot photon probabilities of up to 46% into a singe-mode fiber [80],

16Due to the low photon probability, we needed to run this long to acquire enough counts to statistically separate
G

(2)
1534(n ̸= 0) and G

(2)
1534(0).
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as compared to the < 1% achieved in this experiment. Additionally, QFC 1 can be improved

through the use of anti-reflection coatings on the PPLN and coupling optics, which we estimate

to provide a factor of 1.5 improvement over the current setup. Finally, installing dedicated fiber

connections between ion collection and the two QFC stages can remove fiber butt couplings that

currently halve photon detection probability. These improvements could increase the SNR of the

1534-nm photon channel to > 10 without any reduction in noise.

The noise can be reduced through use of a pump laser at different wavelengths, optimized

to minimize anti-Stokes Raman scattering noise [133] at the target signal, while still converting

to the telecom S- or C-band. For instance, a pump at ≈ 1640 nm should reduce the noise by a

factor of ≈ 10, and convert the photon to ≈ 1515 nm (S-band), with no changes to QFC 1 [133].

To greatly reduce noise, the second stage conversion could instead target the telecom O-band,

requiring a pump laser at ≈1930 nm. This should reduce the anti-Stokes Raman scattering noise

by well over a factor of 1000. This could serve as a good compromise between fiber transmission

distance and noise reduction, while preserving the ability to integrate the system into a hybrid

networking architecture.

In conclusion, we have shown the conversion of 493-nm single photons produced by a

trapped Ba+ ion to the telecom C-band. This two-stage conversion provides a pathway for C-

band photons directly entangled with trapped ion ground-state qubits and also allows for potential

hybrid interactions with neutral Rb-based quantum platforms. This work is an important step

in connecting trapped ion quantum systems into existing telecommunications infrastructure for

long-range trapped ion based quantum networks.
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5.4 Summary

As shown above, through the careful construction of our frequency conversion setups as

discussed in Chapter 4, we are able to demonstrate the frequency conversion of single photons

from Ba+ at 493 nm to both 780 nm and to the telecommunications C-band. We are able to

do the former with relatively low noise, enabling the experiments discussed in the remainder

of this thesis. The latter scheme is currently too noisy for use beyond some proof-of-principle

experiments [24] and will likely lead our lab to pursue conversion to the telecommunications

O-band instead.

Figure 5.10: Frequency Conversion Scheme Using Only Barium Lasers

It is at this point I’d like to mention a scheme I’ve thought about to potentially allow for

low-noise conversion to the telecommunication C-band using no additional lasers than what is

already needed to control Ba+. This scheme is outlined in Fig. 5.10, and consists of a first stage

taking 493-nm photons to 825 nm via a pump at 1228 nm followed by a second stage using a

pump at 1762 nm for conversion to 1551 nm. With the second stage pump much further from

the target than our current scheme, this could drastically reduce the amount of noise photons

detected, allowing for less filtering and higher overall efficiencies. The main drawback however,
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is that this sacrifices the ability to interact with neutral Rb. This interaction is the focus of the

next two chapters.
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Chapter 6: Trapped Ion Slow Light

6.1 Introduction

Neutral atom vapors and magneto-optically trapped atoms are commonly used as slow-

light media [152–154] either for classical pulses of light or single photons. In this chapter, I

present an experiment where we Rb vapor to impose a tunable delay on photons originating

from a trapped 138Ba+ ion. Such tunable delays can be useful for photon synchronization when

implementing networking protocols via photonic interference [51, 113]. Furthermore, with a

slightly more complicated setup, these results can be extended to enable on-demand photon

storage and retrieval via electromagnetically induced transparency (EIT) [39, 84, 85]. This basic

presentation showcases how the quantum frequency conversion techniques developed in Chapters

4 and 5 can enable the integration of normally inaccessible quantum technologies into a trapped

ion based quantum network for enhanced operation. This chapter is adapted from our published

work [93] for use in this thesis.

6.2 Theory

To implement slow light, we require a medium for our photons to travel through with a

low group velocity. These conditions can be achieved by tuning photons to a frequency between
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Figure 6.1: Absorption, refractive index and group velocity within a warm 87Rb vapor. (a)
Absorption profile of the 87Rb D2 line using 780 nm obtained via quantum frequency conversion
(QFC) from 493 nm laser light with the cell at room temperature. The pump laser’s mode-hop
free tuning range limits the frequency tuning range. The refractive index, (b), and group velocity,
(c), in the vicinity of the two absorption peaks as a function of detuning from peak transmission,
δ, at 373 K (blue) and 423 K (red).
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between two absorption resonances of an atomic medium [154]. These two absorption resonances

may be interrogated via electromagnetically induced transparency (EIT) or far-off resonance.

Here, we use the two D2 absorption resonances [152, 153] created by the hyperfine ground state

splitting in 87Rb, as shown in Fig. 6.1(a). We operate off-resonance, as this method requires a less

complex experimental set-up when compared with EIT-based methods: only single photons at the

correct frequency are required to achieve slowing compared to the additional lasers required for

EIT.

In this case, the complex index of refraction is given by [153]

n(δ) = 1− A

(
g1

δ +∆+ + iγ/2
+

g2
δ −∆− + iγ/2

)
, (6.1)

where g1 and g2 are the relative strengths of the two resonances (7/16 and 9/16 respectively for

87Rb), γ is the natural linewidth, δ is the detuning from peak transmission and ∆± = ωs ± ∆

with ωs = (ω2 − ω1)/2 and ∆ = ωs((g
1/3
1 − g

1/3
2 )/(g

1/3
1 + g

1/3
2 )). The frequencies of the two

absorption peaks are given as ω1 and ω2. The total strength of the resonance, A, in a vapor cell is

a function of the atomic number density, N , and is given by

A =
N |µ|2

2ϵ0ℏ(g1 + g2)
(6.2)

where µ is the effective far-detuned dipole moment, ϵ0 is the vacuum permittivity and ℏ is the

reduced Plank constant. Using the real part of equation 6.1, nr(δ) (Fig. 6.1(b)), it is possible to

derive the group velocity,
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vg(δ) =

(
ω0

c

dnr(δ)

dω

)−1

, (6.3)

where c is the speed of light in vacuum and ω0 is defined as the optical frequency at the mid-

point between the two absorption resonances to the excited P1/2 level. When the photon’s optical

frequency is tuned to ω0, there is a maximum in transmission (Fig. 6.1(a)). This frequency will be

the target output frequency of our quantum frequency converter. From equation 6.3, in the normal

dispersion regime, one can see that a photon with a frequency at the midpoint of two absorption

resonances (δ = 0), will have a significantly reduced group velocity as is plotted in Fig. 6.1(c). It

is also clear that if N in equation 6.2 is increased, the group velocity will be reduced. Therefore,

by changing the atomic number density, N , it is possible to tune the photon delay.

6.3 Experimental Setup

The full experimental setup is shown in Fig. 6.2. Photons emitted by the ion are collected

and fiber coupled using the 0.4 NA lens described in Chapter 3. We convert these photons to

780 nm via difference frequency generation in a fiber pig-tailed PPLN QFC device similar to that

described in Sec. 4.3.1. After conversion and additional filtering of noise photons, the converted

photons are sent to a neutral Rb vapor cell for slow light measurements.

6.3.1 Single Photon Production Sequence

To produce single 493 nm photons, the pulse sequence1 shown in Fig. 6.3 is used. This

is similar to the entangled-photon extraction scheme described in Chapter 2, except that for this

1Using the PulseBlaster described in Chapter 3.
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Figure 6.2: Experimental schematic of photon production from a 138Ba+ ion, quantum
frequency conversion and photonic slowing in a warm neutral 87Rb vapor (a) The energy
levels of 138Ba+ and schematic showing the ion confined in a segmented blade trap. A TTL pulse
activated acousto-optic modulator (AOM) controls 650 nm excitation light. (b) The QFC set-up
including a periodically-poled-lithium niobate (PPLN) waveguide. Converted light, ω0, is at the
difference frequency between photons emitted from the ion at ωion and pump photons at ωpump.
The output of the PPLN is fiber coupled to a polarization maintaining single mode fiber (PM-
SMF). A series of filters and a Bragg grating filter out pump light and unconverted 493 nm light
which reduces the amount of anti-Stokes noise. (c) A 87Rb energy level diagram and a vapor cell
housed inside a heater through which converted single photons pass. (d) Photons are detected on
an avalanche photo-diode (APD) and a time-correlated single photon counter (TCSPC) collects
the arrival time of the photons with respect to the TTL sent to the AOM. As an example, single
photon temporal shapes at 493 nm (blue circles) and frequency converted photons after passing
through the cell at room temperature (red circles) are shown.

experiment, the optical beams used to perform operations on the ion consist of all polarizations2.

First, the ion is prepared into the D3/2 level using 493 nm light incident on the ion for ≈ 1

µs. The ion is then excited into the P1/2 level using 650 nm light pulsed on for ≈ 20 ns,

allowing for the emission of a 493 nm photon (Fig. 6.2 a). After a delay of 980 ns, a short

500 ns cycle of Doppler-cooling is performed before the ion is reinitialized in the D3/2 level.

When running the experiment, this process is repeated 10,000 times before both cooling lasers

are turned on to Doppler cool the ion for 1 ms to prevent excessive heating of the ion. Between

2At the time of this experiment, we had not yet built the final optical beam delivery setups described in Chapter 3,
and therefore did not have clean control over our beam polarizations.

151



state preperation

1 �s

photon extraction extended cooling

x10000

493 nm
650 nm #1
650 nm #2

1 ms

cooling

500 ns

20 ns

40 ns

1 �s

Figure 6.3: Experimental pulse sequence. The experimental pulse sequence showing the timing
of the laser beams used to state prepare, extract a single photon and Doppler cool the ion. The
parts of the sequence contained in the grey shading are repeated 10,000 times before an extended
cooling cycle is performed.

the state preparation and extraction pulses, all beams are turned off for 40 ns to prevent accidental

detection of 493 nm light originating from the preparation beam rather than the ion.

6.3.2 Additional Filtering of Noise Photons

The frequency converted 780 nm photons are passed through free-space optical interference

filters3 to remove pump light and unconverted 493 nm photons. Additionally, as shown in

Fig. 6.2 b, a volume Bragg grating4 with a spectral bandwidth of 0.15 nm and ≈ 90% transmission

efficiency is used to filter remaining noise (Sec. 4.2.3) created by the high intensity pump light.

With this filtering approach we achieve the single photon signal-to-noise ratios (SNR) shown in

Fig. 6.4, and we operate with around 800 mW total pump power. The inset of Fig. 6.4 shows

both the end-to-end efficiency5 and the noise counts produced as a function of pump power.

The maximum achieved SNR and end-to-end efficiency of the conversion were measured to be

9.8±0.6 and 15.5±0.7% respectively for this experiment.

3Two each of Semrock: LL01-780-25 and FF01-1326/SP-25.
4OptiGrate BP-785: Provided by the group of Steve Rolston and Trey Porto.
5Defined here as the percentage of 493 nm photons entering the QFC set-up that are converted to 780 nm,

including filtering.
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Figure 6.4: SNR measured after filtering of the frequency converted ion signal. The orange
curve is the SNR given the measured conversion efficiencies and noise at each pump power.
Inset: Measured conversion efficiency (black) and measured noise counts (red) on the APD as a
function of pump power. The black curve is a theoretical fit to Eqn.4.25, and the red curve is an
empirical fit to the noise.

6.3.3 Converted Photons Sent Through the Vapor Cell

Once filtered, the converted light is sent through a 75 mm long heated glass cell6 filled

with enriched 87Rb before being fiber coupled and detected on an avalanche photodiode (APD),

as shown in Fig. 6.2 c-d. The inside of the vapor cell is coated with aluminum oxide to reduce

rubidium diffusion into the glass when the cell is at elevated temperatures. By scanning the

QFC pump laser while converting laser light at 493 nm to 780 nm, we are able to obtain the Rb

absorption curve shown in Fig. 6.1 a. With appropriate frequency tuning of the pump laser, we

6Triad Technology: TT-RB87-25X-75-P-CAL2O3
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can produce 780 nm light at a frequency that is between the two optical absorption resonances of

the 87Rb D2 line, ω0 in Fig. 6.1 a, for implementing slow light.

Photons passed through the rubidium cell at room temperature experience some absorption

and scattering, which decreases the SNR of the single photon signal to ≈ 6. We measure the

arrival time of 780-nm single photons at the APD with respect to the 650 nm excitation AOM

TTL pulse (Fig. 6.2(a)) using a time-correlated single photon counter7 (TCSPC) with a resolution

of 512 ps. Fig. 6.2(d) shows the resulting area-normalized arrival time histograms for photons

emitted directly from the Ba+ ion at 493 nm and for 780 nm photons at ω0 passed through the

87Rb vapor cell at room temperature. These histograms clearly show the preservation of the

photon temporal shape before and after the combination of QFC and traversal through the cell at

room temperature.

6.4 Trapped Ion Slow Light

By increasing the temperature of the vapor cell, the density of rubidium atoms, N , may be

increased, leading to a larger change of refractive index and a lower group velocity, as described

by equation 6.1 and 6.3 and shown in Fig. 6.1 b and c, respectively. The temperature of the Rb

cell is measured on a cold finger protruding from the cell, as this cold finger (the coldest part

of the cell) controls the density of atoms in the cell. Using heater tape, the cell is heated to

temperatures ranging from 296 K (room temperature) to 395 K.

We record photon arrival histograms at various cold-finger temperatures, as shown in Fig. 6.5.

Delays in photon arrival time are clearly visible with increasing temperature. The SNR of these

histograms monotonically falls with temperature and approaches ≈ 1 at 395 K, due to both an
7PicoQuant: PicoHarp 300
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increase in absorption8 as the atomic density of the vapor cell increases, and optical misalignment

caused by higher temperatures in our setup. Although there is a lower SNR value for the higher

temperature settings, the photon arrival time delays are still clearly visible.
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Figure 6.5: Area normalized temporal photon shapes. Area normalized temporal shapes of
frequency converted photons which have passed through a warm 87Rb vapor cell. The 87Rb
vapor cell temperature is set at the values indicated. The optical density (OD) of the warm vapor
is stated for each temperature, at a frequency ω0, and using the same atomic density, N , used to
fit the delay curve in Fig. 6.6.

In Fig. 6.6, we plot the photon delay as a function of cell temperature and observe good

8The predicted optical density (OD) of the Rb vapor at each temperature is also provided in Fig. 6.5.
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agreement with the theory curve derived from equation 6.3, using a scale factor to fit for the

atomic number density, N . The measured photon delay is determined by temporally shifting

each delayed photon arrival profile to overlap with that at room temperature. We demonstrate

temperature-tunable single photon delays of up to 13.5 ± 0.5 ns at 395K. Although the delay is

only ≈ 0.5 times the temporal width of the photons produced by the Ba+ ion in this experiment,

additional delays [153,155] and improved transmission are possible by increasing the non-linear

refractive index in the vapor by extending this work using methods such as EIT [156].
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Figure 6.6: Delay of the frequency converted photons emitted from the trapped Ba+ ion
after passing through a 87Rb vapor cell as a function of the cell’s temperature. The dashed
theory curve is a scaled version of equation 6.3 to account forN . The temperature and delay error
bars are due to temperature fluctuations over the course of the experiment and the bin width of the
histogram photon arrival time data respectively. Inset: Overlap of temporal shapes of photons
transmitted through a 296 K room temperature cell (green circles) and a 395 K cell (red circles).
The relative delay between the two traces has been removed to allow for comparison.
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An additional and important factor to consider when slowing photons in this manner is the

effect dispersion in the vapor has on the transmitted photon profile. The bandwidth of photons

emitted by the Ba+ ion (with a linewidth ≈ 2π × 15 MHz) combined with any the drifts in the

pump laser frequency (≈ 10 MHz) provide an upper limit on the optical frequency stability of the

converted photons. The converted photon’s linewidth is still, however, significantly narrower than

the splitting between the 87Rb D2 absorption peaks (≈ 6.8 GHz) such that there is a negligible

change in the group velocity (slope of Fig. 6.1 c) between subsequently emitted and slowed

photons. This results in negligible fractional broadening of the photon’s temporal width, and the

pulse retains its initial temporal profile, as shown in Fig. 6.6 (inset). This is in contrast to previous

work using quantum dots where the emitted photon linewidths are similar to the splitting of the

87Rb D2 absorption lines, resulting in large broadening of the delayed photons [157].

6.5 Discussion

In summary, we have demonstrated the first proof-of-principle interaction between photons

emitted from a trapped ion with a neutral atom system by slowing frequency converted photons

emitted from a trapped ion in a warm rubidium vapor cell. Tunable delays of up to 13.5 ±

0.5 ns were observed with negligible temporal dispersion of the photons, making this system

able to be used as a tunable networking synchronization device in a hybrid quantum network.

This work also paves the way for future implementations of on-demand storage and retrieval

of photons emitted from trapped ions using a more complicated EIT-based approach. Later, in

Chapter 11 [51], we will theoretically explore how such a photon storage device could potentially

be used to greatly increase entanglement generation rates in a long-distance trapped ion network.
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Chapter 7: Hybrid Two Photon Interference

7.1 Introduction

As discussed in Chapter 1, the complementary strengths and functions of different quantum

systems and technologies may give heterogeneous networks an advantage over those consisting

of identical nodes. Many remote-entanglement protocols, such as the entanglement-swapping

protocol discussed in Chapter 2, rely on the generation and interference of photons produced

by nodes within a quantum network. This has largely prevented investigations into photonic-

based hybrid entanglement, owing to the large differences in the spectral characteristics of single

photons generated by different quantum systems [49, 114, 158]. Although this is not strictly a

physical limitation [116, 159], vanishing entanglement generation rates, along with the necessity

for detectors with bandwidths orders-of-magnitude greater than currently available has prohibited

the linking of heterogeneous systems. Overcoming this spectral disparity will allow for the

construction of hybrid networks with practical entanglement rates and expanded capabilities

compared to networks based only on homogeneous components [15, 49].

In this chapter, I describe a collaborative effort between our lab and the group of Steve

Rolston and Trey Porto in which we achieve high-visibility Hong-Ou-Mandel (HOM) interference [111,

112] between photons generated from a rubidium atomic ensemble and a trapped barium ion

after closely matching their center frequencies via difference frequency generation (DFG). The
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photons are produced on demand by each source located in separate buildings, in a manner

suitable for quantum networking. This demonstration of interference between photons produced

by these two systems is a critical step towards the direct entanglement of these two leading

quantum information platforms (Chapter 1). From these results we investigate the feasibility of

hybrid ion-atomic ensemble remote entanglement generation, demonstrating that a hybrid ion-

atomic ensemble quantum network is attainable.

This experiment was performed by James Siverns and I in the trapped ion laboratory, with

graduate students Alexander (Sandy) Craddock, Dalia Ornelas, and AJ Hatchel operating the

neutral atom Rydberg experiment. When it came to analyzing and interpreting the data, Sandy

took the lead on data processing and determining the expected interference signal whereas I

led the effort to determine the frequency spectrum of the photon produced by the ion as well

as to project entanglement rates and fidelities (see the derivation in Sec. 2.4.4) based on our

results. Elizabeth Goldschmidt also provided very useful and important insights on collecting

and presenting the interference data. This chapter is adapted our resulting publication [50] for

use in this thesis.

7.2 Experimental Layout

The experiment spans two buildings, shown in Fig. 7.1. Building A contains a single

trapped 138Ba+ ion as well as two DFG setups. Building B contains a 87Rb atomic ensemble

and a HOM interferometer to measure two-photon interference. A time-tagging device records

detection events for two single-photon avalanche photodetectors (SPADs)1, A and B. Each building

contains a Hanbury Brown-Twiss [146] setup (not pictured) for measurement of the second-
1Excelitas SPCM-780-13
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Figure 7.1: Experimental layout and energy level diagrams for the two sources. a, Building
A contains a 138Ba+ ion which emits photons at 493 nm, and Building B contains a 87Rb atomic
ensemble producing 780-nm photons. Ion-emitted photons are converted to 780 nm using DFG-1
and sent to Building B via PMF. DFG-2 produces 780-nm light used to frequency stabilize the
output of DFG-1 by optical beatnote locking with reference light sent from Building B. Light
from the ion and ensemble source is sent to the HOM interferometer for two-photon interference
measurements. A half-wave plate (HWP) in one input path allows for control of the relative
polarization of the photons. The photons interfere on a nearly 50:50 beamsplitter before being
coupled into two SMF which are connected to SPADs linked to a time-tagging device. Here VBG
stands for a volume Bragg grating and ULEC for ultra-low expansion cavity. b, Level scheme for
138Ba+. c, Level scheme for 87Rb.

order intensity autocorrelation functions, g(2)ion (τ) and g(2)atom(τ), of the light from ion and atomic-

ensemble sources, respectively (See Sec. 5.1).

7.2.1 Building A: Trapped Ion and Frequency Conversion Setups

The trapped ion setup is as described in Chapter 3. We produce single 493 nm photons from

the ion either through Doppler cooling, or through a pulse sequence similar to that described in

Chapter 2, as will be described below. Single photon collection and fiber coupling is performed

using the 0.4 NA objective described in Sec. 3.4.3. The frequency conversion setup used for

single photon conversion, DFG-1, is a fiber pig-tail setup (Sec.4.3.1) with additional filtering
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via a volume Bragg grating as described in Chapter 6. After filtering out pump induced noise

(Sec. 4.2.3) to a rate negligible compared to the dark count rate of the SPADs, we send the

converted photons to the HOM interferometer in Building B via a 150-meter polarization-maintaining

fiber (PMF).

To ensure the converted ion-produced photons are at a similar frequency as those produced

by the atomic ensemble, we use a second frequency conversion setup2, DFG-2. Laser light at

493-nm, with a known detuning from the photons emitted by the ion (± 10 MHz), is combined

with the same pump light used in DFG-1, producing continuous wave light at 780-nm. The output

frequencies of DFG-1 and DFG-2 can both be controlled by changing the pump frequency. The

780-nm light from DFG-2 is combined with frequency-locked 780-nm light from building B

onto a fast photodetector3, with which we measure an optical beat note. By using the beat note

to produce an error signal that is fed back to the pump laser, we stabilize and set the frequency

of the output 780-nm light from both DFG setups. Uncertainties in the center frequency of the

converted 780-nm single photons are present (±10 MHz) in the experiment due to uncertainties

in ion spectroscopy, and drifts in the 493-nm and 650-nm laser wavemeter locks.

7.2.2 Building B: Atomic Ensemble

Being operated by our collaborators, detailed information on the entire atomic ensemble

setup and photon collection can be found in the theses of Alexander Craddock [94] and Dalia

Ornelas-Huerta [95] as well as in [35]. To provide some background, however, I will include the

description included our publication.

2This setup uses the device discussed in Sec. 5.2, which was put out of commission for single-photon use due to
a burned fiber tip.

3Electro-Optics Technology ET-2030A
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The atomic-ensemble source uses Rydberg blockade [160] to produce single photons from

an ensemble of cold 87Rb atoms that are held in an optical dipole trap [161, 162]. The ground,∣∣5S1/2, F = 2,mF = 2
〉
, and Rydberg states,

∣∣nS1/2, J = 1/2,mJ = 1/2
〉

are coupled using a

two-photon transition, via an intermediate state,
∣∣5P3/2, F = 3,mF = 3

〉
, shown in Fig. 7.1c,

using 780-nm probe and counter-propagating 479-nm control fields. The probe light that has

passed through the cloud is collected and coupled (≈ 70% efficiency) into a PMF. Operating with

Rydberg levels with principal quantum numbers, n ≥ 120, the blockade radius is significantly

larger than the probe beam waist, making the medium effectively one dimensional [162]. The

atomic ensemble has a lifetime of ≈ 1 s, limited by the background vapor pressure. Thus, to

maintain reasonable atom numbers over the course of the measurements, the ensemble must be

periodically reloaded.

7.2.3 Interferometer and Single Photon Detection

Light from both sources is transmitted to the interferometer setup via PMF. At the output

of each fiber we use a polarizing beamsplitter (PBS) to clean the polarization of the light before

it passes to a 50:50 beamsplitter. For the atomic-ensemble source a HWP after the PBS allows

us to adjust the relative polarization of the two sources at the 50:50 beamsplitter. We couple the

output ports of the 50:50 beamsplitter to a pair of SMFs with similar mode field diameters to the

input PMFs, which are connected to the SPADs. Immediately prior to both output SMFs we use

a bandpass filter4 to remove stray light. We use a time-tagger5 to record timestamps for SPAD

detection events, from which we use software to calculate coincidences.
4Semrock Brightline 780/12
5Roithner-Laser TTM8000
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7.3 Interference of Photons Produced Stochastically

First we consider the case where each source continuously produces single photons with

stochastic arrival times. In other words, we constantly illuminate our sources and photons are

produced as quickly as possible as allowed by the atomic physics of each source, leaving us no

control over photon arrival times. This is in contrast to on-demand photon production, where

we produce photons such that they arrive within some known emission window, as will be

demonstrated later. This stochastic method is not directly useful for quantum networking requiring

photons entangled with the nodes themselves, but is an easier first step to take to ensure proper

operation of our setup and to check our photon frequencies are close.

7.3.1 Ion-Photon Production

To produce these photons from the ion, we continuously Doppler cool on the 6S1/2 -

6P1/2 transition, repumping with 650-nm light, see Fig. 7.1b. The emitted photons have a

frequency spectrum centered on the cooling laser frequency, and with a shape determined by

the Rabi frequencies and detunings of both the cooling and repumping lasers [163]. We use

Rabi frequencies of ≈ 2π × 25 MHz and ≈ 2π × 11 MHz for the 493-nm and 650-nm beams

respectively. Additionally, the detunings of these beams are ≈ 2π × (−99) MHz and ≈ 2π × 29

MHz respectively. The average count rate of converted photons throughout the experiment, Rion,

measured as the sum of counts on SPAD A and B in Building B, is ≈ 400 s−1. Figure 7.2 a shows

g
(2)
ion (τ) for the resulting 780-nm photon stream6. We measure g(2)ion (0) = 0.05(8) after background

subtraction. Here, the g(2)ion dip width is set by the effective Rabi frequency (≈ 2π × 100 MHz) of

6This is measured in Building A just before sending the photons to Building B.
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a b

c

Figure 7.2: Data for stochastic photon production and interference. Second-order intensity
autocorrelation functions for the a, ion source, and b, atomic ensemble source. The oscillation
exhibited in the ion autocorrelation data is attributed to Rabi flopping of the ion. c, Normalized
coincidences for the cases where the relative polarization of the two sources at the interferometer
are parallel, n∥(τ), and perpendicular, n⊥(τ), using 1 ns bins. Lower/blue (upper/red) band
corresponds to the expected normalized coincidences when photons from the sources are
completely indistinguishable (distinguishable). For the lower/blue band expected coincidences
are entirely due to atomic-ensemble source multiphoton events, while for the upper/red band there
is an additional contribution from photon distinguishability. Bands indicate the ±1σ confidence
interval in this value due to the uncertainty in g(2)atom(0). Data shown accumulated in ≈ 30 hours.
In all cases the error bars denote statistical uncertainties. All curves shown include background
subtraction. Raw two-photon interference data, and calculation of expected coincidence bands
can be found in [50, 94].
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the driving 493-nm light, which additionally dictates the emitted photon’s bandwidth.

7.3.2 Atomic Ensemble Photon Production

To produce a stochastic photon stream from the atomic ensemble source, the probe and

control fields are tuned to their respective atomic resonances, ∆ = δ = 0, see Fig. 7.1 c. The

strong nonlinearities associated with Rydberg electromagnetically induced transparency (REIT)

ensure that only single photons propagate through the medium without large losses [162]. In

steady-state operation at a high Rydberg level, n = 120, and large optical depth, OD ≈ 30,

we observe a background subtracted g(2)atom(0) = 0.119(7), shown in Fig. 7.2 b. Our collaborators

attribute the non-zero value of g(2)atom(0) to finite probe beam size and input photon flux effects [162,

164]. The width of the g(2)atom dip is set by the REIT bandwidth [162]. However, the majority of

the photons exiting the medium have similar spectral bandwidths to the input probe field [165].

We measure an average photon count rate throughout the experiment, Ratom, of ≈ 104 s−1, with

an experimental duty cycle of 0.56, where the off time is used for reloading.

7.3.3 Results

The background-subtracted normalized coincidences for the HOM interference are shown

in Fig. 7.2 c for the cases where the relative polarization at the interferometer of the photons

from the two sources are parallel, n∥(τ), and perpendicular, n⊥(τ). The subtracted background

is predominantly due to SPAD dark counts and ambient photons. We define the visibility of the

interference:

V =
n⊥(0)− n∥(0)

n⊥(0)
(7.1)
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and observe V = 0.43(9) using 1-ns bins. For a perfect 50:50 beamsplitter two factors can

contribute to a non-unity visibility: multiphoton events from either of the sources, quantified by

g(2)(0), and distinguishability. Multiphoton events decrease the visibility by a factor

fmp =

[
1 +

rg
(2)
atom(0) + r−1g

(2)
ion (0)

2

]−1

, (7.2)

where r = Ratom/Rion. Equation 7.2 holds for the case where the photon flux is constant over

the experiment, which is a valid approximation for this data [50, 94]. Given the independently

measured g(2)(0) for the sources and ratio, r, we determine fmp = 0.41(1). The observed 0.43(9)

visibility can thus be attributed entirely to multiphoton events, and therefore is consistent with

perfect bunching of photons from the two sources. Additionally, we note that n∥(0) and n⊥(0) are

in agreement with the values expected from the measured g(2)(0)’s, shown in Fig. 7.2 c. Due to

the disparity in the spectral widths of the photons produced by the sources, the width of the HOM

dip, seen in Fig. 7.2 c, is almost entirely determined by the temporally narrower ion-produced

photon.

7.4 Interference of Photons Produced On-Demand

To be useful for quantum networking, the photons should arrive on demand in well-defined

temporal modes [166]. To this end, we investigate two-photon interference in the case where a

single photon from each source arrives at a known time relative to an experimental trigger shared

between the two buildings.
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Figure 7.3: On-demand pulse sequence and interference. a, Schematic of pulse sequence for
one period. The atomic-ensemble produced photon profile, and ion-produced photon profile at
t ≈ 4.25 µs, are measured directly. The ion-produced photon profile at t ≈ 1.75 µs is a time
shifted copy of that at t ≈ 4.25 µs to allow for easy comparison of the photon temporal shapes
from the two sources. To lessen the effects of small drifts in the relative arrival time of the
photons we offset the ion and atomic-ensemble produced photon average arrival times. b, and c,
Normalized coincidences when the photons from the two sources are temporally overlapped (non-
overlapped) shown in blue (red). Both curves represent the data after software gating, background
subtraction and using 5 ns bins. Dashed lines in b indicate the range shown in c. Theory curve
obtained taking into account the non-transform limited nature, probabilistic spectrum of the ion-
produced photon, and plausible estimates of the relative drift (2π × 10 MHz) and offset (2π ×
20 MHz) between the center frequencies of the photons from the two sources. Data presented
accumulated over ≈ 22 hours. In all cases the error bars denote statistical uncertainties. Raw
two-photon interference data, and calculation of theory curves can be found in [50, 94].
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7.4.1 Production of Ion-Photons On-Demand

We produce single photons from the ion via a modified version of the scheme discussed in

Chapter 27. First, the ion is pumped equally into each Zeeman sub-level of the D3/2 manifold

using only the 493-nm laser for 750 ns. This light is then turned off, and we wait for 60 ns to

ensure any laser scatter is not detected during the photon extraction phase. A 200-ns pulse of

650-nm light, separate from that used during Doppler cooling, is then used to excite the ion to

the P1/2 manifold, from which a 493-nm photon may be emitted immediately, or after decay to

and subsequent re-excitation from the D3/2 manifold (≈ 75% branching ratio). This excitation

light is linearly polarized and propagates along the quantization axis with a Rabi Frequency of

≈ 2π× 30 MHz and detuning of ≈ 2π × 29 MHz. The 650-nm light is turned off, and after a

short period (60 ns) with no light, the ion is Doppler cooled (for a minimum of 500 ns), until a

trigger is received from the atomic ensemble lab, and the process is repeated.

We detect a photon at the output of the HOM interferometer with a probability of ≈ 2×10−5

per attempt, and measure g(2)ion (0) = 0(1)×10−2 after background subtraction. Photons are emitted

from the ion with a nearly exponential decaying temporal profile (Figure 7.3 a), with a decay

constant (≈ 50 ns) set by the effective Rabi frequency of the 650-nm retrieval pulse. Due to the

magnetic bias field (≈ 5 G) splitting the Zeeman states in the 6S1/2 and 5D3/2 levels, combined

with the near-equal population distribution in the 5D3/2 manifold following pumping, the average

photon spectrum consists of several peaks with a center frequency determined by the detuning of

the 650-nm laser used to excite the ion from the 5D3/2-6P1/2 transition. This is summarized in

Fig. 7.4 and will serve to narrow the resulting interference dip, as will be discussed later.

7As with Chapter 6, this modified scheme is a result of not yet having the final beam delivery setup with full
polarization control discussed in Chapter 3.
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Figure 7.4: Barium Photon Frequencies Including Zeeman Splittings. In our excitation
scheme, all possible Zeeman sublevels of 5D3/2 are equally populated, and only σ excitation
transitions are used. a Possible excitation and decay paths involving the

∣∣6P1/2,m = −1/2
〉

state of 138Ba+. b, possible excitation and decay paths involving the
∣∣6P1/2,m = 1/2

〉
state of

138Ba+. c, shows the polarization and detuning of the resulting 493-nm photons relative to the
center of all possible emission frequencies.
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7.4.2 On-Demand Atomic Ensemble Photon Production

For the atomic-ensemble source, our collaborators generate on-demand photons using a

write and retrieve protocol, similar to that in [82]. Again, more details can be found in the main

publication [50]. A Rydberg collective spin wave excitation is written to the cloud using coherent

control and probe pulses, detuned far from intermediate resonance (∆ ≫ Γ, the linewidth of the

intermediate state) and close to two-photon resonance (δ = 0). Rydberg blockade during the

write process ensures that a single Rydberg spin wave excitation is stored in the medium. The

control field is tuned close to resonance and then turned on, retrieving the spin wave as a single

photon with a spatial mode similar to the input probe light. After accounting for background

coincidences, we measure g(2)atom(0) = 0(1) × 10−4, with a per-attempt detection probability ≈

3× 10−2 at the outputs of the HOM interferometer. The temporal profile of the retrieved photon

is determined by the control Rabi frequency (≈ 2π × 7 MHz), intermediate state detuning (≈

2π × 7 MHz), and optical depth (≈ 10) of the cloud [167]. Figure 7.3 a shows the temporal

profile of the atomic-ensemble produced photon, well approximated by a decaying exponential,

with a decay constant ≈ 120 ns.

7.4.3 On-Demand Synchronization

To ensure the photons arrive at the beamsplitter at the correct relative times, we operate in

a master-slave configuration with the atomic-ensemble lab, in building B, as the master and the

ion lab, in building A, as the slave. The ensemble lab (Building B) generates 1064-nm optical

pulses using an AOM with laser light. These pulses are sent over fiber to the ion lab (Building

A), where the optical pulses are converted to electronic TTL pulses, using a high bandwidth
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photodiode8, to trigger ion-photon production9. Due to drifts in the power of the 1064-nm optical

pulse, we observe small drifts (≤ 20 ns over several hours) in the ion-produced photon arrival

time relative to that generated by the atomic-ensemble. To ensure the photon profiles overlap,

even with these drifts, we offset the average arrival time of the ion produced photon ≈ +40 ns

relative to the atomic-ensemble produced photon. Calculations indicate that with this offset such

temporal drifts have negligible effect on the two-photon interference. We observed no measurable

drift between the temporally overlapped and non-overlapped photons produced by the ion, with

a temporal separation of 2.5 µs.

Along with events on SPAD A and B we additionally record timestamps for an electronic

reference, which defines an absolute time reference within the 5-µs pulse cycle, shown in Fig. 7.3 a.

This reference was provided by the same electronics that controlled the arrival time of the photons

produced by the two systems. Throughout the experiment we observed no drift between the

arrival time of the atomic-ensemble produced photon and the electronic reference.

7.4.4 Results

To measure the visibility in a single experimental run, instead of using polarization to make

the photons distinguishable, we use a procedure where the ion-produced photons alternately

arrive simultaneously on the beamsplitter with the atomic-ensemble produced photons (with

identical polarization), interleaved with pulses when their arrival times are not overlapped, depicted

in Fig. 7.3 a10. We use coincidences across several shifted arrival times to correspond to our

8ThorLabs PDA05CF2
9In particular, this triggers the PulseBlaster discussed in Chapter 3.

10In other words, we purposefully make the photons orthogonal in their spatio-temporal wavefunctions [116]
rather than in polarization.
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orthogonal mode reference, to reduce statistical noise11. Our experimental sequence consists

of requesting photons from the atomic ensemble at a rate of 200 kHz, while the ion produces

photons at 400 kHz, triggered via the aforementioned 1064-nm synchronization pulse between

the buildings. We operate at an experimental duty cycle of 0.6, with the non data-taking time

required to reload the atomic ensemble.

To mitigate noise effects, predominantly due to detector dark counts and ambient photons,

we software gate SPAD A using a 120-ns time window containing ≈ 80% of the ion-produced

photon temporal profile. With this gating, we count the coincidences in detection events between

SPAD A and B. Figure 7.3 b and c show the resulting data for 5 ns bins after subtraction of

background coincidences and software gating. Using Eqn. 7.1, where n∥ and n⊥ correspond to

the temporally overlapped and non-overlapped coincidences respectively, we calculate a visibility

of 1.1(2), indicating perfect two-photon interference.

The observed width of the interference dip is narrower than expected when only considering

the temporal profile of the photons [116]. The causes of this include:

• Decay from the 6P1/2 manifold to the 5D3/2 manifold and subsequent re-excitation during

the extraction phase destroys the transform limitedness12 of the ion-produced photons.

• Experimental uncertainties in the detunings of the 493-nm and 650-nm laser frequencies

from their corresponding resonance frequencies causes uncertainties in ∆ω.

• Drift on the ion laser locks produces a corresponding drift in ∆ω.

• As discussed, the scheme used to pump the ion into the 5D3/2 manifold, as well as Zeeman

11See [50, 94] for more details.
12This complicates determining the frequency spectrum of the resulting photon.
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splitting, causes the ion to emit photons at multiple frequencies.

However, accounting for the multiple peaks in the ion-produced photon spectra, reasonable

laser-frequency drifts and average center-frequency differences of the two photons, we obtain

agreement between theory and experiment, seen in Fig. 7.3b and c. Further calculations and

details on how these various phenomenon affect the interference dip, can be found in our publication [50]

and in the thesis of Sandy Craddock [94], who calculated the theory curve presented in Fig. 7.3

as well as performed the processing of the interference data.

7.5 Projected Hybrid Entanglement Rates and Fidelities

Bin Size Projected Expected Entanglement Rate Projected Entanglement
Fidelity With Current Setup (s−1) With Experimental Upgrades (s−1)

5 ns 1.0 ± 0.1 5.1×10−4 3.1×10−2

10 ns 0.93 ± 0.06 1.2×10−3 7.5×10−2

15 ns 0.72 ± 0.06 1.8×10−3 1.1×10−1

Table 7.1: Fidelities and entanglement rates for different bin sizes. The bin size of 5 ns
corresponds to that of the results presented in Fig. 7.3 b-c. Additionally, projections are shown
for improvements in DFG conversion efficiency, photon collection, and optical losses.

We can use the two-photon interference to project entanglement rates and fidelities in a

potential ion-neutral atomic ensemble hybrid quantum network. To calculate prospective entanglement

rates, we take the total number of background-subtracted coincidences (≈ 40 for 5-ns bins)

at τ = 0 for the non-overlapped on-demand case, divided by the total experimental run time

(≈ 22 hours). Using the entanglement swapping scheme described in Sec. 2.4.2 we would

reduce our entanglement rates by a factor of two, as only half of the possible Bell states can

be heralded. However, in our experiment, only half of the ion-produced photons were used due

to polarization filtering. By using all of the photons collected from the ion, this factor of two
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can be recovered. With this scheme, the resulting state fidelity, assuming perfect photon-matter

entanglement and polarization discrimination, can be related to the visibility of the two-photon

interference F = (1+V )/2, as is derived in Sec. 2.4.4. For the 5-ns bins in Fig. 7.3 c, we project

F ≈ 1.

Table 7.1 gives fidelities and the expected entanglement rates achievable with our current

experimental configuration using various bin sizes for our coincidence measurements. These

calculations assume negligible detector dark counts, achievable with commercially-available detectors

and through improved shielding of the detectors from ambient photon sources. As can be seen,

one must trade off bin size (entanglement rate) for fidelity. This trade off can be reduced through

widening of the interference dip by correcting the aforementioned factors leading to narrowing

of this dip13. The final column of Table 7.1 shows our projections for entanglement rates given

improvements in difference frequency generation (DFG) efficiency (10% → 30% [32, 34]),

ion-produced photon collection efficiency (using 0.6 NA lens with 70% fiber coupling [168]

as opposed to 0.4 NA lens with 35% coupling efficiency) improvements in single photon detector

efficiency (70% → 90% at 780-nm, achievable with commercially-available superconducting-

nanowire single-photon detectors), removal of fiber butt coupling losses (factor of 1.4), and

reduction of losses in the optics in the DFG filtering stage (factor of 1.5).

7.6 Summary

In conclusion, we have demonstrated high-visibility quantum interference between photons

produced by an ion and atomic-ensemble in both the stochastic and on-demand regime. With the

13At the time of writing this thesis ≈ 3 years after collecting this data, we have likely solved the majority of these
problems.
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demonstrated width of the interference dip, we project that entanglement rates of ≈ 2 hour−1 are

achievable with F ≈ 1. With 10-ns bins we estimate an entanglement rate of ≈ 4 hour−1 with

F ≈ 0.9, still well above the classical limit. Such entanglement rates are comparable with the first

experiments using similar schemes with homogeneous matter qubits [66,169]. Furthermore, with

practical experimental upgrades, predominantly improving the ion produced photon collection,

DFG conversion efficiency and reducing optical losses through various elements, this can be

increased to several entanglement events per minute, making further investigations into a hybrid

ion-atomic ensemble quantum network practical.
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Chapter 8: Quadrupole Tranisition in 138Ba+

8.1 Overview and Motivation

Lacking the hyperfine structure used for state detection for qubits such as 171Yb+, deterministic

state detection of the ground state Zeeman qubit in 138Ba+, denoted by |0⟩ and |1⟩ in Fig. 8.1, is

not possible using any of the available closed cycling dipole transitions (such as those provided by

the Doppler cooling beams at 493 nm and 650 nm). Though it is possible to perform probabilistic

state readout using these transitions [64], a deterministic method is preferable as it greatly reduces

the number of repetitions required when running experiments [65]. This chapter will focus on

work done to address the S1/2 ↔ D5/2 quadrupole transitions near 1762 nm in 138Ba+ in order to

perform the deterministic state detection important for the experiments performed in Chapters 9-

10.

The basic idea behind our state detection procedure using the S1/2 ↔ D5/2 quadrupole

transition is summarized in Fig. 8.1. Light near 1762 nm is used to selectively shelve the |0⟩ state

to the long lived (> 30s) D5/2 manifold, with the |1⟩ state being unaffected (Fig. 8.1 a), owing to

the extremely narrow (≈ mHz) linewidth of this transition. If shelved, the ion will not fluoresce,

such that Doppler cooling light can be used to indicate which qubit state was populated before

the shelving occurred (Fig. 8.1 b).

This chapter begins with a descriptions of how we calibrate our state detection via reading
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Figure 8.1: State Detection via the Quadrupole Transition. One of the ground qubit states is
shelved to the D5/2 manifold using light near 1762 nm. The shelved state will not emit 493-nm
photons when illuminated with the 493 nm and 650 nm Doppler cooling beams, enabling high-
fidelity deterministic state detection.

ion fluorescence on our PMT, discussed in Sec. 8.2, and of how we initially align the 1762-nm

and 614-nm beams needed to shelve and remove (or “de-shelve”) the ion to and from the D5/2

manifold, discussed in Sec. 8.3. Spectroscopy data of the transitions used to shelve the ion are

discussed in Sec. 8.4. The shelving itself, via a Rabi π-pulse, is discussed in Sec. 8.6.

In addition to being useful for state detection, we can also use this transition to make

measurements of our optical pumping efficiency into a selected Zeeman qubit state, as well as

make measurements of the temperature of the ion. We will briefly explore these topics in Sections

8.5 and 8.7 respectively and discuss their effects on the fidelity of state detection.

8.2 State Detection Histogramming

To verify that we have shelved the ion, we will perform state detection by applying our

typical Doppler cooling 493-nm and 650-nm beams. If we have properly shelved the ion into the

D5/2 manifold, it will be unaffected by these beams and will not fluoresce, such that we will not

detect any photons on our PMT (Fig. 8.1). We denote this state as “dark”. Otherwise the state
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will be “bright”.

Due to both counting statistics and the presence of background photons, we need to discriminate

between how many photon clicks on our PMT, in a specified time window, indicate a bright state

vs how many indicate a dark state. To determine this discriminator, the ion is first viewed on

our camera, and we use an iris in this path to reduce background noise (see Chapter 3 for more

details). We can then use a flipper mirror to direct this light to our state detection PMT. We

measure the distribution1 of photon counts corresponding to a bright state (blue in Fig. 8.2 (a)) by

Doppler cooling the ion for the detection window and counting photon events on the PMT. In a

similar manner, we determine the dark state distribution (orange in Fig. 8.2 (a)) by repeating this

measurement after moving the ion out of the iris aperture by adjusting our trap electrode voltages.

This simulates the ion being shelved into the D5/2 manifold. Given the long > 30 s lifetime of

this dark state, and the fact that our state detection here is on the order of a few milliseconds (1

ms in Fig. 8.2), this is an extremely good approximation of the number of photons expected to be

detected when the ion is successfully shelved.

The vertical red line at a count value of 9 in Fig. 8.2 indicates the value used to discriminate

between bright and dark states (for this particular calibration run). This value is chosen to

minimize the state detection error, given by the total number of events (both bright and dark)

on the “wrong” side of the discriminator divided by the total number of events, and shown in

Fig. 8.2 (b). Error values vary slightly from experiment to experiment, depending on the amount

of background noise in the lab (room lights on vs off, laser beam alignment to trap) and on the

brightness of the ion, which varies slightly due to drifts in laser locking, or due to our chosen laser

1We expect the number of photons detected in this window to follow a Poissonian distribution based around the
average number of photons expected.
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Figure 8.2: Typical Bright State/Dark State Histograms. (a) A bright state/dark state
(blue/orange) histogram for our typical noise and Doppler cooling parameters and a 1 ms
detection time. (b) State detection discrimination error as a function of discriminator for the
data shown in (a). The red vertical line in both plots denotes the optimal discriminator value.

cooling parameters for a typical experiment. In most cases, state discrimination can be improved

by longer PMT exposure times, at the cost of increased experimental run time. For the majority

of our experiments, the state detection loop is by far the longest step ( 1-3 ms).

8.3 Initial Spatial Alignment and Frequency Tuning: Quantum Jumps

The alignment direction of our 1762-nm quadrupole addressing beam is described in Chapter 3.

The initial process of alignment however, can be difficult, due to the fact that the 1762-nm beam

is invisible, and because of the need to focus the beam along the axis of the trap, with the least

amount of optical access. To achieve coarse spatial alignment to the ions, we use a visible guide

beam that is spatially overlapped with the 1762-nm beam. For convenience and as discussed in

Chapter 3, this guide beam is the 614-nm beam that will be used to de-shelve the ion from the

D5/2 manifold after state detection.

We initially collimate both beams through the trap, using the shadow of the trap in the 614-

nm beam to center both beams along the trap axis. We then add in a focusing lens and repeat this
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Figure 8.3: Quantum Jumps. Screenshot of live ion-fluorescence measurements (old control
system). With the 1762-nm laser coarsely aligned to the ion and unlocked (but tuned somewhere
near resonance), ion fluorescence is measured with a PMT. The ion periodically goes dark for
some time, before going bright again. Improving alignment increases the frequency of the jumps
between bright and dark (right side of figure).

procedure, aligning the 614-nm beam such that we get maximum transmission out of the other

side of the vacuum chamber, while again using the shadow of the trap to verify we are between

all four blades. This focusing lens is optimized for the 1762-nm beam focus and does not focus

the 614-nm beam anywhere near the ion. We make this choice to maximize the Rabi frequency

of the 1762-nm beam, as we have plenty of 614-nm power to spare if needed2.

With this coarse alignment, it is possible to see interactions between the 1762-nm light and

a trapped Ba+ ion3. With around 5 mW of 1762-nm light roughly aligned to the trap, and without

the laser locked to our ULE cavity system (free running fast linewidth ≈100 kHz), we were able

to observe “quantum jumps” [170], where the ion flourescence is suddenly quenched due to the

ion being shelved into the D5/2 manifold and out of the Doppler cooling cycle. Experimentally,

2We have up to about 1 mW available at the trap, though we typically use on the order of 100s of µW
3In fact it is possible to see this with collimated 1762-nm light
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when viewing the ion on a camera and with our doppler cooling beams incident on the ion, we

find that as we coarsely scan the 1762-nm laser frequency near where we expect resonance4 to

be [171,172], the ion will periodically disappear on the camera, going “dark” for a moment before

going “bright” again on the camera. Both the frequency and the alignment of the 1762-nm beam

can increase the frequency of this shuttering between bright and dark. We find that using this

method we can get the laser within 10s of MHz of the center of all of the possible S1/2 ↔ D5/2

quadrupole transitions. To coarsely align the 1762-nm beam to the ion spatially, we view these

quantum jumps on our PMT, as shown in Fig. 8.3. Improved alignment of the beam increases the

frequency of these jumps in fluorescence. Fig. 8.3 shows improved alignment moving from the

left to the right, as the frequency of jumps increases dramatically.

In addition to coarsely aligning and tuning the frequency of the 1762-nm laser, we need to

be confident in our 614-nm laser’s ability to de-shelve the ion from the D5/2 manifold. We can

begin this (coarse) alignment by first inducing quantum jumps with the 1762-nm laser, followed

by turning on and aligning the 614-nm light to completely quench these jumps, bringing the ion

back to full brightness. Finer alignment is then performed by repeating the following sequence

in an automated fashion:

1. Begin with the 614-nm laser off and the 1762-nm laser on.

2. Repeatedly perform bright/dark state detection, waiting for the ion to go dark.

3. When the ion goes dark, turn off the 1762-nm light and turn on a 614-nm pulse for a set

time, power, and at a set frequency.

4. Measure and record if the ion is bright or dark.
4As viewed on our Bristol wavemeter discussed in Chapter 3
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Figure 8.4: 614 Frequency Calibration. The de-shelving efficiency of the 614-nm laser is used
to tune the laser near resonance. Multiple scans at different frequencies are used to maximize the
de-shelving efficiency. The presented scans are before optimization of optical alignment, with
100 runs per data point. Error bars are statistical.

5. Repeat 100s of times before scanning either the 614-nm pulse length or frequency.

The result of scanning the de-shelve time for various 614-nm lock frequencies is shown in

Fig. 8.4. We use this procedure to tune the 614-nm laser system closer to ion resonance and to

determine how long we need to pulse the beam to guarantee that the ion is de-shelved after an

experimental run.

The 614-nm beam alignment may also be improved by repeating one of these experiments

at a set frequency and de-shelve time whilst actively aligning the beams to increase the de-

shelve efficiency. Once this efficiency approaches unity, we reduce the de-shelve time and repeat

physically aligning the beam. After this procedure, we typically set the de-shelve time to be much

longer (100 us - 1 ms) than is necessary (a few us when very well aligned) to allow for some drift
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in 614-nm beam alignment5. This allows us to be extremely confident that between experimental

runs, the ion is de-shelved.

8.4 Quadrupole Transition Spectroscopy

The procedure for performing spectroscopy on the 1762 nm S1/2 ↔ D5/2 transition is as

follows:

1. Prepare the ion into both of or one of the S1/2 ground states using all polarizations of 650-

nm light and, if preparing into a particular m-level of the S1/2 manifold, 493-nm sigma

light (5-50 µs).

2. Attempt to shelve the ion to the D5/2 manifold using the 1762-nm laser for a chosen

shelving time and frequency.

3. State Detect (≈ 1− 2 ms depending on 493-nm and 650-nm laser power and frequencies).

4. Doppler cool the ion (≈ 1− 2 ms). The de-shelving 614-nm laser is on for this step.

5. Repeat N times for each 1762-nm laser frequency step.

The corresponding laser pulse sequence is shown in Fig. 8.5. For spectroscopy, the 1762-nm

pulse length is kept constant, and the frequency of the beam is changed at each step.

Fig 8.6 shows a result of one such spectroscopy scan, with the 1762-nm beam polarization

set at ≈ 60◦ to the plane of incidence between the B-field and 1762-nm beam path. This scan was

performed with 20 kHz frequency steps and a pulse length of 13 µs for the 1762-nm light, with

5This beam is also sometimes misaligned as we improve the 1762 nm alignment using optics common to both
beam paths.

183



state 

preperation

1 ms

493 nm π  

493 nm   

cooling

614 nm  

1762 nm  

650 nm

1762 nm

shelving
state

detection

1-2 ms1-1000 us~5-50 us

Figure 8.5: Pulse sequence for addressing the 1762-nm quadrupole transitions. When
performing spectroscopy, the frequency of the 1762-nm beam is scanned, and the pulse length
kept constant. For Rabi oscillations, the 1762-nm beam frequency is held constant and the pulse
length is instead varied.

Figure 8.6: Quadrupole Transition Spectroscopy Scan Before Optimization. The 1762-nm
laser frequency is scanned across the quadrupole transition. Scans are performed as a series
of smaller 2 MHz AOM frequency steps, followed by a shift in laser lock frequency relative
to the cavity by changing the frequency of the EOM used in locking, before the next AOM
frequency scan. Transitions are labeled with the starting S-state Zeeman sub-level on the left and
the resulting D-state Zeeman sub-level on the right. Labels are color coded by S-state Zeeman
sub-level. Due to the polarization angle of the 1762-nm beam (≈ 60◦) relative to the quantization
axes, combined with random state preparation into the S-manifold, all 10 transitions are visible.
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Figure 8.7: Coupling Strength of Quadrupole Transitions as a Function of Beam
Polarization. Effect of beam polarization (relative to the plane of incidence with the quantization
axis) on the relative Rabi frequencies of different transitions with the 1762 nm beam at an angle
of 45◦ relative to the quantization axis. The theory used to produce these curves can be found
in [102].

100 runs at each step, and without preparation into a particular ground state Zeeman sub-level

(493-nm sigma beam OFF). Frequencies were recorded relative to an arbitrary zero point set near

the highest frequency transition. All 10 possible quadrupole transitions are visible and labeled in

this scan.

To maximize our shelving efficiency (and state detection fidelity) in our experiments, we

use one of the ∆m = 0 transitions, as these are least sensitive to any magnetic field noise on the

ion [102]. We can increase our Rabi frequency to drive this transition by rotating the 1762-nm

beam polarization to be roughly aligned parallel to the plane of incidence between this beam and

the quantization axis defined by our applied magnetic field, as shown in Fig. 8.7. Fig. 8.8 shows

a full spectroscopy scan across the quadrupole transitions after roughly optimizing this angle and

including optical pumping into the m = −1/2 ground state before shelving (see Sec. 8.5). Here,
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Figure 8.8: Roughly Optimized Quadrupole Transition Spectroscopy. After polarization and
state-preparation optimization, the 1762-nm laser frequency is scanned across the quadrupole
transitions. Only transitions involving the

∣∣6S1/2,mj = −1/2
〉

ground state are readily visible,
and the ∆mj = 0 transition strength is improved. Axial sidebands are visible for this transition.

we use 20 kHz frequency steps and set the 1762-nm pulse length to 8µs, and perform 500 runs

at each step. With this configuration, only transitions involving the m = −1/2 ground state are

easily visible, and the ∆m = 0 transition Rabi frequency is increased. One of the ∆m = ±1

transitions is still somewhat visible, indicative of some remaining polarization misalignment.

A zoom in on the
∣∣6S1/2,mj = −1/2

〉
↔
∣∣5D5/2,mj = −1/2

〉
transition is shown in

Fig. 8.9. This scan was performed with a frequency step size of 10 kHz, and with the 1762-

nm pulse length set to just below the duration of a π-pulse. Both axial-motional sidebands are

visible in this scan, located approximately 476 kHz from the central peak. We scan across this

transition, including the motional sidebands, (almost) daily to track both the transition frequency

and to provide a measure of the ion temperature, as will be discussed below. The drift in

transition frequency, as measured by the relative laser frequency needed to drive the transition,

is shown in Fig 8.10. A linear fit to the data suggests a drift in this frequency of ≈ 3.7 kHz/day.
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Figure 8.9: Zoom in on ∆mj = 0 transition. The 1762-nm laser is scanned across the∣∣6S1/2,mj = −1/2
〉

↔
∣∣5D5/2,mj = −1/2

〉
transition with a step size of 10 kHz. Axial

motional sidebands are visible ≈ 476 kHz away from the carrier. Additional ”peaks” near the
power-broadened carrier are due to off resonant coherent excitation, visible with the strong drive.

Corresponding measurements of the ground state RF transition frequency (Chapter 9) suggest

that this drift is not related to any slow changing magnetic field on the ion. Therefore this drift

is believed to be caused either by a drift in resonance frequency of the 1762-nm laser’s ULE

locking cavity6 or by a drift in the frequency source driving the EOM required to lock the laser

(Chapter 3).

8.5 S-State Optical Pumping Efficiency

The remainder of this chapter will discuss using the D5/2 quadrupole transition for state-

selective shelving, ion-temperature measurements, and for the measurement of magnetic field

noise present at the location of the ion. Each of these measurements will be limited by the ability

6According to the manufacturer, Stable Laser Systems, drifts of up to 10 kHz/day can be expected.
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Figure 8.10: Quadrupole Transition Frequency Drifts. AOM frequency offset corresponding
to resonance with the

∣∣6S1/2,mj = −1/2
〉
↔
∣∣5D5/2,mj = −1/2

〉
transition, measured over

time. Scatter in the data points is caused by only taking the highest data point in a spectroscopy
scan, rather than fitting to each peak (to save computational time). The fitted line suggests a
frequency drift of 3.7 kHz/day.

of our system to pump the ion into a particular Zeeman sublevel of the S1/2 manifold. This

ability depends on both the alignment of our σ-polarized 493-nm beam along the quantization

axis defined by our magnetic field and on the purity of this beam’s circular polarization. As

discussed in Chapter 3, this beam shares its optical path with both σ-polarized 650-nm beams,

and uses the same final quarter and half waveplates. Although these waveplates are roughly

achromatic, they are optimized for the 650-nm beams, as these are critical for both efficient and

high-fidelity photon production (Chapter 2). Therefore, by definition, these waveplates will not

be in the optimal position for optical pumping into a particular Zeeman ground state7.

To know what effect this has on the calibration of any of the following 1762-nm calibration

measurements, we first need to measure this optical pumping efficiency. We perform a series

7though they should be pretty close
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of consecutive spectroscopy measurements of both ∆mj = 0 quadrupole transitions under the

same laboratory conditions, following a procedure similar to [173]. Figure 8.11 shows the result

of such successive measurements for two different settings of the achromatic quarter waveplate

in the σ-beam path. Here, we are careful to use the same power8 for each measurement, such

that each transition is driven with the same Rabi frequency. The length of the shelving pulse is

also kept constant between both scans, set slightly below what is needed to drive a π-pulse. The

populations, p±1/2, of the Zeeman sublevels,
∣∣6S1/2,mj = ±1/2

〉
are then given by

p±1/2 =
A±

A+ + A−
, (8.1)

where A± represents the amplitude of the spectroscopy peak for the
∣∣6S1/2,mj = ±1/2

〉
↔∣∣5D5/2,mj = ±1/2

〉
transitions. Using equation 8.1, and the data shown in Figure 8.11, we

calculate optical pumping efficiencies into
∣∣6S1/2,mj = −1/2

〉
of 0.65 ± 0.02 and 0.96 ± 0.02

before and after optimizing the quarter waveplate angle. This sets a bound of 0.96 for the

maximum population shelved by our 1762-nm laser in when using S-state pumping, but this

is not necessarily the maximum shelving efficiency when considering state detection for the ion-

photon entanglement experiments discussed in the next chapter, which uses the pulse sequence

discussed in Sec. 2.3.4.

8.6 Rabi Flopping

With the 1762-nm laser tuned to resonance with the
∣∣6S1/2,mj = −1/2

〉
↔
∣∣5D5/2,mj = −1/2

〉
transition, we can perform state-selective shelving by driving Rabi Oscillations. We drive these

8This is achieved by using the same AOM drive frequency to turn on the 1762 nm pulse - the frequency of the
light is instead altered by changing the EOM frequency drive used to lock the laser discussed in Chapter 3.
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Figure 8.11: S-State Optical Pumping Efficiency Scans. Spectroscopy scans across both
∆mj = 0 quadrupole transitions. Blue(red) data correspond to data before(after) optimization
of pumping efficiency via sigma beam quarter waveplate angle. a) Full scan. b) Zoom
in on the

∣∣6S1/2,mj = −1/2
〉

↔
∣∣5D5/2,mj = −1/2

〉
transition. c) Zoom in on the∣∣6S1/2,mj = +1/2

〉
↔
∣∣5D5/2,mj = +1/2

〉
transition.

oscillations in a similar fashion to the transition spectroscopy described above, but with the AOM

frequency fixed and the shelve time varied (Fig. 8.5). Fig. 8.12 shows these oscillations on

this transition, with optimal s-state preparation and with the 1762-nm laser polarization set to be

parallel to the plane of incidence between it and the magnetic field present at the ion. For this

scan, the 1762-nm laser power is set to 10 mW, and the beam alignment has been improved to

maximize Rabi frequency via repeated Rabi scans followed by beam adjustment. We measure a

Rabi frequency of 57.6 kHz, limited by the beam geometry discussed in Chapter 3. Nevertheless,

the corresponding π-time of around 10 µs is fast enough to not greatly impact the speed of state

detection, which takes on the order of a few milliseconds.

8.7 Ion Temperature Measurements

In addition to state selective shelving, we can use the S1/2 ↔ D5/2 quadrupole transition to

make measurements of the average temperature of the ion’s motional modes. This temperature
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Figure 8.12: Rabi Flopping on the 1762-nm Quadrupole Transition. The 1762-nm laser
frequency is set to be resonant with the

∣∣6S1/2,mj = −1/2
〉
↔
∣∣5D5/2,mj = −1/2

〉
transition.

The displayed fit using Eqn. 8.7 suggests a Rabi frequency of 57.57 ± 0.04 kHz and an average
ion temperature of 53± 0.9 motional quanta in the axial mode.

also limits the number of coherent operations that can be performed with the 1762-nm laser. We

measure this temperature via two different methods.

We first use the spectroscopic data from Fig 8.9 to measure the relative amplitudes of the

motional sidebands with respect to the carrier. These amplitudes, for a given pulse duration, are

determined solely by their Rabi frequencies. The Rabi frequency of a carrier transition, with the

ion in motional level n, can be estimated as [67, 100]

Ωn,n ≈ Ω0

(
1−

(
n+

1

2

)
η2 +

(
1

4
n2 +

3

4
n+

1

8

)
η4
)
, (8.2)

where η is the Lamb-Dicke parameter, defined in terms of the wave number of the incident light,
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k, the ion mass, m, and the secular frequency, ω, as

η = k

√
ℏ

2mω
. (8.3)

The Rabi frequency of the blue sideband connecting motional state n to state n+1 can also

be estimated as [67]

Ωn,n+1 ≈ Ω0η
√
n+ 1

(
1− 1

2
(n+ 1) η2

)
. (8.4)

We can then write an expression for the ratio of the Rabi frequency of the blue sideband to the

carrier to third order in η9

Ωn,n+1

Ωn,n

≈ η
√
n+ 1

(
1 + nη2/2

)
. (8.5)

In reality, the ion is not in a precise motional state, and its motion should be described as

a thermal distribution of the possible motional levels. Nevertheless, as in [67], we can make an

estimate of the average number of motional quanta, n̄ by setting n = n̄ in Eqn. 8.5. With the

axial side bands seen at 476 kHz in Fig. 8.9, we calculate η ≈ 0.031 using Eqn. 8.3. Also from

this figure, we can read off the amplitudes of the carrier, AC , and blue sideband, ABSB, as 0.92

and 0.10, respectively. Their Rabi frequencies can then be estimated as

ΩC,BSB = arcsin

(√
AC,BSB/E

)
, (8.6)

where E is the optical pumping efficiency of the 1762 beam, including imperfect state preparation,

and ΩC(ΩBSB) is the Rabi frequency for the carrier (blue-sideband). Using E = 0.96, and

9Using the approximation 1/(1− x) ≈ 1 + x where x = 1− (n+ 1
2 )η

2.
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Eqns. 8.6 and 8.5 we can calculate ΩBSB

ΩC
≈ 0.24, which results in n̄ ≈ 55. This corresponds to

an axial ion temperature of T ≈ 1.3 mK.

The Rabi oscillations shown in Fig. 8.12 decay in amplitude as a result of coupling to the

ion’s secular motion. This effect can itself be used to measure the temperature of the ion. With

the ion in a thermal distribution of different n levels, the measured Rabi oscillation data is an

incoherent sum of many oscillations at slightly different frequencies, weighted by the population

in each particular n level. We can therefore use this data as a measure of ion temperature.

The overall shelved population as a function of the shelving pulse length can be written

as [67]

PD5/2
=

1

2

(
1−

∞∑
n=1

pn cos(Ωn,nt)

)
, (8.7)

where the pn terms represent the probability of the ion being in motional state n. Assuming a

thermal distribution,

pn =
n̄n

(n̄+ 1)n+1
. (8.8)

By using equation 8.7, we can fit to the Rabi oscillation data shown in Fig. 8.12, after

correcting for the imperfect S-state optical pumping efficiency described above. Using 1000

terms in the sum of Eqn. 8.7, and fitting for both the Rabi frequency and the average energy

level for axial-motion of the ion, we measure n̄ = 53± 1, corresponding to an ion temperature of

1.21±0.03 mK, and in agreement with the coarse measurements made above using the amplitude

of the motional sidebands.

The temperature of the ion, as measured via the methods discussed above can vary depending

on the power and frequency settings of the 493-nm and 650-nm beams. The temperature demonstrated

above was found by iteratively tuning the frequencies and powers of these beams to reduce
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Figure 8.13: Shelving Efficiency as a Function of Ion Temperature. The maximum shelving
efficiency achievable when limited solely by ion temperature, calculated using the first 5000
terms in Eq. 8.7, and assuming a thermal distribution of motional quanta around an average.
a) Shelving efficiency for average ion motional quanta ranging from 0 to 200. The vertical red
line corresponds to the minimum ion temperature measured in our lab given our Doppler cooling
parameters. b) Efficiency for average motional quanta ranging from 0 to 1000.

this temperature, whilst still leaving the ion flourescence bright enough to make state detection

measurements on the order of 1-2 ms. The lasers, being locked only via a wavemeter that

experiences daily drifts in accuracy on the order of 10 MHz, experience some drift in frequency

throughout the day. The ion-temperature is therefore measured using the Rabi oscillation method

before any experimental runs to account for these drifts, which can quickly be corrected by small

adjustments to the laser frequencies and powers.

The incoherence due to ion temperature also sets a theoretical limit on the fidelity of the

shelving pulse, which is given by the amplitude of the first Rabi oscillation as described by

equation 8.7, assuming perfect state preparation. Fig. 8.13 shows this shelving fidelity as a

function of n̄, calculated using 5000 terms for the sum in Eqn. 8.7. For n̄ = 53, we see that

our shelving fidelity is limited to ≈ 0.994. A higher ion temperature of n̄ = 100 would limit this

fidelity to ≈ 0.982.

Improvements could be made to our experimental setup to further reduce ion temperature.

This could be achieved, for instance, via sideband cooling on the motional sidebands of the
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∆mj = 2 quadrupole transition [102], but would require a wider bandwidth 1762-nm AOM

than we currently have available, which would additionally need to be setup in a double-pass

configuration, costing us laser power. Another possible method is EIT-cooling [64, 172, 174],

which could in theory be implemented with our current experimental setup. Finally, changing the

1762-nm beam direction to address the radial modes of the ion rather than the axial modes would,

for the same ion temperature, result in a lower n̄ and therefore increase the fidelity of the 1762-nm

operations. Such a geometry is not possible in our setup however, with the relevant ion-chamber

windows not properly coated for 1762-nm transmission in these directions (Chapter 3).

For now, these improvements have not been investigated, as a shelving error of ≈ 6×10−310

is sufficient for the work presented in this thesis, with other errors expected to dominate ion-

photon entanglement infidelities. Such improvements become important once other sources of

infidelities are reduced, or if one wishes to perform qubit operations using the optical qubit.

Using the ∆mj = 0 optical qubit, for instance, has the advantage of being less sensitive to

magnetic fields than the Zeeman ground state-qubit. One can also imagine swapping ion-photon

entanglement with the ground-state Zeeman qubit onto optical clock qubits for producing an

atomic clock quantum sensor network.

10In Chapter 10, we operate at a slightly higher temperature, n̄ ≈ 80.
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Chapter 9: Ground State Zeeman Qubit in 138Ba+

9.1 Introduction

Using the state detection described in Chapter 8, we have the ability to measure the effect of

any manipulations we make on the S-State state Zeeman qubit, defined as |0⟩ =
∣∣6S1/2,mj = −1/2

〉
and |1⟩ =

∣∣6S1/2,mj = +1/2
〉
. In this chapter, I will describe how we address this qubit and

perform the operations crucial for the interrogation of ion-photon entanglement discussed in

the following chapter. Additionally, I will demonstrate measurements of qubit decoherence and

resonance frequency instability, due primarily to magnetic field noise, which can have a negative

impact on the measured ion-photon entanglement fidelity measured in Chapter 10.

9.2 Addressing the Qubit - RF Antenna Design

One commonly used method to address qubits in trapped ions involves driving Raman

transitions [27, 64, 104, 172], using a pair of optical beams (typically at 532 nm for Ba+) with a

relative detuning equal to the qubit splitting. One main advantage of the Raman method is that the

same lasers, with different detunings, can also be used to address the motion of the ion, allowing

for ion-ion entangling gates to be driven via the Molmer-Soresen interaction [27, 175]. As our

lab has primarily been concerned with single ion/single photon experiments, and due to the fact
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Figure 9.1: RF Antenna Design. (a) Circuit design for the antennas used to drive the radio-
frequency ground state qubit in 138Ba+. Two tunable capacitors (65-320 pF) allow for a resonant
circuit that is impedance matched at the qubit’s resonance frequency. Input couplers (20 dB),
assist in tuning the circuit onto resonance via monitoring the reflection of a frequency sweep
signal off of the circuit. These couplers are also used for monitoring the circuit during operations.
(b) A loop antenna is placed ≈ 70mm away from the ion, oriented with the axis of the trap to
drive qubit transitions. This is the antenna used for the ion-photon entanglement experiments
described later in this thesis.

that there are other types of ion-ion gates we can potentially drive with other lasers in the lab

(utilizing the quadrupole transition optical qubit [176–178]), we do not use this method. Instead,

we opt to drive our Zeeman qubit directly with radio frequency (RF) radiation via a home-built

RF antenna1.

The RF antenna design Fig. 9.1 a. consists of a single loop of wire (18 gauge), connected

in series with a capacitor, c1 to form a resonant LC circuit. This capacitor is tunable to give us

a better chance of matching the circuit frequency resonance with the ion. An additional tunable

capacitor, c2 is put in parallel with the LC circuit to allow for impedance matching to 50 Ω. The

final antenna designs used tunable capacitors ranging from 65-320 pF.

Two different antennas at two separate positions were constructed to address the qubit. The

first was placed just outside one of the horizontal viewports of the vacuum chamber, as shown in

Fig. 9.1 b., with its center axis roughly oriented along the axis of the axis of the trap, and located

1This also has the benefit of being much cheaper then using a laser.
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approximately 70 mm from the ion. The second antenna, in an attempt to provide a higher Rabi

frequency, was placed just outside of the 0.6 NA photon collection window, approximately 20

mm from the ion, with its center axis perpendicular to this window. To optimize the amplitude

of the field on the ion given the antenna geometry, wire loop diameters of ≈ 3 inches and ≈ 2

inches were used for the first and second antennas, respectively.

It turns out to be surprisingly difficult to construct an antenna-circuit combination resonant

with the exact target frequency2. The addition of any parasitic capacitance on the order of 10s

of pF can significantly lower the resonance of the circuit. Any unintentional mutual inductance

with other components around the ion chamber can also change the circuit’s resonance frequency.

Therefore, the antenna circuits, in particular the gauge of the wire used in the loops as well as the

number of total wire loops, were iteratively altered to properly operate near ion resonance.

Using the quadrupole spectroscopy scans shown in Chapter 8, we are able to precisely

predict the required RF frequency. To precisely tune in the antenna resonance before attempting

to interrogate the ion, frequency sweeps were applied (using a spectrum analyzer3) to the antenna

circuits as a whole, and reflections off of the circuit as a function of frequency were measured on

a spectrum analyzer via a 20 dB input pickoff4. The two tunable capacitors, c1 and c2 were then

adjusted to minimize the reflections5 off of the antenna at ion resonance.

The drive signal for the antenna is provided via the same frequency synthesizer6 use to

provide drive signals for our laser AOMs described in Chapter 3. The output of this synthesizer

2At least with the loop geometry used here.
3Rigol DSA815
4Minicircuits ZDC-20-3
5To protect control electronics from high power reflections of RF, the circuit should be re-tuned with the

capacitors when moving the RF on the order of ≈100 kHz.
6Analog Devices AD9910 DDS
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is sent through a 2 W amplifier 7, with the amplified signal sent to the antenna circuit. A TTL-

controlled RF switch is used to pulse on and off the RF signal, and to ensure no undesired drive

of the ion occurs. To protect equipment, a pair of 20 dB input pickoffs are used to monitor both

the total input power and any reflections off of the antenna circuit.

9.3 Driving the Transition

Figure 9.2: Pulse Sequence for Addressing RF Qubit Transitions. The ion is first prepared into
|0⟩ =

∣∣6S1/2,mj = −1/2
〉
. Qubit rotations are then applied using an RF pulse of either constant

time or frequency. Shelving with the 1762-nm laser allows for qubit state detection using 493-nm
π−light and all polarizations of 650-nm light. A period of Doppler cooling is performed every
cycle, including 614 nm light to remove any population shelved into the D5/2 manifold.

To drive the RF qubit and measure the results of that drive, a pulse sequence similar to

that used for addressing the quadrupole transition is performed. The ion is first prepared into

|0⟩ =
∣∣6S1/2,mj = −1/2

〉
, using a 50 us pulse8 of 493-nm σ light as well as all polarizations

of 650-nm light. A pulse of RF is then applied to the ion, with constant length and frequency.

State detection is then performed as described in Chapter 8, shelving the state |0⟩ using a pulse

of 1762-nm light. Finally 1-3 ms of state readout via ion fluorescence is performed and the

result recorded, with a dark(bright) state indicating that the ion had been in |0⟩ (|1⟩) after after

7Mini-Circuits ZHL-1-2W-S+
8This pulse is much longer than what is necessary but allows for large drifts in 493-nm power.
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the RF pulse. The ion is then Doppler cooled and de-shelved with 614 nm light for a short time

before repeating the experiment. Depending on the experiment being performed, after a number

of repetitions, either the RF pulse temporal length or frequency is changed, and the experiment

is again repeated.

9.3.1 Finding the Resonance Frequency

Based on the spectroscopy of the quadrupole transition described in the previous chapter,

we can make an estimate of the ground state qubit frequency splitting. Comparison of the

frequencies required to drive the
∣∣6S1/2,mj = −1/2

〉
↔
∣∣5D5/2,mj = −1/2

〉
and

∣∣6S1/2,mj = +1/2
〉
↔∣∣5D5/2,mj = −1/2

〉
transitions, for instance, represents a frequency splitting of ≈ 14.65 MHz.

To perform direct spectroscopy of the ground state RF qubit, we set the antenna circuit described

above to be resonant at this frequency estimate, and use the coil designed for use ≈ 70 mm away

from the ion. Then, by performing the pulse sequence (Fig. 9.2 described above, with a constant

RF pulse length of 100 µs, we can scan the RF frequency across a range of ≈ 100 kHz to find

qubit resonance. An example of such a scan is shown in Fig. 9.3 a. With resonance found, tighter

scans with smaller steps in frequency, such as the example shown in the bottom panel of Fig. 9.3,

are taken multiple times a day to re-calibrate for observed drifts in RF resonance throughout the

day. These drifts seem somewhat random, with resonance typically moving back and forth in a

≈ 1− 2 kHz window over the course of a day.
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Figure 9.3: Typical Spectroscopy Scans of the Ground State RF Qubit. The two displayed
scans were taken on different days, resulting in slightly different measurements of resonance.
a) Example of a wider scan, taken for roughly finding the RF qubit resonance. b)Example of a
tighter scan, used to find and monitor any changes in RF resonance throughout the day. Both
scans use a RF pulse length of 100 µs (just below a π-time)
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9.3.2 Rabi Flopping with Different Antenna Positions

With the resonance of the RF qubit located, we can perform rotations on the qubit. The

same pulse sequence used for spectroscopy is used to perform rotations, except that the RF

frequency is set to and kept at resonance, and the RF pulse length is what is now varied. Two

examples of the resulting Rabi oscillation data are shown in Fig. 9.4, for the two different antenna

positions and designs described in Section 9.2. Driving the first coil (Fig 9.4 a), aligned along the

axis of the trap and placed ≈ 70 mm from the ion, results in a π-time of ≈ 120 µs. The second

coil, placed ≈ 20 mm away from the ion and just outside of the photon collection window, can

give π-times of down to ≈ 9 µs, as shown in Fig 9.4 b.

Unfortunately, although this second coil would be preferable to use, with its extremely

fast π-time relative to things such as qubit decoherence (Section 9.4), the placement of our

0.6 NA photon collection lens just outside of this window greatly affects the coupling of RF

to this antenna, with a measurable shift in the antenna circuit’s resonance frequency and a large

reduction in the intensity of RF seen by the ion. This, combined with a worry of the photon

collection lens pushing the coil into the window (it is a very tight fit), has resulted in our

lab deciding to use the first coil described, at the cost of Rabi frequency. Thankfully, in the

entanglement experiment described in Chapter 10, RF rotations are only performed as part of a

slow loop which also includes a much longer (3 ms) period of shelving and state detection, so the

slower operations provided by this antenna do not serve as a major hindrance at this point.
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Figure 9.4: Rabi Oscillations on the Ground State RF Qubit. a) Rabi oscillations using the
antenna placed approximately 70 mm away from the ion, resulting in a π-time of approximately
120 µs, or a Rabi frequency of ≈ 4.3 kHz. b) Rabi oscillations using the antenna placed
approximately 20 mm away from the ion, resulting in a π-time of approximately 9 µs, or a Rabi
frequency of ≈ 57 kHz. The red lines in both plots represent sinusoidal fits (with exponential
decays in amplitude) to the data used to determine Rabi frequencies. Though a higher Rabi
frequency is possible with the closer coil, the further coil is used for the entanglement experiments
in the next chapter, as the presence of the photon collection lens reduces the effectiveness of the
closer coil.
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9.4 Coherence Time Measurements

One major concern of working with the first-order magnetic-field-sensitive Zeeman ground

state qubits is that of dechoerence due to magnetic field noise at the ion’s location. In this section,

I present coherence measurements of our RF qubit. These measurements are required to predict

the level of infidelity contributed by the dephasing induced by magnetic field noise present during

the ion-photon entanglement experiments in Chapter 10. Additionally, measurements similar to

those performed in this section can, with an increased RF drive amplitude, enable measurements

of the frequency spectrum of the magnetic field noise [179], as well as enable the use of Ba+ as

a magnetic field sensor [62].

Figure 9.5: RF Pulse Sequence for Coherence Measurements. After state preparation into |0⟩,
the shown RF pulse sequence is applied before state detection. The RF qubit is initialized into
an equal superposition state with a π/2 pulse of length 55 µs. After some controllable delay, τ ,
a second π/2 pulse with a control-able phase offset of ∆ϕ is applied, effectively performing a
measurement of the relative phase of the superposition. An additional 120 µs π echo pulse, in
phase with the initial π/2 pulse can be applied for spin-echo measurements.

To perform coherence measurements a series of Ramsey [180] and spin-echo [181–183]

measurements are performed. These measurements are performed using the pulse sequence

of Fig. 9.2, with the qubit rotations instead performed as summarized in Fig. 9.5. In the first
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type of experiment, after optically pumping the ion into |0⟩, we prepare the qubit in an equal

superposition state using a π/2 pulse of known phase. In a manner similar to [182], after a fixed

delay time, a second π/2 pulse with a known phase difference to the initial pulse is applied to

the qubit, and its state is measured. This phase difference is then scanned to produce one of the

oscillations shown in Fig 9.6 a 9. This is in contrast to the typical Ramsey-type experiment where

the two π/2 RF pulses have fixed phases and the delay is instead varied. By taking multiple sets

of data with different delay times ranging from 70-500 µs, the remaining curves shown in Fig

9.6 a are produced. The contrast of each of these oscillations are determined as the amplitude of

sinusoidal fits to each data set.

The qubit coherence can be partially recovered using the spin-echo technique [181–183].

In the spin-echo measurement, the qubit is again prepared into an equal supepostion state with a

π/2 pulse. Before the second π/2 pulse with varying phase however, a π echo pulse (which is

in phase with the first π/2 pulse) is applied equidistant in time from both π/2 pulses. As with

the first set of measurements, the phase of the second π/2 pulse is scanned to produce one of the

oscillations shown in Fig 9.6 b. Multiple curves are produced with delay times between the two

π/2 pulses ranging from 180 µs to 2.4 ms.

The resulting coherence time data is shown in Fig. 9.7, which displays the contrast in

the Ramsey (blue, leftmost) and spin-echo (red, rightmost) oscillations as a function of delay

between pulses. This contrast is corrected for the S-State shelving efficiency of 0.96 determined

in Chapter 8. The coherence time resulting from each of these measurements is then determined

as the time delay at which the contrast in the oscillations is reduced to 1/e ≈ 0.37. This gives

coherence times of t∗2 ≈ 250 µs for the qubit without an echo and t2 ≈ 1.8 ms when applying an

9Here, we are effectively performing a measurement of the relative phase of the superposition at this delay time
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Figure 9.6: Ground State Qubit Ramsey and Spin-Echo Measurements. a) The result of 10
different Ramsey measurements, where the phase (in units of turns) between two successive π/2
pulses is scanned. Each data set corresponds to a different delay between the center of two pulses.
Delays range from 70 µs to 500 µs. b) The result of 21 different spin-echo measurements, where
the phase (in turns) between two π/2 pulses separated by a π echo pulse (centered between each
π/2 pulse) is scanned. Each data set corresponds to a different delay between the center of the
two π/2 pulses. Delays range from 180 µs to 2.4 ms. The sinusoidal fits for the individual data
sets are used to extract the contrast values used for determining the coherence times of the qubit
in each scenario.
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echo pulse.

Figure 9.7: Coherence Times of the RF Qubit. Ramsey contrast values extracted from the
sinusoidal fit amplitudes for the data shown in Fig. 9.6 for both the Ramsey phase scan (blue)
and spin-echo scan (red) data sets. This data suggests coherence times of t∗2 ≈ 250µs and t2 ≈
1.8 ms, for the Ramsey- and echo-data respectively. The curves plotted with each data set are
Gaussian decays with characteristic decay times set to each of these values, but are meant only
to guide the eye. The dotted vertical line represents the fastest time after photon emission that
our control system can perform ion-qubit operations in the ion-photon entanglement experiments
demonstrated in Chapter 10.

This coherence time is a relevant concern for the ion-photon entanglement experiment

described in Chapter 10. Due to experimental control system constraints, the soonest an RF pulse

can be applied to the ion after photon production is around 70 µs (dotted line Fig. 9.7. This is

represented by the vertical dotted line in Fig. 9.7. We see that including a spin-echo pulse as part

of our state detection in the ion-photon experiment can help mitigate any dephasing/decoherence

effects due to this delay.
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9.5 Summary

As shown in this chapter, we are able to detect and manipulate the ground state Zeeman

qubit in 138Ba+. Although we are limited to relatively low Rabi rates when operating concurrently

with single photon collection, the coherence time measurements shown demonstrate coherence

times long enough for ion-photon entanglement measurements, at least when the network transmission

time is low compared to the ≈ 1 ms coherence time we can achieve with a spin-echo pulse (1

ms corresponds to a one-way network length of ≈ 200 km). The main issue we have in the lab

instead turns out to be slow drifts in the qubit resonance over time, evidenced by repeated scans

similar to that shown in Fig. 9.3 b. Thankfully, if we measure resonance at the beginning of each

experimental run, this drift is not fast enough to noticeably affect our ion-photon entanglement

data discussed in the following chapter.
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Chapter 10: Ion-Photon Entanglement at 780 nm

10.1 Introduction

The preservation of ion-photon entanglement after frequency conversion to 780 nm is a

critical step towards connecting our trapped ion quantum node in both long-range and hybrid

quantum networks. In this chapter, I present measurements of entanglement between a single

Ba+ ion and the photons we produce with it (Chapter 2), before and after frequency conversion.

From these measurements, we determine bounds on the entanglement fidelity as well as the rate

of entanglement generation for our current setup. This chapter is in some sense the culmination

of the state detection work presented in Chapter 8, the qubit manipulation work presented in

Chapter 9, and of course the frequency conversion work demonstrated in Chapters 4 and 5.

10.2 Experimental Details

The experimental layout is outlined in Fig. 10.1. It consists of four concatenated setups,

connected via a series of single-mode optical-fibers (SMF). A 138Ba+ ion produces 493-nm

photons which are collected and coupled into a single-mode optical fiber using the 0.6 numerical-

aperture (NA) lens system (Fig. 10.1(a)) discussed in Chapter 3. Photons coupled into the

fiber are then either detected using a 493-nm polarization analyzer (Fig. 10.1(b)) or sent to the
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Figure 10.1: Experimental Layout. a) A 138Ba+ ion produces 493-nm photons that are
collected and coupled into a single mode fiber (SMF) by a 0.6 numerical aperture (NA) objective.
The photon collection axis is orthogonal to the magnetic field at the ion. A radio-frequency
(RF) antenna addresses the ion qubit based on photon measurements on avalanche photodiodes
(APD-1 and APD-2). b) Photon polarization measurements at 493 nm are carried out via a
polarization analyzer consisting of a quarter waveplate (QWP), half waveplate (HWP), and
polarizing beamsplitter (PBS). A flipper mirror (FM) allows for the analyzer to be bypassed with
the photons instead sent to the frequency conversion setup. c) Frequency conversion is performed
using a waveguide written into Zn-doped periodically poled lithium niobate crystal (Zn:PPLN)
at the center of two optical loops. Dichroic mirrors (DM) allow for combination and splitting of
the multiple colors used. A custom-coated PBS (CPBS) and achromatic half waveplate (AHWP)
operating at 493 nm and 780 nm enable these colors to share the same optical paths. A band-
pass filter (BPF) is used to remove the majority of the noise photons produced by the 1343-nm
pump light. d) A second polarization analyzer is used for 780-nm photonic qubit polarization
measurements.
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quantum frequency converter (Fig. 10.1(c)). If sent to the converter, the 493-nm photons are

converted to 780-nm [92], coupled into another SMF and detected via a 780-nm polarization

analyzer (Fig. 10.1(d)). For entanglement measurements, operations on the ion are performed

using a radio-frequency field emitted from an antenna placed close to the ion (Chapter 9), and

the measured ionic and photonic qubit states are used to determine bounds on the entanglement

fidelity.

10.2.1 Ion-Photon Entanglement Generation and Photon Collection

To generate photons entangled with qubit states in 138Ba+, we follow the sequence outlined

in Fig. 10.2 and discussed in Chapter 2. We optically pump the ion into the
∣∣5D3/2,mj = +3/2

〉
edge state using an 8 µs exposure of π-polarized 493-nm light along with π and σ+-polarized

650-nm light (Fig. 10.2 a). At this step, we include a slight modification to the photon production

scheme discussed in Chapter 2. A 1 µs exposure of π-polarized 650-nm light is then used to

ensure any residual population left in
∣∣5D3/2,mj = ±1/2

〉
is removed, thereby avoiding erroneous

excitation in the next step (Fig. 10.2 b)1. A 200 ns pulse of σ−-polarized 650-nm light then excites

the ion to
∣∣6P1/2,mj = +1/2

〉
, from where the ion can spontaneously decay to

∣∣6S1/2,mj = ±1/2
〉
,

producing a single 493-nm photon with a temporal probability distribution related to the lifetime

of the
∣∣6P1/2,mj = +1/2

〉
state. A 10 µs period is then included after the 650-nm excitation

pulse to allow our control system to time-tag (Fig. 10.1 a) detected photons. We repeat this

sequence in 500-attempt bursts, with each burst separated by 100 µs of Doppler cooling using all

polarizations of 650-nm and 614-nm light and π-polarized 493-nm light. The 614 nm light is not

1Excitation from
∣∣5D3/2,mj = +1/2

〉
would produce ion-photon entanglement with the photon polarization

flipped, leading to infidelity.
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shown in Fig. 10.2 for simplicity and is tuned to a frequency which allows pumping of population

in the 5D5/2 state to the 6P3/2 state from where the ion can decay back into the 5D3/2 or 6P1/2

states.

Spontaneous emission of a 493-nm photon from the
∣∣62P1/2,mj = +1/2

〉
state in the above

sequence, combined with collection perpendicular to the quantization axis defined by a 5.23

Gauss magnetic field produced by two permanent magnets (Chapter 3), produces the polarization-

based ion-photon entangled state described in Chapter 2 and given by Eqn. 2.6:

|ΨIP ⟩ =
√

1

2
|0⟩ |V ⟩+

√
1

2
|1⟩ |H⟩ . (10.1)

As discussed in Chapter 2, this entanglement relies on the orthogonality of σ+-polarized

and π-polarized photons when collection is perpendicular to the quantization axis. In free space,

however, the large solid angle of our 0.6 NA photon collection would normally lead to significant

and unavoidable polarization-based errors, as σ+ and π-polarized photons are no longer orthogonal [31].

Thankfully, when coupling the collected light into a single-mode fiber, it has been shown that the

non-orthogonal polarization components are canceled out at the expense of collection efficiency2 [30],

making Eq. 2.6 accurate for this experiment.

Also discussed in Chapter 2, the long temporal length of the 650-nm σ− excitation pulse

(200 ns), relative to the excited state lifetime of the P1/2 manifold (≈ 10 ns), allows for multiple

excitations of the ion in the event of decay back to the D3/2 manifold (≈ 25% probability). Decay

to, and subsequent excitation from, the
∣∣52D3/2,mj = +1/2

〉
state to the

∣∣62P1/2,mj = −1/2
〉

state, can lead to spontaneous emission of a 493-nm photon that produces the ion-photon entangled

2One still collects 80% of what you would expect otherwise.
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state of Eq. 2.7 with the photon polarization states swapped. This state is orthogonal to the

expected ion-photon entangled state, and will lead to a reduction in the measured entanglement

fidelity [28, 31].

To reduce the effect of errors due to these multiple excitations, we implement a software

gate on the detected photon signal, referenced to the start of the 650-nm σ− excitation pulse3.

We choose to only accept photon events occurring in a 40 ns window at the beginning of the

photon’s temporal profile, ignoring the ≈ 17% of photon detection events which occur outside of

this window. With the majority of photons produced via multiple excitations occurring towards

the end of the photon’s temporal profile (calculated via an optical Bloch equation model), this 40

ns software gate reduces the expected infidelity of the ion-photon entangled state due to multiple

excitations from ≈ 9% to ≈ 2%.

10.2.2 Quantum Frequency Converter

The entanglement-preserving quantum frequency converter used to convert the 493-nm

photons emitted by the ion to 780-nm is discussed in detail in Sec. 4.3.3. A simplified schematic

of this setup is shown in Fig. 10.1 c, where the 493-nm light is split at a custom-coated polarizing

beamsplitter and each polarization is sent through opposite directions of the Zn-doped periodically

poled lithium niobate crystal for conversion. The pump is also split by polarization and sent

in opposite directions to enable conversion of each polarization with arbitrary control over the

pump power sent in each direction of the loop. The pump-power dependent conversion efficiency

(measured from the 493 nm input fiber to the 780 nm output fiber) of the converter as a function of

pump power is shown in Fig. 4.10, for each polarization of input 493-nm light. We measure peak

3Recall the discussion in Chapter 2 that this can also be dealt with by using faster excitation pulses
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Figure 10.2: Photon production and ion qubit control. a) The ion is prepared into the∣∣5D3/2,mj = +1/2
〉

state. b) A clean out pulse is used to remove any remaining population
in the

∣∣5D3/2,mj = ±1/2
〉

states. c) The ion is excited to the
∣∣6P1/2,mj = +1/2

〉
state, from

which a photon entangled with the ion is emitted. d) If a photon is detected, coherent ion-qubit
operations are driven by an RF antenna tuned to 14.67 MHz. e) Ion-qubit state detection is
performed via optical shelving of the |0⟩ state via the ∆m = 0 quadrupole transition at 1762 nm.
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conversion efficiencies of 37.9(9)% and 34.5(4)% for V and H polarizations, respectively. The

pump powers in each direction are set to match the conversion efficiency for each polarization

to the minimum of these two values, at 34.5%. At this conversion efficiency, we measure ≈ 200

counts/s noise on each of our single photon detectors, in addition to dark counts.

Using this conversion scheme, the converted 780-nm photon should retain the same entanglement

with the ion as the 493-nm photon, given by Eq. 2.6, except with the polarization state of

the photon swapped from H to V and vice-versa. This polarization swapping is due to the

achromatic half waveplate (AHWP in Fig. 10.1 c) placed in the 493/780-nm loop through which

each polarization travels once. If so desired, a second HWP placed just before the 780-nm fiber

could be used to rotate the polarization back to the original state.

10.2.3 Qubit Measurement and Manipulation

Determination of the ion-photon entanglement fidelity requires the ability to perform coherent

operations on both the trapped ion and photonic qubits, as well as make measurements on both

qubits in different bases. We perform basis rotations and measurements on the photonic qubit at

the polarization analyzers shown in Fig. 10.1, depending on the color of the photon. We perform

operations on the ion by directly driving coherent qubit transitions using radio-frequency (RF)

pulses tuned to qubit resonance as discussed in Chapter 9. Operations on the ion must be carefully

timed relative to photon emission in order to ensure the proper phase of these gates.
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10.2.3.1 Polarization Analyzers

The polarization analyzers shown in Figs. 10.1 b and d consist of both a quarter waveplate

(QWP) and half waveplate (HWP), each mounted in a motorized rotation mount4 with the rotation

angles controlled by our FPGA control system. We use a flipper mirror (FM) on the 493 nm

polarization analyzer (Fig. 10.1 b) to selectively route 493-nm photons to measurement or to the

frequency converter and 780-nm analyzer. The waveplates allow us to transform any arbitrary

photon polarization to a linear polarization, enabling us to undo any polarization rotations caused

by birefringence present in the fiber(s) before each analyzer. Polarization-based photon measurements

are then made by the polarizing beamsplitter cube and single photon detecting avalanche photodiodes5

(APD), allowing simultaneous measurement of both orthogonal photon polarizations. This configuration

allows for measurements in the horizontal-vertical ({H,V }) and diagonal-anti-diagonal ({D,A})

photonic qubit bases, sufficient for determination of upper and lower bounds on the ion-photon

entanglement fidelity [68,109] as will be shown in Sec. 10.3. The 780-nm analyzer also includes

an additional 3 nm bandpass frequency filter6 to reduce noise produced by the frequency converter.

10.2.3.2 Ion Control and Timing

The radio-frequency (RF) pulses used for ion qubit rotations are provided by the RF antenna

shown in Fig. 10.1 a. The RF signal, produced by a direct digital synthesizer (DDS) connected

to the experimental control system, is set on resonance with the ion qubit splitting at 14.67 MHz.

We perform RF rotations at a fixed time delay relative to the recorded single photon detection

4Thorlabs: DDR25.
5PerkinElmer: SPCM-AQR-15-FC.
6Semrock LL01-780
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time tags. Additionally, we use these time tags to actively program the DDS such that the phase

of the applied RF is synchronous with the free evolution of the ion qubit, with a controllable offset

dependent on the desired gate to be performed. Due to the timing delay required to program the

phase and frequency of the DDS after photon detection (≈ 70µs), an additional spin-echo pulse

is applied to the ion as a part of these operations to reduce ion-qubit dephasing effects due to

local magnetic field noise [182, 183]. This spin-echo extends our qubit coherence time from ≈

200 µs to ≈ 2 ms (see Sec. 9.4).

We perform state detection on the ion by optically shelving the |0⟩ state to the
∣∣D5/2,mj = −1/2

〉
state using the quadrupole transition at 1762 nm (Fig. 10.2 e), discussed in detail in Chapter 8.

This is then followed by 3 ms of fluorescence detection on the ion using light at 493 nm and 650

nm. After state detection, we illuminate the ion with laser light at 614 nm to remove it from the∣∣D5/2,mj = −1/2
〉

state and allow the photon production sequence to recommence.

10.3 Results

We can determine a lower bound on the fidelity for our ion-photon entangled state at 493-

nm by calculating [68]

F493 ≥
1

2
(ρH1,H1 + ρV 0,V 0 − 2

√
ρH0,H0ρV 1,V 1

+ρ̃H1,H1 + ρ̃V 0,V 0 − ρ̃H0,H0 − ρ̃V 1,V 1).

(10.2)

Here, the matrix elements ργb,γb (where γ is the photon polarization and b is the ion

state) are given by P(γ)P(b|γ), where P(γ) is the total probability of detecting a photon with
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Figure 10.3: Ion-photon correlations at 493 nm. a) Calibration scans for the unrotated basis
(z-basis) where the blue(red) data represents the probability of detecting the ion in state |1⟩ given
that the photon is detected in state |H⟩ (|V ⟩) by APD-1(APD-2) for a given position of the HWP
in Fig. 10.1 b. b) Calibration scans for rotated basis (x-basis), obtained by setting the HWP in
Fig. 10.1 (b) to 40◦, and for a given phase of the π/2 pulse applied to the ion. c) Conditional
measurement probabilities at the point of maximum correlations (105◦) for the unrotated basis
data in a). d) Conditional measurement probabilities at the point of maximum correlations (7π/10
radians) for the rotated basis data in b). All error bars are statistical, with 500 photon events for
each data point.
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polarization γ and P(b|γ) represents the conditional probability of measuring the ion in state b

given a measurement of the photon’s polarization as γ. The matrix elements ρ̃γb,γb are given with

the same form but after a rotation by a polar angle of π/2 on the Bloch sphere of both the photon

and ion qubits. In a similar manner, we can also calculate an upper bound on the fidelity as [109]

F493 ≤
1

2

(√
ρH1,H1 +

√
ρV 0,V 0

)2
. (10.3)

As described in Section 10.2.2, we measure the 780-nm ion-photon entanglement with the

horizontal and vertical polarizations swapped compared with the 493-nm ion-photon entanglement,

such that a lower bound is given by

F780 ≥
1

2
(ρH0,H0 + ρV 1,V 1 − 2

√
ρH1,H1ρV 0,V 0

+ρ̃H0,H0 + ρ̃V 1,V 1 − ρ̃H1,H1 − ρ̃V 0,V 0),

(10.4)

and the upper bound is given by

F780 ≤
1

2

(√
ρH0,H0 +

√
ρV 1,V 1

)2
. (10.5)

This choice is somewhat arbitrary in theory, as the half waveplate in either polarization

analyzer (Fig. 10.1 b and d) can be used to swap H ↔ V .

219



10.3.1 Entanglement Fidelity Measurements

We first perform calibrations of the 493-nm photonic qubit measurement basis. This is

performed by measuring the conditional probabilities, P(b|γ), for varying rotation-angles of

both the quarter and half waveplates in the 493-nm polarization analyzer (Fig. 10.1(b)). We

optimize the quarter waveplate angle to provide the maximum ion-photon correlation visibility,

|P(1|H)−P(1|V )|, when scanning the half waveplate angle. The 493-nm ion-photon correlations

for this optimized quarter waveplate angle are shown in Fig. 10.3 (a) as a function of the half-

waveplate angle. We record 500 detection events measured at each half-waveplate angle.

We then measure correlations between the ion and photonic qubit states following rotation

of both qubits by π/2 on the Bloch sphere. With the quarter waveplate position optimized as

described above, we apply a π/2 rotation to the photon polarization by setting the half waveplate

to an angle of 40◦ (Fig. 10.3 a)). We rotate the ion measurement basis using a π/2 RF pulse with

a set phase and a fixed delay time relative to the photon detection time tag. By scanning this

phase, we scan the relative phase of rotation of the ion versus that of the qubit, again measuring

correlations between the ion qubit state and the polarization of the photon. This results in the

rotated-basis correlation fringes shown in Fig. 10.3 b, with 500 events measured at each phase of

the applied RF.

At the point of maximum visibility in the unrotated basis, (105◦ in Fig. 10.3 a), we measure

P(H|1) = 1.00(1), P(V |0) = 0.95(2), P(H|0) = 0.00(1), and P(V |1) = 0.05(2), as shown

in Fig. 10.3 (c). Similarly, in the rotated basis (Fig. 10.3 b), we measure P̃ (H|0) = 0.95(2),

P̃ (V |1) = 0.94(2), P̃ (H|1) = 0.05(2), and P̃ (V |0) = 0.06(2), at the point of maximum

correlation (7π/10 radians). From these results, we use Eq. 10.2 and Eq. 10.3 to calculate bounds
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Figure 10.4: Ion-photon correlations at 780 nm. a) Calibration scans for the unrotated basis
(z-basis) where the blue(red) data represents the probability of detecting the ion in state |1⟩ given
that the photon is detected in state |H⟩ (|V ⟩) by APD-1(APD-2) for a given position of the HWP
in Fig. 10.1 (b). b) Calibration scans for rotated basis (x-basis), obtained by setting the HWP in
Fig. 10.1 (b) to 100◦, and for a given phase of the π/2 pulse applied to the ion. c) Conditional
measurement probabilities at the point of maximum correlation (75◦) for the unrotated basis
data in (a). d) Conditional measurement probabilities at the point of maximum correlation (π/2
radians) for the rotated basis data in (b). All error bars are statistical, with 500 photon events for
each data point.
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on the ion-photon entanglement at 493 nm, 0.93(2) ≤ F493 ≤ 0.96(2).

After measurement of ion-photon entanglement at 493 nm, we set the flipper mirror in

Fig. 10.1 b to send the single photons into the quantum frequency conversion setup and 780 nm

polarization analyzer. We use the same waveplate optimization procedure as described for the

493-nm data to optimize the 780-nm quarter waveplate position (Fig. 10.1 d), resulting in the

optimized 780-nm ion-photon correlations shown in Fig. 10.4 a. By setting the half waveplate

to 100◦ and using the same π/2 RF pulse procedure on the ion as described above, we measure

correlations in the rotated basis, the results of which are shown in Fig. 10.4 b. The results in each

basis are taken using 500 photon detection events for each data point.

For the 780-nm data, we measure, at the point of maximum correlation (75◦ in Fig. 10.4 (a)),

P(H|0) = 0.93(2), P(V |1) = 0.95(2), P(H|1) = 0.07(2), and P(V |0) = 0.05(2) for the

unrotated basis, shown in Fig. 10.4 (c). At the point of maximum visibility in the rotated basis

(π/2 radians in Fig. 10.4 (b)), we measure P̃ (H|1) = 0.91(2), P̃ (V |0) = 0.89(2), P̃ (H|0) =

0.09(2), and P̃ (V |1) = 0.11(2), as represented by Fig. 10.4 (d). Using these values in Eq. 10.4

and Eq. 10.5, we find 0.84(2) ≤ F780 ≤ 0.94(2).

10.3.2 Sources of Infidelity

The measured lower bound of the entanglement fidelity for both photon wavelengths is

well above the classical limit of F > 0.5. The fidelity is reduced from unity at both wavelengths

by several experimental factors, summarized in Table 10.1. Common to both measurements are

infidelities caused by imperfections in state detection7 (1.5%), photon production8 (1.5 − 2%),

7Dominated by ion-temperature. Here, n ≈ 80, see Chapter 8.
8Due to multiple excitations as discussed above.
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and ion qubit rotations using the RF signal9 (1%). The reduced fidelity at 780 nm, compared

to that at 493 nm, can be attributed to the two following factors. First, a reduced signal-to-

noise ratio (SNR) at 780-nm (SNR ≈ 10) compared to that at 493-nm (SNR ≈ 55) leading to

infidelities in the entangled state of 6% and 1.2% respectively. Second, an increase in polarization

rotation and measurement errors at 780 nm (causing ≈ 1 − 5% infidelity) compared to the 493

nm measurement (causing ≈ 1 − 3% infidelity). The infidelity caused by polarization rotation

errors can be attributed to drifts in fiber birefringence over the course of the experiment(s) and

from waveplate rotation errors causing non-optimal calibration of the photon polarization basis

measurement. Improvements in detector efficiency (≈ 58% at 780 is used in this work with

> 90% commercially available), along with narrower noise filtering of the DFG output can

help to reduce errors by acting to increase the SNR. The improved signal rates combined with

reduced noise rates will also result is shorter experimental run times leading to less drift in fiber

birefringence over the experiment run-time and, therfore, higher measured ion-photon fidelity.

Entanglement Infidelity Entanglement Infidelity
Error Source 493 nm 780 nm

State Detection 1.5 1.5
Photon Production 1.5-2.0 1.5-2.0

Polarization Rotation and Measurement 1-3 1-5
Signal-to-Noise Ratio 1.2 6

RF Gate Errors and Qubit Decoherence 1 1
Sum of Infidelities 6.2-8.7 11 - 15.5

Table 10.1: Sources of Infidelity. Summary of experimental imperfections and their contribution
to the reduction in the measured fidelity at both 493 nm and 780 nm. Values are given in units of
percent. The range of values given for certain values are a result of experimental uncertainties or
are due to observed drifts throughout the experimental runtime.

9Due to drifts in resonance throughout the experiment.
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10.3.3 Entanglement Rates
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Figure 10.5: 493 nm Entanglement Rate. Histograms of photon production attempts between
successful detection at 493 nm, using 28500 total detection events. The exponential fit (red
dashed line) suggests a mean (vertical line) of 350 attempts before a successful photon detection.
This corresponds to a entangled photon production rate of 137 s−1 during the fast loop of the
experiment.

In addition to the fidelity of the entanglement, we also make measurements of the generation

rate of the observed ion-photon entanglement. By recording the number of experimental cycles

between successive photon detection events during data collection, we produce the histograms

shown in Fig. 10.5 and Fig. 10.6, for the 493 nm and 780 nm data, respectively. Exponential

distribution fits to these data (dashed red lines) give an average of 350 photon production attempts

between successful detection events at 493 nm (vertical line Fig. 10.5), with an average of 1068

attempts between successful detection events at 780 nm (vertical line Fig. 10.6). With an photon

attempt repetition rate of ≈ 48×103 attempts/s this results in an average ion-photon entanglement

generation rate of 143 events/s at 493 nm and 47 events/s at 780 nm. This entanglement rate at

780 nm is comparable with other trapped ion systems using a single stage of quantum frequency
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Figure 10.6: 780 nm Entanglement Rate. Histograms of photon production attempts between
successful detection at 780 nm, using 20700 total detection events. The exponential fit (red
dashed line) suggests a mean (vertical line) of 1068 attempts before a successful photon detection.
This corresponds to a entangled photon production rate of 45 s−1 during the fast loop of the
experiment.

conversion [34].

These rates can be improved by reducing optical losses between each of the concatenated

setups (≈ 66% transmission), increased photon detection efficiency (> 90% is possible at both

493 nm and 780 nm compared to the current values of ≈ 40% and ≈ 58%), and better optimized

fiber coupling using the 0.6 NA lens (currently ≈ 38%). Additionally, an increase in photon

attempt rate would give the largest gains to entanglement rate. We are currently limited by a

required 10 µs delay every loop to allow the control system to read-in photon time-tags and

perform conditional logic to decide if a photon has been detected or not. This however, has been

shown to be performed in well under a microsecond with customized hardware [30], which would

immediately increase our photon production attempt rate by a factor of ≈ 2. A further increase

in repetition rate could be achieved through use of a pulsed 493-nm laser, enabling faster state

preparation and photon extraction in a manner similar to [30], which could provide repetition
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rates approaching 1 MHz, or a factor of ≈ 20 improvement in entangled photon rate.

10.4 Conclusion

In summary, we have demonstrated the entanglement of 780-nm photons with a trapped

138Ba+ ion, obtained through polarization-preserving quantum frequency conversion of the ion’s

native 493 nm emission. The ion-photon entanglement fidelity at 780 nm is bounded at F ≥

0.84(2), well above the classical limit of F ≥ 0.5, and may further be improved through increased

filtering of noise produced in the quantum frequency process combined with a reduction in fiber-

based polarization drifts. The demonstrated entanglement rate at 780 nm is comparable to similar

trapped ion systems using quantum frequency conversion [34], but may be improved by up

to a factor of ≈ 20 through improvements to our control system and experimental apparatus.

Nevertheless, the demonstrated rates and fidelites can enable experimental investigations into

hybrid quantum networks consisting of both trapped Ba+ ions and neutral Rb atoms as well as

extending the networking range of Ba+ ions from a few meters to a few kilometers. This could

enable direct entanglement between these two fundamentally different platforms [50], as well as

allow investigations into improving trapped-ion-based quantum network using photon detection

and storage techniques based on neutral atom systems [29].
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Chapter 11: Using Nondestructive Photon Measurement and Storage to Improve

Ion Network Entanglement Rates

Quantum networks using matter-qubit-based nodes [30,66,114,184–188] typically rely on

probabilistic entanglement heralding protocols, such as the protocol discussed in Chapter 2. For

the case of trapped-ion nodes, the low photon collection efficiencies reported [28] lead to most

entanglement attempts yielding a null result because no photon has been collected. This results in

long dead times as null events from the Bell-state analyzer (BSA) measurements must be fed back

to each node before reattempting entanglement. Increasing photon collection efficiency remains

an on-going challenge with efforts ranging from the use of custom-designed cavities [189] and

other in-vacuo optics [78, 79] to ex-vacu custom multi-element lenses [30, 31].

In this chapter, I describe a theoretical investigation into how integrating (neutral-atom-

based) nondestructive single photon measurement (NDSPM) and photonic storage into a trapped

ion-based network can increase ion-ion entanglement rates. The NDSPM acts as a flag for

the presence of an ion-produced photon, allowing for the request of a new photon based on

the result of the flag rather than the result of the BSA measurement. This reduces much of

the dead time arising from photon loss and increases the photon request rate of each node.

Photonic storage can then be placed at the inputs of the BSA to ensure synchronization at

the BSA, allowing for more efficient use of photons produced by each node. Motivated by
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the work presented in Chapters 5-7, we assume quantum frequency conversion (QFC) is used

to make the optical frequency of ion-produced photons compatible with neutral-atom based-

technologies and to produce telecom-wavelength photons suitable for long-distance networking.

Using reasonable experimental parameters, we calculate relative entanglement rates at network

distances of up to 50 km for Ba+-based network nodes. We show analytically that such a

network could increase two-node entanglement rates by over a factor of 100 as compared with

an equivalent homogeneous network. This discussion is adapted from our previously published

work [51] for use in this thesis.

11.1 Analytical Calculation of Entanglement Rates

We consider a symmetric two-node network (Fig. 11.1) where each node contains a trapped

ion capable of emitting a single photon, in the form of a flying qubit, entangled with its internal

states as in Chapters 2 and 10. Photons may be requested from each node at a maximum rate,

rmax, with the nodes synchronized to produce photons at the same time via a shared clock signal.

The ion-emitted photons are collected and coupled into at least one QFC setup to both reduce

fiber loss and make their frequency compatible with NDSPM and photon storage devices. The

QFC is then followed a network fiber of length L leading to a BSA.

In the following sections we will describe the entanglement generation rate between a pair

of trapped ion nodes under three different configurations: First, in section 11.1.1, we describe

entanglement rates for a standard homogeneous ion-based network but incorporate QFC to extend

the network range. Next, in section 11.1.2, we describe entanglement rates when adding a neutral

atom-based NDSPM to remove dead-time associated with waiting for a null-result to be returned
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from the BSA measurement. Finally, in section 11.1.3 we describe the case where NDSPM and

photonic storage are utilized to increase entanglement generation rates and improve the network

efficiency.

Photon

Ion

QFC

BSA
L Photon

Ion

QFC

L Photon

Ion

QFC

L

NDSPM flag
Photon 
Storage

NDSPM flag

(A) (B) (C)

BSA BSA

Figure 11.1: Layout of the proposed two-node networks. The nodes consist of trapped ions
with QFC to provide optical frequency compatibility with NDSPM and photonic storage devices
as well as create C-band photons for long distance transmission. (A) A standard homogeneous
2-node network as described in section 11.1.1. (B) and (C) show hybrid networks with a NDSPM
flag placed directly after the conversion with additional photon storage devices are placed at the
BSA in (C) as described in sections 11.1.2 and 11.1.3. Classical signal channels are indicated
with black dashed lines with the fiber-based quantum channel indicated by the solid black lines.
Extra QFC stages may be required before photonic storage and after NDSPM flags for C-band
networks but are removed for clarity.

11.1.1 Entanglement Rate, RE(L), for Homogeneous Two-Node Networks

Using the entanglement swapping protocol discussed in Chapter 2, the length-dependent

two-node entanglement generation rate,R(L), of a standard homogeneous network (Fig. 11.1(A))

scales quadratically with detection probability (linearly for each node) as given by

R(L) = (1/2)r(L)P 2
B(L), (11.1)

where r(L) is the synchronized photon request rate of the nodes and PB(L) is the probability

of a photon being emitted, collected, coupled into a fiber and detected at the BSA. The photon

request rate, r(L), is given by the slower of rmax or (2tn(L))−1, where tn(L) is the time taken for
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a photon to travel the length of the network via the quantum channel and the time for information

to be fed back to the node from the BSA via the classical channel. For most ion-based networks,

the length of the network becomes the limiting factor after a few hundred meters.

For the network shown in Fig. 11.1(A), PB(L) is given by

PB(L) = PpP
y
QPf (L)Pd (11.2)

where PQ is the QFC efficiency, Pf (L) is the probability of transmission along the network fiber,

Pd is the BSA detector efficiency, Pp is the probability of a photon being emitted, collected and

coupled into the network fiber and y is the total number of QFC steps used per network arm. We

assume the nodes are synchronized via a clock signal. The probability of transmission along a

fiber is modeled as an exponential loss as a function of the distance travelled along the fiber.

In practice, entanglement rates are greatly reduced by relatively low photon collection

efficiencies (typically ≤ 10% for trapped-ion systems [30]). This is because after each photon

request event, network nodes experience a dead-time of r(L)−1 waiting to receive the BSA

measurement result to determine if entanglement was successful before proceeding to request

another photon.

11.1.2 Entanglement Rate, R′(L), with NDSPM

The traditional two-node network, described in Section 11.1.1 and shown in Fig. 11.1(A),

may be capable of a large photon request rate, r(L), but in the presence of low photon coupling

into the network, many of these attempts are wasted due to a low value of Pp. Placing a NDSPM
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device at both network nodes (Fig. 11.1(B)) which detects the presence of a travelling photon,

without destroying the ion-photon entangled state, can serve as a herald to either allow the

entanglement protocol to proceed or to trigger a node to request another photon.

When no photon is detected at the start of the network fiber, the NDSPM signal can be

used to trigger a subsequent photon request at a time of tnd, instead of 2tn(L), where tnd is the

NDSPM response time. The response time of the NDSPM should not impede the entanglement

protocol for a given network distance L, and so one requires tnd ≪ 2tn(L). In the example case

analysis in Section 11.2 a NDSPM response time, tnd, of 1 µs is used. Such rapid response is

possible using a NDSPM scheme such as that proposed by Xia et al. [87] which uses an effective

three-wave mixing scheme in a neutral rubidium atomic vapor contained within a hollow-core

photonic crystal fiber to impart a detectable phase shift on a probe beam when a single photon

is present. With this example, after measurement, photonic quantum state fidelities greater

than 0.9 are expected, with detection efficiencies near 0.91 [87]. This fidelity is within the

range where entanglement distillation could be used to purify the ion-ion entanglement produced

in the network at the cost of entanglement rate [26]. Alternatively, higher fidelities can be

achieved by lowering the NDSPM detection efficiency for this method. Note that other NDSPM

implementations such as a neutral-atom coupled to an optical cavity [40] and non-destructive

single photon triggers [190] may be used to similar effect, provided they satisfy tnd ≪ 2tn(L)

whilst sufficiently preserving the fidelity of the ion-photon entangled state.

The addition of a NDSPM flag makes it possible to request photons at a modified maximum

rate of r′max = 1/T , where T = r−1
max+ tnd, until a photon is successfully detected in the network

fiber. The average photon request rate in this configuration, r′(L), can be calculated using a

weighted average between 2tn(L) and T given by
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r′(L) =
1

p[2tn(L)] + (1− p)T
, (11.3)

where the probability of a photon being detected, per-request by the NDSPM, is given by

p = PpP
n
QPnd, (11.4)

where Pnd is the NDSPM detection efficiency and n is the number of QFC steps used before the

NDSPM. To match the number of QFC steps required for our system to interact with Rb, we

consider a network with n = 1.

Although Eq. 11.3 represents the average request rate of a single node, there is no guarantee

that both nodes will be attempting to produce a photon at the same time. One node can successfully

send a photon into the network, and be awaiting a signal from the BSA, while the other node is

still attempting to produce a photon. The only instance in which entanglement can occur is when

both nodes simultaneously attempt to produce photons (for a symmetric network) which occurs

with probability

α(L) =

1
p
T

1
p
T + 2tn(L)

. (11.5)

This factor is equivalent to the ratio of the average time a node spends attempting to get a

successful NDSPM, T/p, relative to the total time it takes on average to produce a photon and

get a response from the BSA.

Analogous to Eq. 11.1, the entanglement rate is then given by
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R′(L) = α(L)r′(L)[PndΓndPB(L)]
2/2, (11.6)

where Γnd represents the transmission of the NDSPM, allowing for the possibility of a photon

being successfully detected, but not transmitted past the NDSPM device. Such a transmission

loss is not fundamental to the NDSPM scheme proposed in [87], but has been observed [40].

Using experimental parameters presented in section 11.2, we show that this rate can exceed that

given by Eq. 11.1.

11.1.3 Entanglement Rate, R∗
E(L), with NDSPM and BSA Photonic Storage

The network with a NDSPM described in section 11.1.2 can only produce entanglement

when both nodes simultaneously attempt to produce photons, with probability α(L). We can

remove the requirement for simultaneous photon emission on a given experimental cycle by

using photonic storage just before each input to the BSA to synchronize photon arrival times

(Fig. 11.1(C)). A photon that successfully reaches the photonic storage at one BSA input is

stored until the photonic storage for the other BSA input also contains a photon, whereupon

both photons are released into the BSA. This release event can be triggered by control electronics

at the location of the BSA using logic circuitry and classical information fed forward by each

NDSPM in the event of a successful photon herald1. After the synchronized photon release from

the storage elements, the result of the BSA measurement is fed back to the nodes so that they are

again requested to produce photons.

This method will decrease the average attempt rate for each node, but with sufficient storage

1Note that information must also be sent backwards to each node to enable proper phase-tracking of the resulting
ion-ion entangled state.
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efficiency, will allow for more efficient use of photons produced by the nodes, and an increase

in entanglement rate. In this section, we will determine the average amount of time it takes for

both nodes to produce a successful NDSPM, which is a requisite before entanglement may be

attempted. We can then use this time to determine the entanglement rate of a hybrid network

incorporating both NDSPM and photonic storage. Again, the entanglement rate is compared

with a homogeneous network’s entanglement rate (Eq. 11.1), for the case of a barium ion and

neutral rubidium-based hybrid network in section 11.2.

We begin by considering the number of photon-request attempts needed before node i

receives a successful NDSPM flag. The probability this occurs on the xth photon request since

the last command from the BSA is given by a Geometric Distribution

Pi(x) = (1− p)x−1p, (11.7)

where i ∈ {1, 2}.

The probability a node has successfully emitted a photon into the network after any of the

first X repetitions is given by the cumulative distribution function,

Pi(x ≤ X) = 1− (1− p)X . (11.8)

Assuming node 1 is successful, the two possible outcomes are that node 2 has either already

produced a photon or that node 2 still needs to produce a photon. In the former case, the

production of a photon from node 1 is the limiting factor, with both nodes successfully sending
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a photon into the network by time XT . For the latter case, node 2 is the limiting factor and

entanglement can only be attempted after waiting an additional 1/p repetitions on average. The

average time for both nodes to successfully send a photon into the network is then XT +T/p for

this case. We can therefore calculate the average time between entanglement attempts as

T ∗(L) =
∞∑

X=1

P1(X) [XP2(x ≤ X) +
(
X + p−1

)
(1− P2(x ≤ X))

]
T + 2tn(L), (11.9)

where the additional term 2tn(L) is the network round trip time described in Section 11.1.1.

Inserting Eq. 11.8 into 11.9 and simplifying gives

T ∗(L) =
2p− 3

p(p− 2)
T + 2tn(L). (11.10)

The inverse of T ∗(L) is then the node’s effective repetition rate, r∗(L). We can write the

entanglement generation rate in a manner similar to Eq. 11.6 as

R∗(L) = r∗(L)[Pf (L)ΓndEsP
z
QPd]

2/2, (11.11)

where Es is the efficiency of the photon storage just before the BSA and where z is the number

of QFC steps used in each network arm after the NDSPM. (This is distinct from the total number

of QFC steps, y, as defined in section 11.1.1). Depending upon the color for used for network

transmission and color needed for photon storage, there might be multiple QFC steps after the

NDSPM involved as discussed in Section 11.2.

Implicitly, we have thus far assumed infinite storage times. Any realistic storage will not be
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able to store photons indefinitely. Assuming storage that decays exponentially in time with time

constant τ , one can show that R∗(L) is modified by the multiplicative factor (see Appendix A)

β(p, T, τ) =
p(1 + eT/τ − p)

(2− p)(eT/τ + p− 1)
. (11.12)

Figure 11.2: Entanglement Rate Adjustment for Finite Storage Times(a) Multiplicative
factor, β(p, T, τ), required to adjust entanglement rates as a function of p for given ratios of
storage time, τ , to experimental rep rate, T . b) Zoom-in of 0 < p < 0.1, which is a typical
operating range of current trapped ion systems. The dashed vertical line indicates the value of p
used in Section 11.2.

Critically, this factor does not depend on the length of the network, and instead displays

an exponential dependence on the ratio T/τ . This factor is plotted as a function of p for various

ratios of T/τ in Fig. 11.2(a). As current trapped ion systems have p < 0.1, a zoom-in of the

region 0 < p < 0.1 is shown in Fig. 11.2(b). For typical ion systems, τ ≳ 1000T will ensure

that finite storage reduces entanglement rates by < 10%. For the remainder of this chapter, we

will assume infinite storage, given the long storage times that have been demonstrated in neutral

atomic media [84].
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11.2 Case Study Using Barium Ions and Rubidium Atoms

To highlight the entanglement rate increase using the hybrid network tools described above,

we present an example using network nodes comprised of single trapped Ba+ ions. The ions are

optically excited in a manner similar to Chapter 2 to emit a single 493-nm photon entangled with

the ion’s internal states. We use a maximum node photon request rate of rmax = 2 MHz as a

realistic maximum for current ion trap experiments [30].

We set the probability of a photon being emitted, collected and coupled into the network

fiber as Pp = 0.06 which assumes a 0.6 NA collection optic, 80% fiber coupling and an even

Ba+ isotope [28]. We use one QFC step (y = 1) for converting the 493 nm photon to 780 nm,

making it compatible with neutral Rb NDSPM devices (efficiency Pnd = 0.75 corresponding to

a fidelity of > 0.965 using the method in [87] and set Γnd = 1) and an additional QFC step

(y = 2) to take the photon frequency to C-band. We note that a three-step distillation process as

outlined in [26] is projected to increase a fidelity of > 0.965 to ≈ 0.9975 with an entanglement

rate penalty of ≈ 8. An additional QFC step is required for the C-band network using photonic

storage (Section 11.1.3) to take C-band back to 780 nm for compatibility with neutral-Rb storage

devices (efficiency Es = 1). Thus, z = 0 and z = 2 for the 780-nm and C-band based networks

using storage, respectively. The QFC efficiencies are set at 60%2. We assume all network links

comprise of optical fiber with a refractive index of 1.4 which is a good approximation for both

near-IR and C-band networks. The fiber attenuation is set to 3 dB/km and 0.15 dB/km for the

780 nm and C-band network respectively. Table 11.1 gives the values used for entanglement rate

calculations.
2We believe with better mode-matching optics and with custom optical coatings, this is achievable with our QFC

systems.
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Variable Description Value Used
rmax maximum photon production rate 2 MHz
tnd NDSPM time 1µs
tn(L) network travel time 1.4L/c
Pp per-shot photon collection efficiency 0.06
PQ QFC efficiency per stage 0.60
Pd BSA detector efficiency 0.8
Pnd NDSPM efficiency 0.75
Es Photon Storage Efficiency 1
Γnd NDSPM transmission 1

Table 11.1: Values used in entanglement rate calculations.

In Figs. 11.3 and 11.4 we compare the entanglement generation rates for this example case

in network configurations described in sections 11.1.1, 11.1.2 and 11.1.3 and operating at either

780 nm or in the C-band. The entanglement rates in Figs. 11.3 and 11.4 are determined using

Eqs. 11.1, 11.6 and 11.11 (lines) and also using simulated data (data points in Fig. 11.3). See

[51] for more details on the simulation.

Figure 11.3: Entanglement generation rates for various types of two node networks. The
entanglement generation rate of a two node network connected using 780 nm fiber links in
a standard homogeneous network described in section 11.1.1 (black solid), using NDSPM as
described in section 11.1.2 (magenta dashed and triangles) and using NDSPM and photon storage
as described in section 11.1.3 (magenta solid and squares) as a function of network distance, L.
Rates are also shown for a C-band-linked network in a standard homogeneous configuration
(black dot-dashed), using NDSPM (blue dashed and circles) and using NDSPM and photon
storage (blue solid and diamonds). (A) shows the rates over 5 km while (B) shows them over
50 km. The theory curves are determined from the analytical solutions given in this Chapter and
the points are from simulated data [51] with statistical error bars smaller than the plot points.
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Figure 11.4: Entanglement Rate Increases. Increases are shown for networks with NDSPM
(dashed) and NDSPM with storage (solid) over standard homogeneous networks using 780 nm
photons, (A), and C-band photons, (B), as a function of distance, L. These are calculated from
the ratios of the relevant curves in Fig. 11.3. In all cases the theory curves are determined from
the analytical solutions given in this Chapter.

The black curves in Fig. 11.3 show the entanglement generation rates for basic two-node

networks at 780 nm (black solid) and C-band (black dot-dashed) as described in section 11.1.1.

The dashed curves show the rates for a network using NDSPM as described in section 11.1.2

using 780 nm photons (magenta and triangles) and C-band photons (blue and circles). When

comparing hybrid networks using NDSPM (circles and triangles) to those using NDSPM and

photonic storage (diamonds and squares), as described in sections 11.1.2 and 11.1.3 respectively,

there is an increase in entanglement rates. For example, the 780 nm network with NDSPM

outperforms a basic network using C-band photons up to ≈ 1.8 km. Then, by adding the photonic

storage this distance can be increased to ≈5 km (magenta squares) in Fig. 11.3). Similarly, Fig.

11.3(A) shows that a C-band network using NDSPM outperforms the 780 nm network using

NDSPM and photonic storage after ≈ 3.8 km.

The ratio of entanglement rate between a hybrid network using NDSPM (Eq. 11.6) and

a homogeneous network (Eq. 11.1) shows a peak followed by a slow decline (dashed curves in
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Fig. 11.4). This decline can be explained by Eqs. 11.3 and 11.5 where 2tn(L) will dominate at

large distances and, eventually, this method underperforms the homogeneous network rate R(L).

Comparing Eqs. 11.1 and 11.6, this occurs at lengths such that P 2
nd

T
2p2

≲ tn(L). The 780-nm

network using photonic storage in addition to NDSPM (Eq. 11.11) for each node outperforms

a standard 780-nm network at all distances for the values used in this work (solid curves in Fig.

11.4). At long distances T ∗(L) ≈ r(L)−1, and for the 780-nm network, the rate ratio approaches

an asymptotic limit given by [ΓndEs/(PpPQ)]
2 ≈ 772, the increase in success probability given a

successful NDSPM. The C-band network with storage, having an additional stage of QFC versus

the non-storage case, approaches and asymptotic limit of [ΓndEs/Pp]
2 ≈ 278. Note that in all

cases, the ”kink” in these curves represents the distance at which the standard network become

limited in repetition rate by the network length.

The example cases in Figs. 11.3 and 11.4 use set values of the photon storage efficiency,

Es = 1, and NDSPM efficiency, Pnd = 0.75. Variations in these values will affect the network’s

entanglement rate increase over a homogeneous network. In Fig. 11.5 we show contour plots for

both the 780 nm and C-band based networks as a function of Es and Pnd. In both the 780 nm and

C-band networks it can be seen that entanglement generation rates over an order of magnitude

compared with a homogeneous network can be achieved with only modest values of Es and Pnd.

In fact, for the C-band network, factors of over 100 can be achieved after 10 km with Es and Pnd

values of ≈ 0.6.

We have described how integration of neutral-atom-based technologies into a trapped-ion

based quantum network can overcome photon losses to yield significant increases in entanglement

generation rates. We show this increase can be over a factor of 100 in both 780 nm and C-

band based fiber network links. The use of hybrid technology in trapped-ion based quantum
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networks is a promising method for establishing quantum networks with projected gains over

their homogeneous counterparts in entanglement generation rates.
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Figure 11.5: Entanglement rate increase contours at both 780 nm and C-band as a function
of Es and Pnd for various distances. All other variables are kept constant as given by Table 11.1
and as mentioned in Section 11.2.
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Chapter 12: Outlook

In this thesis, I have presented our experimental apparatus that combines quantum frequency

conversion with a trapped ion quantum communication node to enable both long-distance and

hybrid quantum networking experiments. I have described projects where our group was among

the first in the world1 to demonstrate the conversion of single photons from a trapped ion, and

to add in a second stage of frequency conversion to produce telecommunication wavelength

photons for long distance quantum communication with trapped ions. This thesis also describes

a series of experiments that demonstrate the feasibility of using quantum frequency conversion

to connect our trapped ion node to disparate quantum systems, through the first ever demonstrated

interactions of photons from a trapped ion with neutral atomic systems. This enables the integration

of useful tools into a quantum network, as in the slow light experiment, as well as enabling

direct entanglement between fundamentally different quantum systems, as shown in the two-

photon interference experiment. Additionally, I have detailed our lab’s development of both qubit

manipulations and qubit state detection for our 138Ba+ ion, and have presented an experiment

where we demonstrate ion-photon entanglement before and after frequency conversion, using

these techniques. Finally, I have demonstrated a “thought” experiment where we examine how

combining this entanglement-preserving quantum frequency conversion with neutral-Rb based

1With the other two works being [33, 34].
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technologies can potentially greatly improve entanglement rates in a hybrid quantum network.

Looking forward, these results can be built upon in a variety of future experiments, which I will

now briefly discuss from my point of view.

In terms of the quantum frequency conversion, it is very likely that conversion to the

telecommunications O-band will enable much lower levels of noise, while still providing extremely

low loss fiber transmission. In fact, our collaborators in the group of Edo Waks have recently

constructed a quantum frequency converter meant to take our first stage 780-nm photons to

the telecommunications O-band via an ARL-provided pump laser at 1989 nm. Preliminary

measurements performed by graduate student Uday Saha seem to suggest that this converter

has conversion efficiencies comparable to the 780 nm conversion presented in this thesis, with a

drastic reduction in noise counts when comparted to the C-band converter.

Having demonstrated ion-photon entanglement at 780 nm, our lab is now particularly well

positioned to serve as a node in a local-area quantum network. This can be done on two separate

fronts: our lab hopes to generate ion-ion entanglement over a 780 nm network (and possibly over

an O-band network) including our lab and the lab of Edo Waks, and there is also the obvious

possibility of generating ion-neutral atom entanglement over the already existing fiber links

between our lab and the lab of Steve Rolston and Trey Porto. Along the way, our lab will need

to improve the repetition rate and polarization issues discussed in the ion-photon entanglement

chapter. Higher repetition rates have been demonstrated by the Oxford trapped ion group using

the same control system as we use, but require some custom-coding that we have not been able

to implement yet. The polarization issues can likely be improved through active stabilization of

these fibers. It is also likely that removal of many of the fiber butt-couplings that we currently

use (put in place as we were developing the multiple components of our lab in parallel) will also
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help reduce polarization drifts and increase photon rates.

Finally, the quadrupole transition work described in this thesis can be expanded to allow

for the use of optical qubits in our lab. This will require improved cooling of our ions, probably

via EIT-cooling [31,172,174], to further reduce ion temperatures and allow for high fidelity qubit

operations. This would be, in my opinion, well worth the investment, as it will enable high-

fidelity two-qubit gates (see [176]) using any of the many high power infrared lasers present in

our lab (such as our QFC pump lasers at 1343 and 1590 nm). These two-qubit gates would enable

even more interesting networking experiments involving both local and remote entanglement

swapping.
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Appendix A: Effect of Finite Storage Times on Networks Using Nondestructive

Measurement and Storage

The entanglement rates given in Chapter 11 assume that the photons from each node can be

stored indefinitely. Any realistic storage element will, however, have limits on the storage time.

We will examine the effect of this finite storage time on entanglement rates.

When a photon from one of the nodes reaches the storage element, it is stored until the

other node’s photon is stored. Critically, this means that the relevant time scale is the difference

between the arrival times of each of the photons to their respective storage devices. Because the

network length is symmetric the relative arrival time is equivalent to the relative time between

successful NDSPM of photons produced by each node. The travel time (and therefore the network

length) has no effect on this time for the symmetric network considered. The probability that the

second node successfully produces a photon M cycles after the first node successfully produces

a photon is given by
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P12(M) =
∞∑

N=1

P1(N)P2(N +M)

=
∞∑

N=1

p2(1− p)2N+M−2

=
p(1− p)M

2− p
. (A.1)

Similarly, the probability that the second node produces a photon M cycles before the first

node successfully produces a photon is given by

P21(M) =
∞∑

N=1

P1(N)P2(N −M)θ(N −M)

=
∞∑

N=1

p2(1− p)2N−M−2θ(N −M)

=
(1− p)M

2− p
(A.2)

where θ(x) represents the left-side continuous Heaviside step function.

Using these values, we can calculate the weighted probability that the photons from both

nodes are successfully stored. We consider single photon storage that decays exponentially over

time, with decay constant τ . Both photons are then stored and successfully released with a

probability, relative to the maximum storage probability of Es, of
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β(p, T, τ) =
∞∑

M=0

[P12(M) + P21(M)]e−MT/τ − P12(0)

=
p(1 + eT/τ − p)

(2− p)(eT/τ + p− 1)
, (A.3)

where T is the period as defined in Section 11.1.2. The P12(0) term is subtracted to keep from

double counting for M = 0, where one should note P12(0) = P21(0). The entanglement rate then

is altered to

R∗(L) = β(p, T, τ)r∗(L)[Pf (L)EsP
z
QPd]

2/2. (A.4)
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