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#### Abstract

A master key of special length is manipulated based on the key schedule to create round sub-keys in most block ciphers. A strong key schedule is described as a cipher that will be more resistant to various forms of attacks, especially in related-key model attacks. Rijndael is the most common block cipher, and it was adopted by the National Institute of Standards and Technology, USA in 2001 as an Advance Encryption Standard. However, a few studies on cryptanalysis revealed that a security weakness of Rijndael refers to its vulnerability to related-key differential attack as well as the related-key boomerang attack, which is mainly caused by the lack of nonlinearity in the key schedule of Rijndael. In relation to this, constructing a key schedule that is both efficient and provably secure has been an ongoing open problem. Hence, this paper presents a method to improve the key schedule of Rijndael 128-bit for the purpose of making it more resistance to the related-key differential and boomerang attacks. In this study, two statistical tests, namely the Frequency test and the Strict Avalanche Criterion test were employed to respectively evaluate the properties of bit confusion and bit diffusion. The results showed that the proposed key expansion function has excellent statistical properties and agrees with the concept of Shannon's diffusion and confusion bits. Meanwhile, the Mixed


Integer Linear Programming based approach was adopted to evaluate the resistance of the proposed approach towards the related-key differential and boomerang attacks. The proposed approach was also found to be resistant against the two attacks discovered in the original Rijndael. Overall, these results proved that the proposed approach is able to perform better compared to the original Rijndael key expansion function and that of the previous research.
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## INTRODUCTION

A secret key block cipher is crucial in primitive cryptography. Generally, one fundamental motivation behind the use of a block cipher is to protect the information that are transmitted in insecure communication environments. On top of that, block ciphers are applied as a component in different security domains, which probably requires the construction of other secret key cryptographic primitives such as cryptographic pseudorandom number generators, message authentication codes, and hash functions. Nowadays, Rijndael has become the most common block cipher that is used as a standard for symmetric encryption in many countries (Lu, 2015). Moreover, it has also been extensively applied as a significant symmetric block cipher algorithm in the computer security field.

The Rijndael algorithm encryption was adopted as an Advanced Encryption Standard (AES) in 2001 by the National Institute of Standards and Technology (NIST) (Daemen \& Rijmen, 2013). As a result, it promotes the vast adoption of Rijndael for commercial and governmental purposes by focusing on both hardware and software implementation. Furthermore, it is an agile design with an extremely effective and efficient performance cipher. In regard to this, a recent cryptanalysis study managed to unearth certain security weaknesses in the Rijndael (Biryukov \& Khovratovich, 2009; Biryukov et al., 2010; Biryukov \& Nikolić, 2010; Jean, 2013; Cui et al., 2015). The findings of the study revealed that three variants of the Rijndael which are 128, 192, and 256 bits of keys are not equipped with the ideal resistance or level of security against the related-key model attack considering that the adversary can encrypt plaintexts or decrypt ciphertext under a set of keys connected via a known relationship. More importantly, it should be noted that these attacks are only theoretical and require computational power that is beyond our reach. Nevertheless, the problem of producing Rijndael algorithm with an ideal resistance in the face
of the cryptographic standards has remained unsolved for quite some time. On a more important note, it has been widely acknowledged that the key expansion function of Rijndael is the weakest point of its design, whereas the round function has been very strongly and securely designed. Therefore, the current research aims to emphasize only on the key expansion function of Rijndael with the unchanged state transformation round function

## DESCRIPTION THE SECURITY OF RIJNDAEL

Rijndael is a block cipher that contains both variable block length and variable key length. The block length and key length can be independently specified as any multiple of 32 bits, whereby 128 bits is considered as the minimum and 256 bits as the maximum. This setup is based on the Substitution Permutation Network (SPN) where all bit alterations in each round and the first round of SPN requires the XOR-ing to be performed on the current state with the round keys. Next, it needs to pass through a substitution layer that consists of blocks of data which are supplanted with other blocks. On top of that, it is required to undergo a permutation layer where bits are permuted and shuffled around. Hence, this operation will be repeated again and again until the last round performs an XOR with a final round key to produce the output. In relation to this, it should be noted that a well-designed SPN with several rounds of substitution and permutation boxes adopted the Shannon's principles of confusion and diffusion. Meanwhile, the main part of the transformation in Rijndael is the first $\mathrm{N}-1$ rounds ( N is the number of rounds) that involves $4 \times 4,4 \times 6$, and $4 \times 8$ matrix of bytes for Rijndael 128 -bit, 192-bit, and 256 -bit, respectively. Apart from that, it also consists of four several transformation functions, namely SubBytes, ShiftRows, MixColums, and AddRoundKey.

```
Algorithm 1. The Key expansion function of Rijndael 128-bits
"For \(\mathrm{i}=0, \ldots . \mathrm{Nk}-1\) do
    \(\mathrm{W}[\mathrm{i}]=\mathrm{k}[\mathrm{i}] ;\)
    End for
For \(\mathrm{i}=\mathrm{Nk}, \ldots \ldots \ldots .4(\mathrm{Nr}+1)-1\) Do
    Temp \(\rightarrow \mathrm{W}\{\mathrm{i}-1\}\);
    if \(\mathrm{i} \bmod \mathrm{Nk}==0\) then
Temp \(\rightarrow\) SubByte(RotWord(temp)) \(\oplus\) Rcon \(\mathrm{N}[\mathrm{i} / \mathrm{Nk}]\);
    \(\mathrm{W}[\mathrm{i}] \rightarrow \mathrm{W}[\mathrm{i}-\mathrm{Nk}] \oplus\) temp
End"
```

The key schedule routine is equal to the number of rounds, whereby it takes independent input data that respectively converts a single key of 16,24 , and

32 bytes as well as outputs expanded keys of $16 \times 11,16 \times 13$, and $16 \times 15$ bytes for Rijndael 128-bit, 192-bit, and 256-bit. In this case, it should be noted that the processes of producing sub-keys include three elements of the operations function g (), namely RotWord, SubByte, and Rcon. These are applied on the first sub column on the right side of $4 \times 4,4 \times 6$, and $4 \times 8$ matrix expanded bytes of sub-keys. Hence, the key expansion function is represented through the source code in Algorithm 1 in order to produce the expanded sub-keys of Rijndael 128-bits.

In most established studies of cryptographic, the main objective has been observed to revolve around the security analysis of Rijndael. Hence, the designers of Rijndael adapted its security resistance to differential cryptanalysis by looking at the property of the "MixColumns" transformation. More importantly, this method relies on the upper extent separable code, whereby the submitters of Rijndael managed to prove its security in regard to the secret-key model attacks. More specifically, the max probability differential of Rijndael is $\frac{4}{256}$ that is found to be approximately equals to $2^{-6}$, while the present active S -box Rijndael 128 -bit is performed for four rounds with a probability higher than $2^{-300}$ which is far lower than the desired threshold of $2^{-128}$ for a 128-bit block cipher. Additionally, Mouha et al. (2012) developed a technique that determines the maximum number of active S-boxes for up to 14 rounds to prove the security bounds of Rijndael or any other block cipher against differential cryptanalysis that rely on the Mixed Integer Linear Programming (MILP) approach. Furthermore, it is important to note that the security analysis of Rijndael is mostly concentrated on either the secret-key model attacks or the related-key model attacks. The secretkey model attacks are established on the exposure of the state transformation round of Rijndael instead of the vulnerabilities of the Rijndael key expansion function. Accordingly, the reduced number of rounds for Rijndael is believed to be caused by the omission of MixColumns from the last rounds, which includes the Partial Sums Technique Attacks on six rounds (Tunstall, 2012), Boomerang Technique Attacks on six rounds (Biryukov, 2005), and Impossible Differential Technique Attacks on seven rounds of Rijndael 128-bit (Mala et al., 2010). On another note, Li and Jin (2016) introduced the Meet-in-themiddle Technique Attack on ten rounds of Rijndael 256-bit. In addition, the improvement for seven-, eight-, and twelve-round attacks on the 128 -bit, 192-bit, and 256 -bit key variants respectively was carried out on Rijndael based on the omission of MixColumns from the last round using the Biclique cryptanalysis in the Meet-in-the-middle Technique Attack (Bogdanov et al., 2011; Tao \& Wu, 2015)

Recently, several weaknesses that include related-key differential attacks and related-key boomerang attacks in the Rijndael key expansion function managed
to found by the cryptanalysts (Biryukov \& Khovratovich, 2009; Biryukov et al., 2010; Biryukov \& Nikolić, 2010; Jean, 2013; Cui et al., 2015). This situation is mainly caused by the lack of nonlinearity in the key schedule of the Rijndael that leads to a limited number of active bytes in each sub-key and slow diffusion into the key expansion function. In this case, the main reason that causes the slow diffusion into the key expansion function is resulted by the existence of extremely linear function in the structural constraints of the original algorithm. Meanwhile, the related-key model scenario attacks arise as a result of the leaks that occur in the key expansion function. Hence, the related-key differential attack on all 10 rounds of AES 128-bits the adversary was able to recover the keys and managed to work with all the sub-keys. In regard to this, the adversary works only at the weakness of the key based on a few of the characteristic of the differential into the sub-keys bytes. On the other hand, the related-key boomerang attacks have led to key-recovery and managed to work with the whole keys. Table 1 shows the best cryptanalytic effects performed on Rijndael variants in the related-key model attacks.

Table 1

Best cryptanalysis Results on Reduced Rijndael Variants in The Related-Key Model Attacks.

| Version | Round | Data | Time | Memory | Technique | Reference |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 128 | 5 | $2^{39}$ | $2^{39}$ | $2^{32}$ | Boomerang | (Biryukov, 2005) |
|  | 6 | $2^{71}$ | $2^{71}$ | $2^{32}$ | Boomerang | (Biryukov, 2005) |
|  | 7 | $2^{97}$ | $2^{97}$ | $2^{32}$ | Boomerang | (Biryukov et al., 2010) |
|  | 5 | $2^{97}$ | $2^{97}$ | $2^{32}$ | Differential | (Biryukov et al., 2010) |
|  | 7 | $2^{97}$ | $2^{97}$ | $2^{32}$ | Differential | (Jean, 2013) |
|  | 7 | $2^{24}$ | $2^{130}$ | $2^{32}$ | square | (Cui et al., 2015) |
|  | 9 | $2^{67}$ | $2^{143}$ | $2^{64}$ | Boomerang | (Gorski \& Lucks, 2008) |
| 192 | 10 | $2^{125}$ | $2^{182}$ | $2^{64}$ | Rectangle | (Kim et al., 2007) |
|  | 12 | $2^{123}$ | $2^{176}$ | $2^{48}$ | Boomerang | (Biryukov et al., 2010) |
|  | 12 | $2^{116}$ | $2^{169}$ | $2^{32}$ | Boomerang | (Biryukov et al., 2010) |
|  | 9 | $2^{99}$ | $2^{129}$ | $2^{64}$ | Rectangle | (Biham et al., 2005; Kim |
|  | 10 | $2^{114}$ | $2^{173}$ | $2^{64}$ | Rectangle | (Biham et al., 2005; Kim |
|  |  |  |  |  |  | et al., 2007) |
| 256 | 14 | $2^{131}$ | $2^{131}$ | $2^{64}$ | Differential | (Biryukov et al., 2010) |
|  | 14 | $2^{99.5}$ | $2^{99.5}$ | $2^{56}$ | Boomerang |  |
|  |  |  |  |  |  | Khovratovich, 2009) |

## RELATED WORK

A considerable amount of studies had been carried out to determine the ability of cryptanalysis in enhancing the performance of Rijndael cipher following the establishment of Rijndael as an advanced encryption standard (AES). In relation to this, there have also been several studies that showed the weakness of the key expansion of Rijndael. This weakness showed in their studies as a leaking bit in the subkeys, slow diffusion, and too linear property.

May et al. (2002) presented three desired properties for a key expansion function that are described as follows: (1) resistance against the collision-one-way function (irreversible function), (2) lower respective information between each of the sub-key bits and main key bits, and (3) effective speed in target software implementation. Therefore, property one is quantified with Shannon's concepts of diffusion and confusion bits. Meanwhile, property two between the sub-keys may be avoided altogether with the fulfillment of property one; hence, giving weight to the author's perspective that the designer of such a cryptosystem is not suggested to use the main key bits straight in the sub-keys. However, it was also found that each of the expanded subkeys was not in line with Shannon's concepts after performing two statistical tests, namely the Frequency test to achieve the bit confusion property and the Strict Avalanche Criterion (SAC) test for the purpose of determining the bit diffusion property. As a result, a new key schedule with high nonlinearity is proposed. However, the standard for a related-key attack model is not suitable due to its high nonlinearity. Nevertheless, the properties developed by May et al. (2002) was proposed before the recent release of attacks of the related-key, whereby it managed to successfully figure out a method that can theoretically break the full AES-192 and AES-256 as well as the 128-bit variation of AES. Meanwhile, Choy et al. (2011) proposed the resisted related-key differentials and the boomerang attack. However, May et al. (2002) emphasizes that key expansion function is able to meet the security objective as it exhibits a strong efficiency drawback when testing for key agility. This situation is driven by the high amount of S-box transformation that is used in the expansion function of the key which significantly decrease the performance speed, especially involving a Re-key for each block message in the hash mode (Jean et al., 2014).

An extra (but small) number of SubByte operations or any other straightforward operation seems to boost the structure of the Rijndael key expansion function. In relation to this, Nikolić (2011) introduced a newer version of the Rijndael resistance to related-key scenario attacks which requires the running of security analysis for the purpose of proving the new version of Rijndael
resistance against differential related-key attacks. In addition, the same technique was developed by Biryukov and Nikolić (2010) which involves an automatic algorithm search for the best differential probability characteristics of an S-box in the SP-network of ciphers that should be carried out based on the expansion function of a key for the purpose of evaluating the block encryption. Furthermore, no extra characteristics in the differential probability are observed in the XAES 128-bit variant of the 128-bit key because the valid differential for 128 -bit is $2^{-128}$. Apart from that, Biryukov and Nikolić (2010) similarly argued that the bound of active bytes in the block cipher regarding the differential attack would not have $\frac{128}{6}=22$ active S-boxes. However, Gérault et al. (2017) improved the upper related-key differential for the whole Rijndael 128-bit cipher and showed that the optimal solution for 6 rounds of Rijndael-128 only contains 12 active S-boxes instead of 13 , in which is in agreement with the previous works of Biryukov and Nikolić (2010) and Fouque \& Peyrin (2013) .Hence, the problem of locating the exact minimum number of active S-boxes for 6-round Rijndael-128 in the related-key model is still unsolved, which has led to 19 active S -boxes due to the lower bound of the bottom for active bytes on the entire original Rijndael 128-bit for all characteristics. Nevertheless, a higher value than the desired threshold of $2^{-128}$ for a 128 -bit block cipher is reflected due to the level of security of $2^{-114}$ in terms of the valid differential characteristics. Contrastingly, Huang and Lai (2016) presented another Rijndael key expansion function by only adding an exchange of the matrix subscripts in the rows and columns without the extra operational S-boxes or the rotation. However, the resistance of the key schedule of Huang and Lai (2016) has not been formally proven against the related-key differential and boomerang attacks or any others attacks established on the vulnerabilities of the Rijndael key expansion function for the purpose of managing theoretically attack on original Rijndael block cipher in the related-key model.

The linear transformation function boosts the Rijndael key expansion function by increasing the diffusion property of the key part. On another note, Muda et al. (2010) presented a new 128-bit key version of Rijndael block cipher by adding ShiftRow transformation cyclical shifts without doing any changes to the first row of the expanded sub-key. However, the state matrix is changed by shifting three bytes to the right in the second row. Meanwhile, the third row is changed with a shift of two bytes to the right, while the fourth row is changed with a shift of one byte to the right. As recommended by May et al. (2002), the ShiftRow transformation was tested with two statistical tests for security measurement, namely the confusion and diffusion tests. This new transformation managed to fulfil the security requirement with better results
compared to the original Rijndael key expansion function. On top of that, Muda et al. (2015) proposed a new 128-bit Rijndael key expansion function by adding the ShiftColumn linear transformation into the key expansion structure which include the slight shifting of the XOR-ing bit as well as the replacement of the column with different offsets. Conversely, the new ShiftColumn transformation was also developed by Mahmod et al. (2009). In relation to this, the results from the measurement Performance Tests, the Frequency test (to measure confusion property), and SAC test (to measure diffusion property) showed that this new proposed approach were successful in attaining both properties compared to the original Rijndael key schedule and the approach proposed by Muda et al. (2010) through the investigation performed on the diffusion property in Rijndael block cipher. On another note, Yan and Chen (2016) added a non-linear transformation into the key expansion function for the purpose of increasing the diffusion property for the block cipher as a whole. Moreover, a method was presented to improve the security of the AES key expansion function by adding double S-boxes. More importantly, the experimental results generated by the three random groups of data indicate that the improved algorithm has a more stable diffusivity. However, according to the studies of Muda et al. $(2010 ; 2015)$ and Yan and Chen (2016), the resistance of the key schedules has not been officially proven against related-key differential and related-key boomerang attacks or any other attacks established on the vulnerabilities of the Rijndael key expansion function. Hence, it is still not able to manage theoretical attacks on the cipher in the related-key model. Therefore, only the key schedule was shown to have excellent statistical properties that adhere to the concepts of Shannon's confusion and diffusion, but without conducting a test on the key agility.

## DESCRIPTION OF THE PROPOSED APPROACH

This section elaborates on the new design for the key scheduling that was employed in the Rijndael 128-bit block cipher. The proposed approach for the new Rijndael key schedule can be presented in two perspectives. First, the interior design of the core function for the Rotword operation is adjusted. Moreover, it should be noted that the new xRotword has a different rotation in the round, whereby every first word of the 32 bits has two-rotation bytes instead of one byte in order to generate the sub-keys. Currently, the rotate operations (Rotword) are performed according to the bit permutations that produce a diffusion layer in the key expansion function. More importantly, any changes made on every round of key schedule function will increase the diffusion layer. According to Bogdanov et al. (2011), the symmetric key block
cipher will not be vulnerable to the related-key attacks provided that the shift pattern in the key scheduling are executed.

Second, an extra function is added to the constraint structure of the key expansion function which is known as the $\mathrm{S}($ ) function. The S() function is described as four bytes of input and output. Hence, the S () function works by requesting the nonlinear transformation of SubBytes to all the four input bytes. On top of that, a byte-wise S-box substitution function is used in every second column and XORing with the previous column which acts as the basic structure of the key schedule. On a more important note, a byte-wise S-box substitution consists of the confusion layer and symmetry elimination in Rijndael and provides nonlinearity with the purpose of prohibiting the full determination of differences in the expanded key. Hence, this approach is believed to increase the security of the key expansion function while also mixing the key bits of the initial key for the sub-keys. Nevertheless, it is important to note that diffusion and confusion are considered as the best solutions in enhancing the security of the Rijndael key expansion against attacks. Moreover, the addition of nonlinear transformation into the key expansion function will lead to a more differential characteristic (active S-boxes), thus ensuring that the cipher will most likely be secured against differential attacks in related-key models based on the differential characteristics. Apart from that, the change in the key expansion function has led to the achievement of the following two objectives: (1) the improvement of security algorithm of the key expansion function, and (2) the positive maintenance of the algorithm performance.

The Rijndael key expansion function is word-oriented that represents one word $=32$ bits and consists of three operational functions, namely RotWord, SubByte, and Rcon. These operations are called the $g()$ function which is described as a nonlinear transformation that applies a four-byte input and output on each of the first sub-column for the expanded keys. Meanwhile, the remaining three words of the sub-keys are recursively computed. On top of that, the RotWord one-byte rotation occurs in every round of the generation of sub-keys. In regard to this, it should be noted that the newly proposed xRotword consists of two rotations in every round that generate sub-keys. Hence, SubByte and Rcon are deliberated to be similar to the original Rijndael 128 -bit. Therefore, the bytes of the second column are applied by the new $\mathrm{S}(\mathrm{)}$ function in the key expansion.

The design of the proposed algorithm approach for the key expansion function is represented via the source code in Algorithm 2, while a pictorial representation of the outlines of the internal structure of the key expansion function is depicted in Figure 1.

```
Algorithm 2. A new Key schedule of AES 128-bits
"For \(\mathrm{i}=0, \ldots . \mathrm{Nk}-1\) do
    \(\mathrm{W}[\mathrm{i}]=\mathrm{k}[\mathrm{i}]\);
End for
    Fori \(=\mathrm{Nk}, \ldots \ldots \ldots . . . .4(\mathrm{Nr}+1)-1\) Do
        Temp \(\rightarrow \mathrm{W}[\mathrm{i}-1]\);
    if i mod \(\mathrm{Nk}==0\) then
        Temp \(\rightarrow\) SubByte (xRotword(temp)) Rcon \(\mathrm{N}[\mathrm{i} / \mathrm{Nk}]\);
    End if
If \(\mathrm{Nk}=4 \operatorname{and} \mathrm{imod} 4==2\) then
        Temp S 0 [temp]; which the S() function request non - linear transformation of SubBytes
    End if
        \(\mathrm{W}[\mathrm{i}] \rightarrow \mathrm{W}[\mathrm{i}-\mathrm{Nk}] \oplus\) temp
End"
```



Figure 1. The Internal Structure of the key expansion function.

## THE MEASUREMENT OF SECURITY

The main objective of the current research is to enhance and strengthen the security of the Rijndael key expansion function. In this case, the diffusion and confusion bits of the key expansion function for the proposed approach (SAES) is measured against the key expansion function of the original Rjndael (AES) as well as the previous approach (TAES) that were respectively taken from the studies of Daemen and Rijmen (2013) and Muda et al. (2015).

On top of that, two statistical tests which are known as the Frequency test and the Strict Avalanche Criterion (SAC) test were utilized for the purpose pf measuring Shannon's concepts of diffusion and confusion bits as suggested by May et al. (2002). On another note, it is assumed that no differential characteristics for related-key attacks and boomerang attacks will occur on the whole round of 128 bits for the key size of 128 bits in the evaluation of the resistance of the proposed approach in terms of differential cryptanalysis. More importantly, the MILP-Based approach was employed to count the minimum bound of active S-boxes as well as to determine the differential characteristic for the cipher for a given number of rounds in the related-key model.

## Frequency Test

The purpose of Frequency test is to test the randomness of a sequence of of zeros and ones. Moreover, the p (probability) value that is used to measure the confusion bits in the Frequency is readily available in the NIST package. The decision rule for this test is that the p -value should be more than or equivalent to 0.01 . On the other hand, too many zeros will exist in the sequence of data input and the test fails if the p -value is less than 0.01 .

## Strict Avalanche Criterion Test

The SAC test is able to produce an excellent absolute difference between the empirical distribution (sample observed) and theoretical distribution (hypothesis). The purpose of this test is to check whether each input bit that affects each output bit on average will change to half the bits in the output of the key. The SAC test is generated using the Statistical Product and Service Solutions (SPSS) software through a one-sample Kolmogorov-Smirnov test ( 1 -sample K-S test). Meanwhile, SPSS computes the expected parameter (mean) for the poisson distribution from the data. The decision rule for this test is that the D -value should be less than 1.628 to ensure that the null hypothesis will be accepted. Otherwise, the null hypothesis will be rejected, thus causing the alternative hypothesis to be accepted. Overall, the null hypothesis indicates that the bit diffusion is satisfied at the $0.01 \%$ critical level.

## MILP-based Approach

The mixed-integer linear programming (MILP) optimized approach is seen from a high-level point of view as a method that can minimize or maximize the linear objective function of many variables subjected to specific linear constraints on the variables. The model technique used in this research
is the MILP-based approach considering its ability to relieve the whole integer constraint on the standard linear programming variables. Hence, this particular set up as is referred as the $0-1$ MILP variables. Mouha et al. (2012) recommended the use of either a 0 or 1 variable for the purpose of describing the differential propagation out of the rounds presented in word-oriented block encryption. Hence, it should be noted that the generated variables are subjected to constraints imposed by the particular structures as well as the operations of the definition cipher. Moreover, this technique provides the analysis of any block cipher based on XORs, three-forked branches, and MDS code operations. In this case, it is best to suppose that the Rijndael block cipher algorithm contains Equations (1), (2), and (3) presented below:

1. $\mathrm{S}-\mathrm{box}, \mathrm{S}=f_{2}^{w} \rightarrow f_{2}^{w}$
2. $\mathrm{XOR}, \oplus=f_{2}^{w} \times f_{2}^{w} \rightarrow f_{2}^{w}$
3. Linear transformation $\mathrm{L}=f_{2^{w}}^{m} \rightarrow f_{2^{w}}^{m}$

On a more important note, the aim is to find the differential characteristics from the all zero-difference input state to the same all-zero output state after a variable number of steps. As has been mentioned, the measure of security for the proposed approach relies on the number of active S-boxes, whereby a lower bound on the success probability of a related-key differential attacks may lead to state collisions. Next, the finding differential characteristics were transformed into MILP-Based Approach with the objective functions of counting and minimizing the number of active S-boxes in the AES cipher.

## Variables Involved In MILP-Based Approach

The MILP-based approach is a method that automatically evaluates the security of SPN structures and can be applied in single-key or related-key scenarios. On top of that, it can also be used to obtain security bounds for the purpose of minimizing or maximizing the number of active S-boxes. In addition, the original Rijndael 128-bit (AES) and the previous approach (TAES) are used as benchmarks in calculating the minimized bounds of active bytes in the scenario of related-key attacks of the proposed approach (SAES).

## Constraints generation for S-box and objective function

Figure 2 depicts every input difference $\Delta_{\mathrm{i}} \in \mathrm{F}_{2}^{\mathrm{W}}$ of the entire S - box, S issued in the diagram of the operation Rijndael algorithm cipher. The present study presents a new 0-1 variable $A_{i}$ in order to perform corresponding S-boxes,
be it in active or inactive state. For instance, let $A_{i}=1$ or $A_{i}=0$ for $\Delta_{i} \# 0$ or $\Delta_{\mathrm{i}}=0$. Additionally, the full number of active S-boxes $\Sigma_{\mathrm{i}} \mathrm{A}_{\mathrm{i}}$ bytes are selected in minimizing the objective function that is subjected to the constraints of the operation of the Rijndael algorithm cipher, including the round function and key schedule algorithm. However, an S-box will be considered active provided that it has a difference of $\mathrm{A}_{\mathrm{i}}=1$.


## Constraints generation for XOR

Suppose that $A, B$ are $\in f_{2}^{w}$ and consists of different input of XOR operations within Rijndael (key expansion function algorithm, AddRoundKey). Also, $C \in f_{2}^{w}$ if it contains output difference.

$$
\left\{\begin{array}{c}
\mathrm{A}+\mathrm{B}+\mathrm{C} \geq 2 \mathrm{~d}_{\oplus}  \tag{4}\\
\mathrm{d}_{\oplus} \geq \mathrm{a} \\
\mathrm{~d}_{\oplus} \geq \mathrm{b} \\
\mathrm{~d}_{\oplus} \geq \mathrm{c}
\end{array}\right.
$$

Where the $\boldsymbol{d}_{\oplus}$ variable is dummy data that takes the value of $0-1$.

The above-mentioned Equation (2) is introduced for each sub-key XOR operation in the Rijndael cipher, especially for each XOR operation that may have a positive or negative value in input difference in contrast to the related-key model. However, it might not have any difference or receive at most one non-zero input difference. However, the XOR operations may be ignored if there is no effect on the output difference. Meanwhile, all the XORs depicted in Figure 2 are taken into consideration in the related-key model.

## Constraints generation for linear transformation

$0-1$ is the dependent variable that indicates the level-word for a linear transformation; hence, the above-mentioned Equation (3) is introduced for input and output difference of a diffusion linear-transformation into the Rijndael cipher. Suppose that $\left\{i_{0}, \ldots . ., i_{\mathrm{n}-1}\right\}$ and $\left\{j_{0}, \ldots ., j_{n-1}\right\}$ are the permutation layer of $\{0, \ldots \ldots, n-1\}$ Then, let $X_{i k}$ and $y_{i k}, \mathrm{k} \in\{0, \ldots \ldots, n-$ $1\}$, whereby the variables have been previously subjected to the following constraints:

$$
\left\{\begin{array}{c}
\sum_{k=0}^{n-1}\left(x_{i k}+y_{j k}\right) \geq B  \tag{5}\\
d_{L} \geq x_{i} \\
\ldots \ldots \\
d_{L} \geq X_{i n-1} \\
d_{L} \geq y_{j 0} \\
\ldots \\
d_{L} \geq y_{j n-1}
\end{array}\right.
$$

Where the $d_{L}$ variable refers to a dummy data request either 0 or 1 in value, or the value of $B_{L} d_{L}$ is described as the number of branches in the linear transformation $\mathrm{L}=f_{2^{w}}^{m} \rightarrow f_{2^{w}}^{m}$.

The representation of the variables in the construction of the MILP-based approach that corresponds to a characteristic can be changed by minimizing the bounds of active bytes for the block cipher in the scenario of related-key attacks. Hence, an S-box is determined to be active if and only if it has a difference which acts as a method that determines the new linear diffusion transformation prior to the utilization of the MILP-based approach in TAES. The ShiftColumn that consists of three basic operations (left shift, XOR, Right shift) alongside
with Rotword, SubBytes, and Rcon operations should be developed and applied on the first sub-column for the key schedule algorithm. The new component is applied to the key schedule algorithm of TAES in order to contribute to the diffusion property with the purpose of enhancing the security of the whole cipher. Hence, a component is assumed to have input and output if and only if it has a difference. Next, a new 0-1 variable of linear transformation relying on Equation (3) is introduced by finding the difference using the XOR in Equation (2). Nevertheless, it is not difficult to check the diffusion effect of the linear transformation because the ShiftColumn function is assumed to be applied on the variable $f_{2}^{w} \rightarrow f_{2}^{w}$ with branch number $B_{r}<w+1$.

Overall, the outcome of the four primary transformations of the AES, TAES, and SAES round function is assessed by calculating the round keys. Consequently, a function to keep track of the indices for the active or non-active objective function is presented through the operations of AES that requires at least one S-box to be active considering that the SubByte transformation preserves this property. Hence, it is safe to say that the SubByte transformation did not introduce any linear constraints to the MILP-based approach. In addition, the same holds true for the ShiftRows transformation because the only permutation of the bytes involve the internal state of AES. However, the MixColumns transformation implemented a linear code with maximal distance (MDS) and introduced a linear constraint to the MILP-based approach. In addition, the AddRoundKey transformation XORs for the Rijndael-128-bit sub-key into the state similarly introduced linear inequalities into the MILP-based approach considering that the XOR $\mathrm{y}=x_{1} \oplus x_{2}$ of two variables, $x_{\mathrm{i}}, x_{2} \in$ $\{0,1\}, x_{1}$ is performed with sub-keys, while $x_{2}$ is described as the round function state. Similarly, the key expansion function (calculation of round keys) also introduced linear constraints into the MILP-based approach based on the fact that each XOR operation for every word byte of the expanded subkeys has one $\mathrm{X}_{\mathrm{i}}$ variable per key byte $\in\{0,1\}, \mathrm{X}_{\mathrm{i}}=1$ that will be performed only if it has a difference and $\mathrm{X}_{\mathrm{i}}=0$ without any difference. In the event of $\left(x_{1}, x_{2}\right)=(0,0)$, it should be noted that y certainly becomes 0 , and y becomes 1 if $\left(x_{1}, x_{2}\right) \in\{(0,1),(1,0)\}$. However, the behavior is undetermined where the $\left(x_{1}, x_{2}\right)=(1,1)$, as $y$ can either be 0 or 1 based on the actual values of the corresponding differences.

On a more important note, a practical approach to evaluate the security of a block cipher against related-key differential attacks is by determining the lower bound of the number of active S-boxes of all rounds throughout the cipher and key. Hence, this is believed to prove the resistance of the proposed approach against related-key differential attacks. Apart from that, it will also allow the development of differential characteristics on all rounds provided that the characteristics are equipped with the following formal properties:

1) No two differential characteristics will occur with a probability of $2^{-}$ ${ }^{\mathrm{p} 1}$ and $2^{-\mathrm{p} 2}$ on round one and round two, respectively considering that Round $1+$ Round $2 \geq$ rounds -2 and $2^{\mathrm{p} 1}+2^{\mathrm{p} 2} \leq \mathrm{k}$, whereby k refers to 128 bits. Moreover, the purpose of this determination is to stop the boomerang attacks on the full rounds of Rijndael 128-bit. However, it can be assumed that two rounds can be gained for free via several techniques, but the remaining Round1 + Round 2 will remain to be part of the boomerang.
2) No differential characteristics will occur on the full rounds with a probability higher than $2^{-128}$, where k refers to 128 bits. Hence, this is certainly presented to stop the related-key differential attacks on the full round of Rijndael 128-bit.

## EXPERIMENTAL RESULTS

This section will further discuss the analysis of the results in regard to the experiments conducted for the purpose of comparing the proposed approach (SAES) with the original Rijndael (AES) as well as the previous approach (TAES).

## The Frequency Test and Strict Avalanche Criterion Test Results

The Frequency and Strict Avalanche Criterion SAC tests are considered as the suitable methods to determine the weakness in each sub-key due to their ability to identify security weakness in the key expansion function.

## The Frequency Test

Figure 3 shows the plotted graph for the Frequency test that measures the confusion property by only observing the key expansion function. In this case, all 20 sub-keys that successfully meet the decision rule for the P -value test are generated from the key of the proposed approach as shown in Figure 3. On the other hand, the sub-keys in the previous approach (TAES) failed to meet this rule because the TAES presented a linear diffusion transformation (ShiftColumn) which was applied on the first sub-column for the key schedule algorithm. However, the confusion test showed that not all the sub-keys managed to adhere to this property. Similarly, the key expansion for the original Rijndael (AES) is revealed to be lacking in this property. Meanwhile, the concept of Shannon's confusion can only be achieved after seven rounds of sub-keys. On top of that, the new transformation presented into the key expansion function known as the S () function requires the a SubBytes operation to be applied on
the second column of each sub-key with the purpose of maintaining the concept of Shannon's confusion. In this case, it is believed that the S () function introduces non-linearity to the key expansion function. Therefore, it is clear that the SubBytes operation acts as the common element in achieving confusion.


Finally, a total of 180 sub-keys from the key of the proposed approach were tested, and the results showed that the sub-keys managed to obtain the confusion bits. Hence, this is believed that the P-values of the sub-keys that are greater than 0.01 further indicates that bit mixing can be satisfied at the $1 \%$ significant level. Therefore, this implies that the sequence is considered random with a confidence level of $99 \%$.

## The Strict Avalanche Criterion Test

Figure 4 shows the D-value of the 20 sub-keys generated from the key expansion of the proposed approach (SAES) that manages to successfully meet the decision rule for measuring the diffusion property. However, a slight change in the $g$ () function of the key expansion function can also be observed with the introduction of the xRotWord operation. Nevertheless, it still manages to fulfill the concept of Shannon's diffusion due to the fact that the xRotword has a different rotation in the round of generation sub-keys. Basically, it should be understood that every first 32-bit (sub-column) word has two rotation bytes instead of one byte. As a result of this change, a big difference can be observed in the rest of the sub-columns in the single sub-key based on the concept of each input bit that will affect each output bit.


The original Rijndael (AES) failed the SAC test because the D-value of the sub-key is higher than 1.628. Meanwhile, the key expansion function in AES is lacking the concept of Shannon's diffusion.

On the contrary, the previous approach known as TAES presented a linear diffusion transformation (ShiftColumn) into the first sub-column for the key schedule algorithm. This approach was found to produce excellent statistical properties which agrees with the concept of Shannon's diffusion bits. However, it suffered from a strong efficiency drawback when tested for key agility due to the complex round function transformation in the key expansion function. Hence, the speed performance of the block cipher was significantly decreased, especially when a Re-key was used for each block message in the hash mode.

## Resistance Against Related-key Differential Attack

The related-key model involves the expansion of differential attacks, whereas the key expansion function becomes part of the primitive that include the construction of a long differential characteristic. The attacks attempt to build long characteristic differentials on the whole round of the Rijndael 128-bit, whereby the attack specifies a difference in the master key for the Rijndael 128bit for the purpose of creating related keys. Meanwhile, the best differential
probability of an S-box should be $2^{-6}$ in order to benefit from related keys. Therefore, the results of the differential should activate fewer nonlinear operations in the state compared to that of the best regular differential. On top of that, the probability of the valid characteristic must be higher than $2^{-128}$ because the lower bound of active bytes in differential attacks should not exceed $\frac{128}{6}=22$ active $s$ - boxes.

Table 2 summarizes the number of differential characteristics in the relatedkey model. The MILP-based approach was constructed in correspond to the characteristic of the AES 128 -bit, TAES 128 -bit, and SAES 128 -bit with lower bounds of active S -boxes bytes. Meanwhile, $\mathrm{C}++$ implementation managed to generate the MILP-based approach that was then solved using the IBM ILOG CPLEX Optimizer 12.7 running on a personal laptop with a CPU Intel(R) Core(TM) i7-3610QM ( 2.30 GHz ) and 8.00 GB RAM (CPLEX, 2011).

As can be observed in Table 2, the lower bounds of the active s-boxes of the bytes in the related-key model of AES 128 -bit consist of 20 active S-boxes. Hence, the best related-key differential characteristic in terms of the valid differential characteristics is shown as 10 -round $\left(2^{-6}\right)^{20}=2^{-120}$, which is considered higher than the needed threshold of $2^{-128}$ for a 128 -bit. On the other hand, the result of the differential refers to the activation of fewer nonlinear operations in the key part of the AES 128-bit compared to the state round function. This situation is believed to be the result of the key expansion function part of AES 128 -bit that only has a $g()$ function, which is a nonlinear function with a four-byte input and output applied on the first of each sub-column for the expanded keys. Meanwhile, the remaining three words of the sub-keys are recursively computed with the XOR operation, thus resulting in an extremely linear key part. According to previous studies (e.g. Gérault et al., 2017; Khoo at al., 2017), the lower bound of active s-boxes of the bytes for the original AES 128-bit in all the characteristics is 19 active s-boxes; hence, the level of security in terms of valid differential characteristics is $\left(2^{-6}\right)^{19}=$ $2^{-114}$.

Table 2
Results of related-key differential analysis

| \# Rounds | AES 128-bit |  | TAES 128-bit |  | SAES 128-bit |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \# active <br> S-boxes | \# time in the <br> seconds | \# active <br> S-boxes | \# time in <br> the seconds | \# active <br> S-boxes | \# time <br> (in the <br> seconds |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 |


| \# Rounds | AES 128-bit |  | TAES 128-bit |  | SAES 128-bit |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \# active <br> S-boxes | \# time in the <br> seconds | \# active <br> S-boxes | \# time in <br> the seconds | \# active <br> S-boxes | \# time <br> (in the <br> seconds |
| 2 | $\mathbf{1}$ | 1 | $\mathbf{1}$ | 1 | $\mathbf{2}$ | 1 |
| 3 | $\mathbf{3}$ | 1 | $\mathbf{3}$ | 3 | $\mathbf{4}$ | 1 |
| 4 | $\mathbf{9}$ | 1 | $\mathbf{9}$ | 4 | $\mathbf{1 0}$ | 1 |
| 5 | $\mathbf{1 1}$ | 5 | $\mathbf{1 1}$ | 5 | $\mathbf{1 4}$ | 6 |
| 6 | $\mathbf{1 2}$ | 16 | $\mathbf{1 2}$ | 18 | $\mathbf{1 7}$ | 18 |
| 7 | $\mathbf{1 4}$ | 20 | $\mathbf{1 4}$ | 25 | $\mathbf{2 0}$ | 21 |
| 8 | $\mathbf{1 7}$ | 24 | $\mathbf{1 7}$ | 28 | $\mathbf{2 3}$ | 25 |
| 9 | $\mathbf{1 9}$ | 27 | $\mathbf{1 9}$ | 30 | $\mathbf{2 5}$ | 30 |
| 10 | $\mathbf{2 0}$ | 35 | $\mathbf{2 0}$ | 45 | $\mathbf{2 8}$ | 40 |

In this case, it is important to note that TAES 128-bit shares similar security vulnerabilities as the AES 128-bit key expansion function that are responsible to manage the theoretical attack on the cipher in the related-key model. In relation to this, the analysis for the component of the key expansion function of TAES 128 -bit does not produce any extra differential characteristic. On a more important note, an assessment on the new linear diffusion transformation was performed on the ShiftColumn that consists of three basic operations (left shift, XOR, Right shift), which was introduced into the key schedule algorithm. Apart from that, the new component was applied on the first subcolumn for each of the expanded sub-key alongside with the $g()$ function, while the rest of the subcolumns were recursively computed using only the XOR operation. Unfortunately, this only contributes to the shifting of the bits without introducing any extra differential concerning the active s-boxes bytes. Hence, the best related-key differential characteristic in terms of the valid differential characteristics for TAES 128 -bit for the 10 -round is $\left(2^{-6}\right)^{20}=$ $\left(2^{-120}\right)$. Hence, it is considered higher than the required threshold of the level of security for the differential probability $2^{-128}$ for the 128 -bit.

Finally, it can be concluded that no differential characteristics were found in the proposed approach (SAES 128-bit), particularly in the full rounds with a probability higher than $2^{-128}$. This situation is believed to be caused by the minimum number of active s-boxes in the related-key model on the full rounds that contains 28 active s-boxes or in other words, $\left(2^{-6}\right)^{28}=2^{-168}$ differential probability. Hence, the attacks will not work because the value is much lower compared to the required threshold of $2^{-128}$ for a 128 -bit. The valid extra differential characteristic presented in the SAES 128 -bit is due to the extra nonlinear transformation of the key expansion function of SAES. In this case, the $S$ () function is applied on the bytes of the second column in
the key expansion for the purpose of preventing the related-key differential attacks from occurring on the full round of AES 128-bit. Hence, this approach was found to contribute to a higher security for the key expansion function, thus it is considered to be more secured against related-key differential attacks compared to the recently established AES 128-bit.

## Resistance Against Related-key Boomerangs Attack

It is important to note that differential characteristic is utilized on a smaller number of rounds in the case of Boomerangs attacks. Hence, the attacker can use either single-key or related-key differential characteristics. Moreover, the adversary builds two short differential characteristics instead of one long characteristic on the block cipher. In AES, the best differential probability of an S-box is $2^{-6}$; hence, no two differential characteristics should occur with a probability higher than $2^{-128}$ for all combinations of two characteristics that have a total of 10 rounds. The purpose of presenting this determination is to stop the boomerang attacks on the full rounds of AES 128-bit.

Meanwhile, this will allow the development of the Boomerang attacks on the whole 10 rounds, particularly in the context of AES 128-bit. Moreover, the reader is reminded that the lower bound of active S-boxes of the bytes on the AES 128 -bit for all the characteristics are 20 active s-boxes. Hence, it is possible to build two independent differential characteristics for all combinations of two characteristics that contains 10 rounds in total. On a more important note, this differential characteristic must not exist with a probability higher than $2^{-128}$ or 22 active S-boxes. According to this concept, the AES 128bit has 0 active S -boxes for the top characteristics for Round 1, while there is a total of 20 active S-boxes for the bottom characteristics of Round 9. Hence, the adversary was found to have a $2^{-120}$ probability that is considered higher than the valid probability $2^{-128}$ for the AES 128 -bit. Therefore, the attacker has a remainder of 22-20 $=2$ active S-boxes that is deemed adequate for an attack to cover 10 rounds. Therefore, it can be said that the AES 128-bit could be attacked with two characteristics in total to cover all 10 rounds. On the other hand, the total probability for the boomerang attacks is higher than $2^{-128}$ for the rest of the rounds of AES 128-bit that will enable the attack for keyrecovery and all the keys, which is similar to the TAES-128 bit. This situation is believed to be caused by absence of extra differential characteristics based on the analysis of this study conducted on the component of the key expansion function of TAES. Nevertheless, it should be noted that TAES shares similar security margin to boomerangs attacks as that of the AES-128 bit.

On another note, the number of active S-boxes in the differential characteristic is $\frac{128}{6}$ equal to 22 for the security analysis of the SAES 128 -bit regarding

Boomerang attacks. The characteristic of Round 1 is 0 , while the characteristic of Round 9 is 25 . Meanwhile, the adversary showed the probability of $\left(2^{-6}\right)^{25}=$ $2^{-150}$ which is much lower than the valid probability $2^{-128}$ for the AES 128-bit; hence, it will prevent the boomerang attacks. Likewise, the number of active S-boxes would be $2+23=25$ and $17+10=27$ for the two characteristics build on 2, 8 and 6, 4 rounds, respectively. However, this is considered much lower compared to the valid differential probability. Meanwhile, the lower bound of the active S -boxes of the bytes will be $14+14=28$ when two characteristics is built on 5 rounds, which is greater than 22 . In addition, the characteristics of Rounds 3 and 7 consist of 24 active S-boxes, thus exceeding the 22 active S-boxes. Hence, all the characteristics have proven that the proposed approach (SAES) is secured against Boomerang attacks based on all the combinations of the two characteristics that cover 10 rounds in total with a probability lower than $2^{-128}$. Therefore, this managed to proof the security of the proposed approach against the related-key Boomerang attacks.

## Resistance Against Other Attacks in the Form of a Secret-key Model

In this case, it should be reminded that the secret-key attacks are established on the exposure of the state transformation round of Rijndael instead of the vulnerabilities of the Rijndael key expansion function. The secret-key model scenario attacks occurred due to the omission of MixColumns from the last round. According to Dunkelman and Keller (2010) and AlMarashda et al. (2011), the omission of MixColumns affects the security of (reduced-round) AES. On top of that, the state round function of AES has been strongly and securely designed in regard to differential cryptanalysis in the secret-key model attack scenario, with the best differential characteristics of probability $2^{-330}$ on 10 rounds of AES. Meanwhile, the state round function remains unchanged and only the key schedule was adjusted.

## CONCLUSION

The current research successfully presented an enhancement to the security of the Rijndael key schedule algorithm. In this case, it is important to note that there are three different variants to the key schedule in the Rijndael cipher which are the 128 -bit, 192 -bit, and 256 -bit for10, 12 , and 14 rounds, respectively. However, the present study only focused on the 128-bit key size due to the recent theoretical attacks that occurred as a result of the weakness found in this key schedule. On top of that, the 128-bit key schedule of the Rijndael cipher are not equipped with sufficient differential characteristics (active S-boxes), thus able to prevent the related-key model attacks caused by the extremely linear nature of the constraint in the original algorithm. On another
note, the proposed key expansion function (SAES) showed better statistical properties in terms of the confusion and diffusion bits compared to the original key expansion function (AES) and previous key expansion function (TAES). Moreover, the proposed approach managed to illustrate ideal security against related-key attacks in the form of differential cryptanalysis and boomerang attacks. This situation is believed to be caused by the number of active S-boxes of the bytes which is 28 as well as the security level recorded as $2^{-168}$, thus reflecting a much lower value than the valid requirement in managing the attacks theoretically. Finally, it can be concluded that the original approach and previous approach do not have ideal security against these attacks.
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