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Background: Statistical model calculations have to be used for the determination of reaction rates in large-scale
reaction networks for heavy-element nucleosynthesis. A basic ingredient of such a calculation is the α-nucleus
optical model potential. Several different parameter sets are available in literature, but their predictions of
α-induced reaction rates vary widely, sometimes even exceeding one order of magnitude.

Purpose: This paper presents the result of α-induced reaction cross-section measurements on gold which could
be carried out for the first time very close to the astrophysically relevant energy region. The new experimental
data are used to test statistical model predictions and to constrain the α-nucleus optical model potential.

Method: For the measurements the activation technique was used. The cross section of the (α,n) and (α,2n)
reactions was determined from γ-ray counting, while that of the radiative capture was determined via X-ray
counting.

Results: The cross section of the reactions was measured below Eα = 20.0 MeV. In the case of the
197Au(α,2n)199Tl reaction down to 17.5 MeV with 0.5-MeV steps, reaching closer to the reaction threshold than
ever before. The cross section of 197Au(α,n)200Tl and 197Au(α,γ)201Tl was measured down to Eα = 13.6 and
14.0 MeV, respectively, with 0.5-MeV steps above the (α,2n) reaction threshold and with 1.0-MeV steps below
that.

Conclusions: The new dataset is in agreement with the available values from the literature, but is more precise
and extends towards lower energies. Two orders of magnitude lower cross sections were successfully measured
than in previous experiments which used γ-ray counting only, thus providing experimental data at lower energies
than ever before. The new precision dataset allows us to find the best-fit α-nucleus optical model potential and
to predict cross sections in the Gamow window with smaller uncertainties.

I. INTRODUCTION

The elements heavier than iron are mainly produced
via neutron capture reactions [1–3]. These processes,
however, cannot create the so-called p-nuclei on the
proton-rich side of the valley of stability. The so-called
γ process [4] is mainly responsible for the production of
these isotopes. The γ process occurs in hot, dense astro-
physical plasma environments like in thermonuclear su-
pernovae [5, 6] or in core collapse supernovae [7, 8]. The
γ-process reaction network involves tens of thousands of
reactions on thousands of mainly unstable nuclei, thus
the reaction rates have to be predicted in a wide mass
and temperature range. For this purpose the Hauser-
Feshbach (H-F) statistical model [9] using global opti-
cal model potentials (OMPs) is widely used. While the
nucleon-nucleus OMP (N-OMP) is relatively well known,
the predicted reaction rates may vary over one order of
magnitude depending on the chosen α-nucleus OMP (A-
OMP) [10, 11]. Recently, several cross-section measure-
ments have been carried out mostly on proton rich iso-
topes to test the global A-OMPs (e.g., [11–23]).
In the present work the cross sections of the

197Au(α,γ)201Tl, 197Au(α,n)200Tl, and 197Au(α,2n)199Tl
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reactions were measured at energies below the Coulomb
barrier, reaching the upper end of the Gamow window for
typical temperatures of the γ process of T9 ≈ 2−3 (where
T9 is the temperature in 109 K). The new experimental
results are compared to the predictions of several open-
access global A-OMPs. Although 197Au is not in the
p-nuclei mass range, it is only slightly above the heaviest
p-nucleus 196Hg, thus it can help understanding the sys-
tematic in the mass region. Furthermore, experimental
studies are facilitated by the mechanical and chemical
properties of gold and by the fact that gold is mono-
isotopic with the only stable isotope 197Au. The applica-
tion of the activation technique [24] is possible because of
the reasonable half-lives of the residual 199Tl, 200Tl, and
201Tl nuclei. However, γ-ray spectroscopy had to be com-
plemented by X-ray spectroscopy to cover all reactions
under study in the present work, and the X-ray decay
curves had to followed for a long period to disentangle
the contributions of the different reaction channels.

The paper is organized as follows. In sec. II the re-
actions under investigation will be presented. In sec. III
the experimental details will be given, while in sec. IV
the data analysis is detailed. The experimental results
are summarized in sec. V. In sec. VI the obtained data
are compared to statistical model calculation. Finally in
sec. VII a summary is given.

http://arxiv.org/abs/1910.09888v1
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TABLE I. Decay parameters of the reaction products of α-induced reactions on 197Au [25–27].

Reaction
Reaction Half-life X- or γ-ray Ireli : Relative M : Multiplicator Absolute
product (h) energy (keV) intensity (%) for absolute intensity intensity (%)

(α,γ) 201Tl 73.01± 0.04 70.8 44.6± 0.6
167.4 10.00 ± 0.06

(α,n) 200Tl 26.1± 0.1 367.9 100

0.87 ± 0.06

87± 6
579.3 15.8± 0.8 13.7± 1.2
828.3 12.4± 0.7 10.8± 1.0
1205.6 34.4± 1.9 30± 3

(α,2n) 199Tl 7.42± 0.08 158.4 40± 2

0.124 ± 0.012

5.0± 0.5
208.2 99± 5 12.3± 1.3
247.3 75± 4 9.3± 1.0
455.5 100± 5 12.4± 1.4

II. STUDIED REACTIONS

Gold has only one stable isotope the 197Au, there-
fore the 100% isotopic purity of the targets is naturally
granted. In the energy range investigated here not only
radiative α capture occurs, but capture can also be fol-
lowed by one or two neutron emissions1. All these three
reaction channels - detailed below - lead to radioactive
nuclei, thus the activation technique can be used to in-
vestigate them.
In table I the decay parameters of the reaction prod-

ucts are summarized. In the case of the γ rays the abso-
lute intensities are obtained from the relative intensities
and a multiplicator as given in the decay data compila-
tions [25–27]. These are indicated in the table and used
in the analysis in order to take the systematic uncertain-
ties correctly into account. In the case of the X ray the
absolute intensities per decay is the available quantity in
the compilation [27].

A. 197Au(α,γ)201Tl

There is only one cross-section dataset for this reaction
in the literature by Basunia et al. [28] and several derived
upper limits [29–31]. Even if Capurro et al. [29] pub-
lished their data as definite values, they can only be con-
sidered as upper limits because of some neglected exper-
imental issues as pointed out by Necheva et al. [30]. The
weak γ transition at 167.4 keV of 201Tl is often buried
by the Compton background of the strong 367.9-keV γ
line from the (α,n) reaction product. Owing to this dif-
ficulty the lowest measured cross-section point prior to

1 Many more reaction channels - involving mostly α emissions - are

energetically possible, but they typically have much lower cross

sections - because of the Coulomb barrier in the exit channel -

than the ones studied in the present work.

our work was at Eα = 17.9 MeV. With the method de-
scribed in sec. IVB we were able to measure two orders
of magnitude lower cross sections down to 14 MeV.

B. 197Au(α,n)200Tl

There are many datasets in the literature for this re-
action [28, 30–37]. Almost all of these works used the
stacked foil technique to measure the reaction cross sec-
tion at different energies, the only exception is Calbore-
anu et al. [33]. The energy uncertainty for the reported
values are much higher than in this work, where thin
single targets were used. All the literature data are in
agreement within their error bars; however, either the
energy or the cross-section uncertainty is large in the en-
ergy range where our investigation has been done. Our
new dataset has much higher precision, therefore it pro-
vides a better constraint on the theoretical models in this
energy region.

C. 197Au(α,2n)199Tl

The threshold of the reaction channel with two neutron
emission is at Eα = 17.1 MeV. Above this energy the
cross section increases rapidly. Most of the previously
mentioned studies of the (α,n) reaction investigated also
this reaction channel, and there are a few others [28, 30–
38]. Similarly to the (α,n) channel the literature data are
in good agreement within their error bars, but they have
limited precision. Our new results are much more precise
in the whole investigated energy range, and reach closer
to the reaction threshold than ever before.
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III. EXPERIMENTAL DETAILS

A. Targets

Two types of gold targets were used. Either gold layers
with typical thicknesses between 0.1 and 0.3 µm evapo-
rated onto thin aluminum foils or self-supporting gold
foils with typical thicknesses of 0.6 − 0.7 µm were used.
The absolute number of target atoms were measured for
each target by at least two of the following four indepen-
dent methods.

Both types of targets were investigated by proton in-
duced X-ray emission (PIXE) technique [39]. For this
purpose the PIXE setup of MTA Atomki installed on the
left 45◦ beamline of the 5-MV Van de Graaff accelerator
[40] was used. A 2-MeV proton beam with about 1- to
3-nA intensity impinged on the targets. Typical PIXE
spectra of the two target types can be seen in the left
column of fig. 1. The collected spectra were fitted using
the GUPIXWIN program code [41]. The final thickness
uncertainty of this method is about 4% including the fit
uncertainty and systematic uncertainties concerning the
geometry of the setup and the accuracy of the charge
measurement. Besides the thickness determination, the
PIXE method allows trace impurity identification in the
targets. The self-supporting foils contain Ni and Cu on
the 200- and 350-ppm levels, respectively. The aluminum
backing of the evaporated targets contains Ti, V, Ni, Cu,
Zn, Ga below 50 ppm and Fe with about 3000 ppm.

The targets were investigated also by Rutherford
backscattering spectroscopy (RBS) using the Oxford-
type Nuclear Microprobe Facility at MTA Atomki [42].
In the case of the evaporated targets an α beam of
1.6 MeV while for the self-supporting targets a proton
beam of 2.0 MeV was used provided by the 5-MV Van

de Graaff accelerator. Typical α-RBS and proton-RBS
spectra are shown in the middle column of fig. 1. The
measured RBS spectra were analyzed with the SIMNRA
software [43]. The uncertainty of the number of target
atoms is 3% from α-RBS and 8% from proton-RBS. The
former is mainly the general accuracy of the given RBS
system determined from the measured thickness repro-
ducibility of many standards, and partly from the statis-
tical uncertainty of the fit. The higher uncertainty for
the proton-RBS is due to the roughness of the samples
causing worse fit.
As a third thickness determination method in the case

of the evaporated targets, weighing was used. The weight
of each Al foil was measured before and after the evapo-
ration. The target thicknesses were then calculated from
the known surface area of the target and the weight dif-
ference. The uncertainty of this method is between 2-4%
depending on the thickness of the samples taking into
account the precision of the weight measurement (better
than 5 µg) and the possible evaporation non-uniformity.
In the case of the self-supporting foils the energy loss of
α particles from a triple-nuclide α-source was measured
in an ORTEC SOLOIST alpha spectrometer. A typical
α-energy spectrum is shown in right panel of fig. 1, where
the difference between the peak position in the calibra-
tion and measurement runs gives the energy loss. The
total fit plotted by dark blue and light blue is the sum
of the fits made for each of the eight α energies from the
source (purple and red lines in the figure). Using the
known stopping power, the foil thickness was determined
with an accuracy of about 8% stemming mainly from the
stopping power uncertainty (i. e. 7.4%) and partly from
that of the measured energy loss.
For each foil the different methods gave consistent re-

sults. In the analysis the weighted average of the thick-
ness values obtained with the various methods were used
(see table II).
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FIG. 1. In left column are typical PIXE-spectra in the case of a self-supporting (top) and an evaporated (bottom) target.
Middle top figure shows a proton-RBS spectrum of a self-supporting target, while bottom middle is an α-RBS spectrum of an
evaporated target. Right panel: α-spectra of a triple-nuclide α-source used for the target thickness measurement is presented,
where the black and gray points are the measured energy spectra with and without the gold foil, respectively. The energy
calibration fit is plotted with light blue, while the energy loss fit with dark blue lines (see text for details).
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TABLE II. Target and irradiation parameters. Here the av-
erage target thicknesses and the effective beam fluences for
each studied isotopes are presented.

Eα (MeV) Target thickness ( 10
17

at

cm2 )
Feff (1017)

199Tl 200Tl 201Tl

20.0 42.2 ± 1.5 1.97 3.46 4.12
19.5 18.66 ± 0.24 1.09 2.02 2.44
19.0 5.28 ± 0.11 1.12 2.28 2.88
18.5 5.22 ± 0.11 1.00 2.03 2.54
18.0 7.10 ± 0.13 1.45 2.58 3.06
17.5 10.27 ± 0.16 1.53 2.75 3.29
17.0 17.86 ± 0.23 1.88 2.34
16.0 43.2 ± 2.6 1.88 2.26
15.0 37.1 ± 1.2 3.31 4.15
14.0 41.2 ± 1.4 3.29 3.95
13.7a 7.72 ± 0.14 3.29

a Behind energy degrading foil.

B. Irradiations

For the irradiations, the MGC-20 type cyclotron of
Atomki was used. The α particles entered the activation
chamber through a beam defining aperture followed by a
second aperture supplied with −300 V against secondary
electrons either escaping from the chamber or emerging
from the collimator. The apertures and the chamber was
electrically isolated allowing to measure the beam cur-
rent. The typical α++-beam current was 1 – 2.5 µA. The
length of the irradiations was typically 20 – 34 h. The
beam current was recorded with a multichannel scaler,
thus the small variations in the beam intensity could be
taken into account in the data analysis. For the acti-
vation analysis described below, we define the effective
projectile fluence for each reaction product by the fol-
lowing equation:

Feffx =
n
∑

i=1

(

φi e
−(n−i)λx ∆t

)

, (1)

where the sum is over each step of the multichannel scaler
assuming constant flux (φi) within a single time interval
of length ∆t (1 min in this case). λx is the decay constant
of the given isotope (i. e. 199Tl; 200Tl; 201Tl). Typical
beam current and effective fluence curves as a function
of time are shown in fig. 2 and the final effective fluence
for each irradiation is presented in table II.
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FIG. 2. A typical beam current variation is shown by blue
solid line. The time evolution of the effective fluence for the
different isotopes are presented by black dashed, red dotted
and green dot-dashed lines for 199Tl, 200Tl and 201Tl, respec-
tively.

C. γ-ray and X-ray detection

The produced activity was determined by counting the
γ and/or X rays following the decay of the reaction prod-
ucts (see table I). In the case of the X-ray counting only
the 70.81-keV Kα1

X-ray line was used, because the other
strong Kα2

line at 68.894 keV has a contribution from the
X-ray fluorescence peak of gold at 68.806 keV. These two
peaks were not separable in the spectrum.

For the counting a thin crystal high-purity germanium
detector, a so-called Low Energy Photon Spectrometer
(LEPS) was used. The detector was equipped with a
home made quasi 4π shielding consisting of layers of cop-
per, cadmium and lead [44].

The detector efficiency calibration was done with γ
sources of known activity at a counting distance of 10 cm,
thus minimizing the true-coincidence summing effect.
Since the energies of the decay radiation are between the
energies of γ rays of the calibration sources, only inter-
polation was necessary. This was done by fitting log-log
polynomial functions to the measured efficiency points.
Between 50 keV and 350 keV a 5th order polynomial,
while between 250 keV and 1400 keV a 3th order function
describes well the measured efficiency. In the overlapping
region the two functions are in fair agreement as shown
in fig. 3. For the relative efficiency uncertainty, the 1σ
confidence band of the fits was used.

The targets with lower activity were counted in 3-cm
target to detector end-cap distance. At this distance the
γ-ray detection efficiencies were determined by using sev-
eral targets which were counted both in 10-cm and 3-cm
geometry and from the observed count rates, knowing
the half-lives of the products and the time difference of
the countings, the efficiency-conversion factors were de-
rived. This factor contains the possible loss due to the
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FIG. 3. The measured detector efficiency at 10 cm (black
point) and the fit functions (blue and red curves). Vertical
lines indicate the energy of the γ rays and the X ray used for
the analysis.

true-coincidence summing in close geometry. The con-
version factors measured with the different sources were
consistent, therefore their statistically weighted average
was used in the analysis.
The close-geometry efficiency uncertainty contains the

uncertainty of the fit and the uncertainty of the con-
version factors, thus ranges from 3 − 8%. The highest
values are for the lines of 199Tl, because they sit on
the Compton-continuums of the slower decaying lines of
200Tl, causing higher statistical uncertainty. The X-ray
detection efficiency in close geometry was determined us-
ing the target irradiated with 20.0 MeV. It was measured
two times both at the 10-cm and 3-cm geometry. The
counting times were optimized so that for the first count-
ing pair the 200Tl, for the second counting pair the 201Tl
dominated the X-ray peak. This was necessary because
of the different summing effects characterizing the two
isotopes, which lead to slightly different close geometry
efficiency of the X ray with the same energy.
Self-absorption effects could be neglected because of

the relatively thin targets in the present work. The en-
ergy of the detected X ray is just below the K absorption-
edge of gold, thus experiences a few times higher absorp-
tion as the γ rays. For the thickest gold target (see Table
II) the X-ray self-absorption is less than 0.2% considering
an even activity distribution in the target, thus can be
neglected safely.

IV. DATA ANALYSIS

A. (α,2n) and (α,n) cross sections

First the activity of the (α,n) and above 17.1 MeV
also that of the (α,2n) reaction products were determined

as follows. The γ peaks were fitted with Gaussian plus
linear background in each hourly-recorded spectra (see
fig. 4). If the uncertainty of the peak area from the fit was
more than 10% then spectra were added together until
the fit resulted in lower than 10% statistical uncertainty.
This spectrum summing was done separately for each of
the studied peaks.

The peak areas were then divided by the correspond-
ing waiting and counting time factors, yielding a number
related to the activity of the given isotope at the end
of the irradiation (hereafter referred to as the relative
activity). The statistically weighted average of these in-
dividual numbers (see e. g. fig. 5) is the finally obtained
relative activity (Arel), which was calculated with the
following equation:

Arelx =

(

n
∑

i=1

Ci

e−λxtwi

(

1− e−λxtci
)Wi

)

/

(

n
∑

i=1

Wi

)

,

(2)
where the summation runs till the last counting which
results in better than 10% fit uncertainty. Ci is the peak
area from the i-th counting, λx is the decay constant of
isotope x, twi

and tci are the waiting time and length
of the i-th counting, respectively. The weighting factors
Wi are the square of the reciprocal statistical uncertainty
coming mainly from the fitted peak areas and partly from
the uncertainty of the counting and waiting factors. The
uncertainty of the relative activities are the reciprocal
square-root of the sum of the weights. The relative ac-
tivity determination for the irradiation at 18.0 MeV is
plotted in fig. 5.

The relative activities of a given transition were then
divided by the relative intensities (Ireli) and detection
efficiencies (ηi) of the corresponding γ rays. Consistent
values were obtained for all the studied transitions, thus
the created activity of a given isotope at the end of the
irradiation was calculated as follows:

Ax =

((

n
∑

i=1

Areli

Ireliηi
wi

)

/

(

n
∑

i=1

wi

))/

M, (3)

where the summation goes over the four transition of the
isotope in question. The weights are formed from the
combined uncertainty of Areli , Ireli and ηi. Finally the
average is divided by the multiplicator for the absolute
intensity M .

At the very end the reaction cross sections are obtained
by the following equation:

σ =
Ax

DFeffx

, (4)

where Ax is the created activity of isotope x in the sam-
ple, D is the target thickness and Feffx is the effective
irradiation fluence as defined in eq. (1).
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FIG. 4. 1-h long spectrum taken 10 h after the 18.0 MeV irradiation. Insets (a)-(d) show the zoomed regions around the peaks
used for the for 199Tl activity determination, while (e)-(h) those for 200Tl.
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FIG. 5. Relative activity as a function of time. The dots are the measured values for a given transition. Horizontal solid
lines are the average values, while dotted lines indicate the uncertainty of the average (if it is smaller than the line width of
the average, then the lines are not shown). The left and right panels are for the transitions of the (α,2n) and (α,n) reaction
products, respectively.

B. (α,γ) cross sections

The γ rays from the decay of 201Tl were only visible
at and above 17.5-MeV bombarding energy (see fig. 6),
because of the Compton background of the very intense
367.9-keV γ line of the (α,n) reaction product and other
parasitic activities created on the trace impurities of the
targets. Owing to the common systematic uncertainties

of the γ-ray and X-ray counting methods, the final un-
certainty would not decrease by averaging. Therefore the
adopted cross section was only derived from the X-ray
counting as it has much higher precision. The produced
201Tl activity from the X-ray counting was determined
as follows.

The X-ray peak was fitted by Gaussian and quadratic
background. Similar to the γ-peak fits, spectra were
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FIG. 6. 101-h long spectrum collected 150 h after the 17.5-
MeV irradiation. The inset shows the γ peak of 201Tl.

added together so that the peak fit in this case resulted
in less than 20% peak area uncertainty.
Owing to the half-life difference, after about 16 days,

the (α,γ) reaction product 201Tl had a large enough con-
tribution to the X-ray peak. The subtraction of the con-
tribution from the other two reaction products became
possible, as discussed below. A typical spectrum used for
the X-ray activity determination is shown in fig. 7 where
already more than half of the peak counts are caused by
the 201Tl activity.
The subtraction of the contributions from the other

isotopes was done as follows. Below the (α,2n) reaction
threshold the X-ray decay-curve recorded in the first days

50 100 150 200 250

102

103

104

co
un

ts

Eg (keV)

66 68 70 72 74 76
40
60
80

100
120
140

 

 

 

70.8 keV

FIG. 7. 11-h long spectrum collected 453 h after the 17.5-MeV
irradiation. The inset shows the X-ray peak of 201Tl, together
with the X-ray fluorescence peaks of gold. Comparing this
spectrum to the one in fig. 6 the higher sensitivity of the X-
ray counting method is clearly seen.

after the irradiation was fitted using the 200Tl half-life,
thus the X-ray relative activity of 200Tl was determined
(see lower panel of fig. 8). Above the (α,2n) reaction
threshold, the X-ray decay curve was fitted with the sum
of two exponentials with the known half-lives of 199Tl
and 200Tl, similarly as e.g. in Kiss et al. [23]. From the
fit the relative X-ray activity for both reaction products
was derived. An example of such a fit is also shown in
fig. 8 (upper panel). In the first days of the countings
the contribution of the (α,γ) reaction product is negligi-
ble to the X-ray peak as calculated using the literature
X-ray intensities and the produced activity previously
determined via γ counting.
The X-ray countings for the 201Tl activity were done at

least 15 days after the irradiations. After such a waiting
time the contribution from the (α,2n) reaction product
was always negligible. For the subtraction of the X-ray
contribution of the (α,n) reaction product, the relative
activity ratio of the 367.9-keV γ ray and the X ray was
used. The ratio was determined from several samples at
the actual 3-cm counting geometry. Since the uncertainty
of the relative activity from the 367.9-keV γ line contains
only the uncertainty of the counting statistics, the num-
ber to be subtracted is more precise than what would be
calculated from the absolute activity. This latter would
contain the uncertainties of the detection efficiencies and
X-ray branchings.
After subtracting the (α,n) contribution, only those

points were used where the relative uncertainty of the
remaining peak areas was not higher than 50%. Then
those were corrected for the decay and counting time
resulting in the X-ray relative-activity values. The final
relative activity is the weighted average of those from
the subsequent countings, similar to the γ-ray relative

0 10 20 30 40 50 60 70
7.5x103

2.5x104

5x104
7.5x104

104

0 10 20 30 40 50 60 70

2.5x105
5x1057.5x105

2.5x106
5x106

105

106

pe
ak

 c
ou

nt
 ra

te
 (h

-1
)

Time (h)

pe
ak

 c
ou

nt
 ra

te
 (h

-1
)

Time (h)

FIG. 8. Time evolution of the count rate in the X-ray peak
(black dots). The upper panel shows the dual exponential fit
after the 19.5-MeV irradiation. Gray, blue and green solid
lines represent the fitted 199Tl and 200Tl contribution and
their sum, respectively. Lower panel shows a single exponen-
tial fit in the case of the 17.0-MeV measurement, where the
blue line is the fitted exponential with the 200Tl half-life.
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activities (see fig. 9).
The 13.7-MeV point was measured differently from the

others. For the 14-MeV irradiation two targets were
placed in the irradiation chamber separated by a 2.13 µm
thick Al foil. The beam energy at the position of the sec-
ond target is calculated using SRIM, from the known
thickness of the first target and the Al energy degrader
foil. The energy uncertainty of this point is therefore
higher. At this energy the 367.9-keV γ line from the (α,n)
reaction product was not visible during the course of the
1.5-days counting right after the irradiation. Therefore,
the activity was determined from X-ray counting only
using the absolute X-ray branching ratio from the litera-
ture (see table I). The X-ray peak count rate followed the
half life of the 200Tl, thus was considered to be populated
only by the (α,n) reaction product.
In the case of the self-supporting foils having no back-

ing, some activity can be lost when the reaction takes
place at the rear of the target layer, and the reaction
product cannot be stopped in the remaining part of the
foil. A SRIM simulation [45] was done to estimate this
effect. As a starting point of the simulation, Tl nuclei
were equally distributed in the gold foil, and each of them
had a velocity directing to the rear of the foil, calculated
from the reaction kinematics for each irradiation energy.
The simulation showed that about 3% of the Tl nuclei
can leave the gold foils. This loss was finally taken into
account in the created activity determination with a con-
servative 30% relative uncertainty.
The effective energy in each case is taken at the middle

of the target. The energy loss is calculated with SRIM
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FIG. 9. Upper panel shows the time evolution of the count
rate in the X-ray peak (black dots) together with the calcu-
lated contribution from the (α,n) reaction channel (blue line
with error bars) in the case of the last 150 hours of counting
of the 17.5-MeV sample. The lower panel shows the relative
activity from the X-ray measurement of 201Tl. Red dots are
the decay and counting corrected peak areas after subtrac-
tion. The subtraction was possible with reasonable accuracy
only after 400 hours.

[45]. The energy uncertainty determined by the initial
beam-energy uncertainty of 0.3%. The effect of the target
thickness and energy loss on beam-energy uncertainty is
0.005− 0.05%, thus neglected.
Beside the statistical uncertainties propagated with the

averaging as discussed before, each data point contains
the respective target thickness uncertainty as quoted in
table II and the uncertainty of the Tl loss in the case of
the self-supporting targets. As systematic uncertainty,
the absolute branching (7-10%), the absolute detection
efficiency (3%) and the beam current (3%) uncertainty
was quadratically added to get the finally quoted uncer-
tainties. The absolute detection efficiency uncertainty
accounts for the uncertainty of the absolute activity of
the calibration sources and that of the counting distance
reproducibility.

V. EXPERIMENTAL RESULTS

A. X-ray intensities

The X-ray relative activity of all the created isotopes
is determined for several samples. Using the γ-ray rela-
tive activity and the X- and γ-ray detection efficiencies,
the relative X-ray branching ratios are determined here.
For each isotopes table III presents the X-ray branching
ratios relative to the strongest γ lines (i.e. 455.5 keV
for 199Tl, 367.9 keV for 200Tl and 167.4 keV for 201Tl,
respectively). To avoid the systematic effect of the effi-
ciency scaling, only data points measured at the 10-cm
counting geometry are used. The uncertainty of the rel-
ative detection efficiency was added to the final value
after averaging. A comparison with other measured rela-
tive branching ratios is possible only in the case of 201Tl.
For the other isotopes no published values are available
in the literature.
The absolute intensities were calculated by scaling the

relative values by the multiplicator shown in table I. For

TABLE III. Relative intensity of the Kα1
X rays to the

strongest γ ray (marked with 100 in table I) for several runs.
In the case of 201Tl the statistic of the γ ray was sufficient for
the analysis only at 20 MeV. The uncertainty of the averaged
value includes the relative detection efficiency uncertainty.

Eα (MeV) Relative X-ray intensity (%)

199Tl 200Tl 201Tl

20.0 322± 15 43.5± 0.2 405± 40
19.5 346± 7 43.2± 0.4
19.0 347± 8 43.8± 0.3
17.0 43.2± 0.8

Average 344± 6 43.5± 0.5 405± 41

Ref.[46] 446± 12
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TABLE IV. Absolute X-ray intensities in % determined in the
present work and compared to their values from the NuDat2
[47] database.

Isotope NuDat2 [47] This work

199Tl 45.5 ± 2.5 42.7± 4.2
200Tl 40.4 ± 1.7 37.8± 2.6
201Tl 37± 6 40.5± 4.1

each isotope the measured absolute intensities can be
compared to the values presented in NuDat2 [47]. In the
NuDat2 database the X-ray branching ratios are obtained
with the RADLIST [48] program using the internal con-
version coefficients. The present experimental data found
to be in agreement with the calculated values from the
database (see table IV). In the case of 199Tl and 200Tl
the experiential values are somewhat less precise owing to
the uncertainty of the multiplicator. However, for 201Tl
the precision limiting factor was the counting statistics,
the obtained branching ratio is more precise than that
in the database. For this isotope the latest evaluation
also contains experimental data for the X-ray intensities.
The new value has to be compared with the more precise
evaluated value of 44.6± 0.6% [27] stated also in table III
and used for the 197Au(α,γ)201Tl cross section determi-
nation.

B. Reaction cross sections

The measured reaction cross sections are shown in ta-
ble V. In the case of the 18.5-MeV data point only γ
counting was done. In this measurement the γ peak
from the 197Au(α,γ)201Tl reaction was not visible, thus
no cross section could be derived. The total uncertain-
ties presented in the table are the quadratic sum of the

systematic uncertainties (10.6%, 8.1%, and 4.5% for the
(α,2n), (α,n), and (α,γ) reactions respectively) and sta-
tistical uncertainties of the datapoints. The latter varies
between 2-6% for the neutron emitting reactions while
for the radiative-capture reaction it is 9-15% except for
the two lowest energy data points (26% and 54%).

VI. THEORETICAL ANALYSIS

A. Formalism and general remarks

The new experimental data were analyzed within the
statistical model (SM). In a schematic notation, the cross
section σ(α,X) of an α-induced reaction is given by

σ(α,X) ∼
Tα,0TX
∑

i Ti
= Tα,0 × bX (5)

with the transmission coefficients Ti into the i-th open
channel and the branching ratio bX = TX/

∑

i Ti for the
decay into the channelX . The total transmission is given
by the sum over all contributing channels: Ttot =

∑

i Ti.
The Ti are calculated from global optical potentials for
the particle channel and from the γ-ray strength function
(GSF) for the photon channel. The Ti include contribu-
tions of all final states j in the respective residual nu-
cleus in the i-th exit channel. In practice, the sum over
all final states j is approximated by the sum over low-
lying excited states up to a certain excitation energy ELD

(these low-lying levels are typically known from experi-
ment) plus an integration over a theoretical level density
for the contribution of higher-lying excited states:

Ti =
∑

j

Ti,j ≈

Ej<ELD
∑

j

Ti,j +

∫ Emax

ELD

ρ(E)Ti(E) dE (6)

TABLE V. Measured reaction cross sections with their total uncertainties.

Eα (MeV) Eeff (MeV) 197Au(α,2n)199Tl (mb) 197Au(α,n)200Tl (mb) 197Au(α,γ)201Tl (µb)

20.0 19.92± 0.06 36± 4 37.0± 3.3 20.5 ± 2.1
19.5 19.46± 0.06 16.6 ± 1.8 25.2± 2.1 15.6 ± 1.7
19.0 18.99± 0.06 6.3± 0.7 17.6± 1.5 15.4 ± 1.8
18.5 18.49± 0.06 1.80± 0.20 10.6± 0.9
18.0 17.99± 0.05 0.34± 0.04 6.0± 0.5 5.9± 0.8
17.5 17.48± 0.05 0.046± 0.005 3.32± 0.28 3.5± 0.5
17.0 16.96± 0.05 1.28± 0.11 1.67± 0.22
16.0 15.91± 0.05 0.226 ± 0.023 0.45± 0.07
15.0 14.92± 0.05 0.0249 ± 0.0022 0.081± 0.021
14.0 13.91± 0.04 0.00141 ± 0.00013 0.037± 0.020
13.7a 13.62± 0.05 0.00067 ± 0.00007

a Measured with energy degrader foil. See text for details.
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For further details of the definition of Ti, see [49]. Tα,0

refers to the entrance channel where the target nucleus
is in its ground state under laboratory conditions. The
calculation of stellar reaction rates NA〈σv〉 may require
further modifications of Eq. (5) which have to take into
account thermal excitations of the target nucleus [49].
From Eqs. (5) and (6), the following properties of the

reactions under study can be expected. The total re-
action cross section σreac (summed over all non-elastic
channels) depends only on the transmission Tα,0 in the
entrance channel and is thus only sensitive to the chosen
α-nucleus optical model potential (A-OMP). At very low
energies all particle channels are closed. Here the only
open reaction channel is the (α,γ) channel, leading to a
cross section of the (α,γ) reaction of about σreac; con-
sequently, at very low energies the (α,γ) cross section is
essentially only sensitive to the chosen A-OMP.
The (α,p) channel opens at about 6.5 MeV. However,

because of the high Coulomb barrier in the exit channel,
the transmission Tp remains practically negligible in the
energy range under study, and a more detailed discussion
of the (α,p) channel will be omitted.
Contrary to the (α,p) channel, there is no Coulomb

barrier for the (α,n) channel. Already close above the
(α,n) threshold at 9.7 MeV, the transmission Tn exceeds
all transmissions TX 6=n into other channels. Now the
(α,n) cross section becomes close to the total reaction
cross section σreac, and thus the (α,n) cross section is
practically only sensitive to the chosen A-OMP. This
finding holds until energies of about 17 MeV where the
(α,2n) channel opens. At these higher energies the to-
tal reaction cross section is essentially distributed among
the (α,n) and (α,2n) channels; i.e., the sum of the (α,n)
and (α,2n) cross sections is approximately given by σreac

and is sensitive to the A-OMP only. But the individual
(α,n) and (α,2n) cross sections are sensitive to the ratio
between Tn and T2n which in turn depend on the chosen
nucleon-nucleus optical model potential (N-OMP) and on
the chosen level densities (LD) for the residual 200Tl and
199Tl nuclei.
At all energies above the (α,n) threshold, the (α,γ)

cross section depends on the ratio Tα,0Tγ/Ttot and is thus
sensitive not only to the transmission Tγ and the γ-ray
strength function, but also sensitive to all further ingre-
dients like the A-OMP, N-OMP, and LD. The analysis
of the (α,γ) excitation function alone does not allow to
fix any ingredient of the SM calculations because of the
complex sensitivity of the (α,γ) cross section.

B. Additional data from elastic scattering

The total reaction cross section σreac can also be de-
rived from the analysis of elastic scattering angular distri-
butions. It has been shown recently that σreac extracted
from elastic scattering is consistent with the sum over the
(α,X) cross sections of all non-elastic channels [50, 51].
The elastic scattering angular distribution at Eα =
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FIG. 10. 197Au(α,α)197Au elastic scattering at Eα = 24.7
MeV: a total reaction cross section σreac = 520 ± 20 mb is
derived from the angular distribution of [52].

24.7 MeV by Budzanowski et al. [52] provides the chance
to obtain one further data point for σreac at the upper end
of the energies under study. This value for σreac directly
constrains the A-OMP at relatively high energies.
The angular distribution of [52] was analyzed in the

following way. Optical model fits were performed using
either Woods-Saxon potentials of volume type in the real
and imaginary part of the OMP, or a folding potential
was used in the real part in combination with a surface
Woods-Saxon potental in the imaginary part. Further-
more, a phase shift fit was made using the approach of
[53]. The fits are shown in Fig. 10 and give σreac of 563
mb, 525 mb, and 504 mb. Because of the significantly
larger χ2 of the Woods-Saxon fit (which clearly underes-
timates the elastic cross section around ϑ ≈ 60◦ and thus
slightly overestimates σreac with 563 mb), we adopt σreac

= 520± 20 mb at 24.7 MeV.

C. χ2-based assessment

The new experimental data, in combination with the
additional data point for σreac from 197Au(α,α)197Au
elastic scattering [52] and the further data points of [28],
will be used to determine a best-fit set of parameters for
the SM calculations. For this purpose the TALYS code
(version 1.9) [54] was used which is a well-established
open-source code for SM calculations. Similar to previ-
ous studies (see [55] for 64Zn + α, [56, 57] for 38Ar +
α and [23] for 115In + α), the complete TALYS param-
eter space was investigated, and a χ2-based assessment
was used to find the best description of the experimental
data. In practice, 14 different A-OMPs were used which
turn out to be the most important ingredient of the SM
calculation. These 14 A-OMPs were combined with 5
different N-OMPs, 6 LDs, and 8 GSF (with two options
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TABLE VI. α-nucleus optical model potentials (A-OMPs):
TALYS standard and extensions

alphaomp Ref. Abbr. comments

1 [58] WAT Watanabe: default in earlier
TALYS versions

2 [59] MCF McFadden/Satchler: simple 4-
parameter potential

3 [60] DEM1 Demetriou et al., version 1: real
folding, imaginary volume WS

4 [60] DEM2 Demetriou et al., version 2: real
folding, imaginary volume+surface
WS

5 [60] DEM3 Demetriou et al., version 3: real
folding plus dispersion relation

6 [61] AVR Avrigeanu et al.: multi-parameter
WS

7 [62] – Nolte et al.: not appropriate for low
energies

8 [63] – Avrigeanu et al.: not appropriate
for low energies

9 [64] AT-V1 Mohr et al.: systematic potential,
adjusted to low-energy scattering
data

10 [60] DEM3x1.1 Demetriou et al., version 3: real
part multiplied by 1.1

11 [60] DEM3x1.2 Demetriou et al., version 3: real
part multiplied by 1.2

12 [60] DEM3x0.9 Demetriou et al., version 3: real
part multiplied by 0.9

13 [60] DEM3x0.8 Demetriou et al., version 3: real
part multiplied by 0.8

14 [60] DEM3x0.7 Demetriou et al., version 3: real
part multiplied by 0.7

for the M1 contribution), leading to an overall calcula-
tion of 6720 excitation functions. The N-OMPs, LDs,
and GSFs were taken from the built-in TALYS options.
For the A-OMPs 14 different options were used which ex-
ceed the 8 standard options in TALYS; these 14 A-OMPs
will be discussed in further detail. The A-OMPs are also
summarized in Table VI.

It is well-known that the early A-OMP by Watanabe
(WAT) [58] and the simple 4-parameter Woods-Saxon
(WS) potential by McFadden and Satchler (MCF) [59]
(alphaomp 1 and 2 in TALYS) show a trend to overes-
timate the cross sections of α-induced reactions. This
trend becomes pronounced especially towards low ener-
gies below the Coulomb barrier. For completeness it has
to be mentioned that a new explanation for the failure of
the MCF potential at low energies was provided recently
in [65].

A series of A-OMPs was suggested by Demetriou et

al. [60] which are based on the double folding proce-
dure in the real part. The first version DEM1 uses a
volume WS potential in the imaginary part where the
strength is energy-dependent according to a Brown-Rho
parametrization [66]. In the second version DEM2 the

imaginary part is composed of a volume WS and a sur-
face WS. The strength of the real parts in DEM1 and
DEM2 is taken from the parametrization of real volume
integrals JR from α-decay data [67]. The third version
DEM3 uses an imaginary part very close to DEM2 and
additionally introduces the coupling between the real and
imaginary part by a dispersion relation. Typically, the
DEM1, DEM2, and DEM3 potentials (alphaomp 3, 4, 5
in TALYS) predict smaller cross sections than WAT and
MCF. Recently it has been pointed out that an excel-
lent reproduction of experimental data can be obtained
if the real part of the DEM3 potential is scaled by fac-
tors between 1.1 and 1.2 for heavy nuclei [19]; a smaller
scaling factor of 0.9 was found for 64Zn [55]. Therefore,
different scaling factors for the DEM3 potential were also
investigated (alphaomp 10-14).

The recent version of the Avrigeanu potentials [61]
(AVR, alphaomp 6 in TALYS) consists of a real part in
WS parametrization which has been chosen close to fold-
ing potentials. The imaginary part is composed of WS
volume and surface terms with mass- and energy depen-
dent parameters. Similar to the Demetriou potentials,
the AVR potential leads to smaller cross sections than
WAT and MCF at low energies.

The potential by Nolte et al. [62] (alphaomp 7 in
TALYS) and the earlier potential by Avrigeanu et al. [63]
(alphaomp 8) have been adjusted to experimental data at
higher energies. It has been found that these potentials
are inappropriate at very low energies [55, 57]. This find-
ing is confirmed in the present work where χ2 per point
of above 50,000 (5,800) was found for the Nolte (early
Avrigeanu) potential. These huge χ2 correspond to aver-
age deviations from the experimental data by more than
a factor of 3.6 (2.4) whereas all other potentials reach
average deviations far below a factor of two.

The ATOMKI-V1 potential [64] (AT-V1, implemented
as alphaomp 9 in TALYS V1.8) is based on a double-
folding potential in the real part in combination with a
surface WS potential in the imaginary part. The param-
eters of AT-V1 have been adjusted to elastic scattering
in the 89 ≤ A ≤ 144 mass range, i.e. below the 197Au
nucleus under study in this work.

The 14 A-OMPs in Table VI were used in a strict χ2-
based assessment. The experimental data show a clear
preference for the DEM3 potential (multiplied by 1.1 and
1.2) and the AVR potential. We find χ2 per point of
about 4.6 (DEM3x1.2), 6.1 (AVR), and 6.2 (DEM3x1.1).
This corresponds to an average deviation f̄dev of 1.39,
1.41, and 1.50 for the DEM3x1.2, AVR, and DEM3x1.1
potentials. In the following, all χ2 will be given per ex-
perimental data point. f̄dev is defined by

f̄dev =

(

N
∏

i

fdev,i

)(1/N)

(7)

and fdev,i is the larger of the ratios σcalc/σexp or
σexp/σcalc for the i-th experimental data point.
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As pointed out above, the sensitivity to the other ingre-
dients of the SM calculations is relatively minor. About
50 different choices of GSF, N-OMP, and LD in com-
bination with the DEM3x1.2 A-OMP result in a minor
increase of χ2 by less than 1.0 and f̄dev between 1.39 and
1.46.

A strict χ2 assessment is only valid for statistical uncer-
tainties. Unfortunately, the uncertainties of the present
data have a significant contribution from systematic un-
certainties (see Table I and discussion at the end of
Sec. III). An attempt was made to disentangle the rele-
vance of the statistical and systematic uncertainties. For
this attempt we restrict ourselves to our new experimen-
tal data from Table V.

In a new χ2 calculation, the best-fit parameters are
derived from our experimental data with statistical un-
certainties only. Here we find that the best reproduc-
tion of our experimental data is obtained for the AVR
A-OMP with χ2 = 34.2 and f̄dev = 1.22. Compared to
the result from all available experimental data, we find a
significantly increased χ2 which results from the smaller
(statistical only) uncertainties. The average deviation
decreases from about 1.4 to 1.2; this decrease is related
to relatively large deviation factors fdev for some data
points of the Basunia data, in particular at the lowest
energy of Basunia for the (α,n) channel. Interestingly,
the best-fit A-OMP changes from DEM3x1.2 to AVR;
however, the DEM3x1.2 A-OMP provides χ2 ≈ 39 and
f̄dev ≈ 1.25, i.e. very close to the results from the AVR
A-OMP. In fig. 11 the measured cross sections are shown
together with the calculated ones using the AVR A-OMP.

Next, we have to consider the systematic uncertainties
which are dominated by the γ-ray intensities in the β-
decays of the residual nuclei (see Table I). Under these
circumstances the systematic uncertainties are common
within each (α,X) channel, but not common to all ex-
perimental data; i.e., it is possible that both (α,n) and
(α,2n) data are higher or lower within their systematic
uncertainties, but it is also possible that the (α,n) data
are higher and the (α,2n) data are lower (and vice versa).
To cover the full range of systematic uncertainties, we
have scaled the (α,γ), (α,n), and (α,2n) data by ±2σ of
the systematic uncertainties, leading to 27 hypothetical
experimental data sets within the systematic uncertain-
ties. The number of 27 results from 3 channels which are
varied independently by factors 1 − 2σ, 1.0, and 1 + 2σ.
Further calculations with finer steps in one channel (and
no variation in the other channels) confirm that the over-
all behavior of the χ2 landscape is relatively smooth.

For the 27 hypothetical data sets, the best-fit parame-
ters of the SM calculations are derived using the same χ2-
based assessment as before. It is found that the best-fit
A-OMP is well constrained to the AVR or DEM3x1.2 po-
tentials. In general, the AVR potential is obtained when
the (α,n) and (α,2n) cross sections are increased whereas
the DEM3x1.2 potential is favored for smaller (α,n) and
(α,2n) cross sections. The overall smallest χ2 = 8.1 and
f̄dev = 1.18 is found for the AVR A-OMP and the case

where the cross sections of the (α,γ), (α,n), and (α,2n)
channels are all increased by 2σ of the systematic un-
certainties, i.e., by about 9% for the (α,γ), 16% for the
(α,n), and 21% for the (α,2n) channel.
Surprisingly, although the present experimental data

cover the (α,γ), (α,n), and (α,2n) channels over several
MeV, it is difficult to provide constraints for the SM pa-
rameters beyond the A-OMP. The variation of the exper-
imental data within their systematic uncertainties con-
strains the A-OMP to AVR or DEM3x1.2, but almost
any choice of the N-OMP, GSF, and LD appears in the
best-fit parameters of the 27 hypothetical experimental
data sets which represent the range of systematic uncer-
tainties.

D. Extrapolation to astrophysically relevant
energies

The A-OMPs are an essential ingredient for the cal-
culation of stellar reaction rates in the astrophysical γ
process. This process operates at typical temperatures
of T9 ≈ 2−3, corresponding to a Gamow window around
8.9 MeV at T9 = 2 and 11.7 MeV at T9 = 3. As the
(α,n) channel opens around 10 MeV and starts to domi-
nate already a few hundred keV above the threshold, the
(α,γ) and (α,n) rates above T9 ≈ 2.5 must remain uncer-
tain because the branching between the (α,γ) and (α,n)
channels depends on several parameters of the statistical
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FIG. 11. Experimental cross sections compared to the best-
fit statistical model calculation using the AVR A-OMP. Green
down triangle, blue up triangles, black dots, and red squares
stands for the total, (α,2n), (α,n), and (α,γ) cross sections,
respectively. Full symbols are the present data, while open
symbols are from [28] and the calculated total cross section
from [52]. Green full line is the SM predicted total cross sec-
tions, while blue dashed, black dotted, and red dot-dashed
lines are the (α,2n), (α,n), and (α,γ) cross sections, respec-
tively.
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model which cannot be well constrained (see discussion
above). We restrict ourselves to the analysis of the total
reaction cross section σreac which depends solely on the
chosen A-OMP.

At Eα,lab = 11.9 MeV, corresponding to the center of
the Gamow window at T9 ≈ 3, we find σreac = 7.34 nb
from the AVR potential and 4.56 nb from the DEM3x1.2
potential; both potentials have been determined from the
χ2-based assessment in the previous section. Thus, σreac

≈ 6 nb can be estimated with an uncertainty of about
25%. The small uncertainty of 25% is based on the con-
straints from the new experimental data in combination
with the similar energy dependence of σreac from the two
best-fit potentials down to about 11 MeV.

A further extrapolation down to Eα,lab = 9.1 MeV
(corresponding to T9 ≈ 2) is obviously more uncertain,
but the predictions from the two best-fit potentials re-
main within about a factor of 2.5 with σreac = 0.123 pb
for the AVR potential and σreac = 0.047 pb from the
DEM3x1.2 potential. From the average of the two pre-
dicted cross sections, σreac ≈ 0.08 pb with an uncertainty
of less than a factor of two can be recommended. This is a
significant achievement, because the range of predictions
at 9.1 MeV from modern A-OMPs (AVR, DEM, AT1)
covers two orders of magnitude from 0.03 to 3 pb, and
the MCF potential predicts an even higher cross section
of about 37 pb.

In addition, reaction rates for the (α,γ) reaction are
calculated at temperatures of T9 = 2 and 3 for the best-
fit potentials (DEM3x1.2 and AVR) and compared to the
widely used MCF potential. At the higher temperature
of T9 = 3 the DEM3x1.2 and AVR rates agree within
about a factor of two wheres the MCF rate exceeds the
average of the DEM3x1.2 and AVR rates by a factor of
300. The discrepancies increase towards lower tempera-
tures. At T9 = 2 the DEM3x1.2 and AVR rates deviate
by a factor of about 3.5, whereas the MCF rate exceeds
the DEM3x1.2 and AVR rates by three orders of magni-
tude.

Finally, it has been pointed out by Rauscher [68] that
the simple Gamow window estimate for the most effec-
tive energies is inaccurate for α-induced nuclei on heavy
nuclei. Typically, the most effective energy is shifted to
lower energies by about 1−2 MeV, thus further increasing

the range of predicted cross sections at the most effective
energies and increasing the uncertainties of the reaction
rates.

VII. SUMMARY

Alpha-induced reactions were investigated at low ener-
gies using the activation technique in combination with
γ-ray and X-ray spectroscopy. The cross sections of
the (α,γ), (α,n), and (α,2n) reactions were measured
with unprecedented sensitivity, and thus far lower cross-
section data could be obtained than available in litera-
ture. The lowest data points of the present work reach
the upper end of the Gamow window for temperatures of
the astrophysical γ process.
The new dataset allowed us to choose the best α-

nucleus optical model potential based on a strict χ2-based
statistical assessment. It was found that the best-fit the-
oretical calculations are obtained using either the lat-
est potential by Avrigeanu et al. [61] or the third ver-
sion of the Demetriou et al. [60] A-OMP with a scaling
factor of 1.2 for the real part. The total reaction cross
section is well constrained within a factor of two uncer-
tainty down to the lowest γ-process temperatures. How-
ever, due to the systematic uncertainties of the present
data, the other constituents of the statistical model cal-
culations as the nucleon-nucleus optical model potential,
γ-ray strength function, and level density cannot be con-
strained; but these constituents typically have only mi-
nor impact for the reaction rate calculations for the most
important (γ,α) reactions.
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A. Wallner, Eur. Phys. J. A 55, 41 (2019), 1903.03339.

[25] B. Singh, Nucl. Data Sheets 108, 79 (2007).
[26] F. G. Kondev and S. Lalkovski,

Nucl. Data Sheets 108, 1471 (2007).
[27] F. G. Kondev, Nucl. Data Sheets 108, 365 (2007).
[28] M. S. Basunia, H. A. Shugart, A. R. Smith, and E. B.

Norman, Phys. Rev. C 75, 015802 (2007).
[29] O. A. Capurro, M. de la Vega Vedoya, and S. J. Nassiff,

J. Radioanal. Nucl. Chem. 128, 403 (1988).

[30] C. Necheva and D. Kolev,
Appl. Radiat. Isot. 48, 807 (1997).

[31] A. A. Kulko, N. A. Demekhina, R. Kalpakchieva,
Y. A. Muzychka, Y. E. Penionzhkevich, D. N.
Rassadov, N. K. Skobelev, and D. A. Testov,
Phys. At. Nucl. 70, 613 (2007).

[32] H. Kurz, E. Jasper, K. Fischer, and F. Hermes,
Nucl. Phys. A 168, 129 (1971).

[33] A. Calboreanu, C. Pencea, and O. Salagean,
Nucl. Phys. A 383, 251 (1982).

[34] O. A. Capurro, M. de la Vega Ve-
doya, C. Wasilevsky, and S. J. Nassiff,
Journal of Radioanalytical and Nuclear Chemistry 89, 519 (1985).

[35] H. Bhardwaj and R. Prasad,
Nucl. Instrum. Meth. A 242, 286 (1986).

[36] D. J. Shah, H. B. Patel, N. L. Singh, S. Mukherjee, and
S. N. Chintalapudi, Pramana 44, 535 (1995).

[37] M. Ismail, Pramana 50, 173 (1998).
[38] F. Lanzafame and M. Blann,

Nucl. Phys. A 142, 545 (1970).

[39] E. Koltay, F. Pászti, and Á. Z. Kiss, in
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Int. J. Appl. Radiat. Isot. 30, 551 (1979).

[47] R. R. Kinsey et al., in Proceedings of the 9th Interna-
tional Symposium on Capture gamma-ray spectroscopy
and related topics., edited by G. L. Molnar, T. Belgya,
and Z. Revay (Springer; Budapest (Hungary), 1997) p.
506, data extracted from the NuDat 2.7 database (26. 06.
2019).

[48] T. W. Burrows, The Program RADLIST, Tech. Rep. (Re-
port BNL-NCS-52142, 1988).

[49] T. Rauscher, Int. J Mod. Phys. E 20, 1071 (2011),
1010.4283.

[50] G. Gyürky, P. Mohr, Z. Fülöp, Z. Halász,
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