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Resumo

As simulações numéricas são uma ferramenta importante de análise e design na indústria

aeronáutica. A ambiçãodemelhorar odesempenho e a sustentabilidadedosmotores aeronáu­

ticos modernos, combinada com o uso intensivo de simulações numéricas, criou novos de­

safios no desenvolvimento de ferramentas de CFD. A modelação da turbulência e a dificul­

dade em definir corretamente as condições de fronteira são duas das limitações mais signi­

ficativas na aplicação de CFD em escoamentos característicos de turbomáquinas, sendo as

características de entrada do escoamento turbulento geralmente a maior incógnita.

O presente estudo aborda a aplicação de anemometria de fio quente num escoamento de

baixa densidade e alta velocidade, na entrada de uma cascata linear representativa de uma

turbina transónica de baixa pressão. O objetivo principal desta pesquisa é a caracterização

do escoamento na secção de entrada da cascata, em termos de turbulência e escalas de com­

primento integral. A anemometria de fio quente é uma técnica amplamente conhecida para

medir flutuações de velocidade. Contudo, as condições de medição neste estudo apresentam

um elevado grau de complexidade, devido à compressibilidade do escoamento e ao efeito

da rarefação. Além disso, poucas investigações foram realizadas nas condições indicadas,

evidenciando a falta de uma metodologia sólida para este tipo de aplicação.

No âmbito de umprojeto financiado pela UE, a campanha de testes ocorreu no túnel de vento

de alta velocidade e baixa densidade S − 1/C, localizado no von Karman Institute for Fluid

Dynamics. Foi utilizado um fio quente simples e implementada uma calibração não dimen­

sional desenvolvida recentemente. As medições foram realizadas acima da cascata com a

presença de dois geradores de turbulência, um passivo e um ativo. Para as medições de mé­

dia temporal, a camada limite foi caracterizada em termos de velocidade média, parâmetros

integrais e parâmetros da parede. Na primeira fase da campanha referente apenas ao ger­

ador passivo de turbulência, três metodologias foram comparadas para as medições de série

temporal. Após selecionada a metodologia, a turbulência, as escalas de comprimento inte­

gral e os espectros de energia foram calculados. Na segunda fase da campanha com ambos

os geradores de turbulência, a phase locked averaging foi aplicada para remover os com­

ponentes periódicos do sinal. Eventualmente, o conjunto de dados obtido poderá ser usado

para para a validar ferramentas numéricas para aplicações em turbomáquinas.

Palavras­chave

Anemometria de fio quente, CFD, Camada Limite, Escalas de comprimento, PSD, Turbulên­

cia, Turbomáquinas, Tunel de vento, Turbina de baixa pressão, PLA
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Abstract

Numerical simulations are an important analysis and design tool in the turbomachinery in­

dustry. The ambition to improve the performance and sustainability ofmodern aero­engines,

combined with the extensive use of numerical simulation, has created new challenges in the

development of accurate CFD tools. The turbulence modelling and the lack of well defined

boundary conditions are two of the most significant limitations in the application of CFD in

turbomachinery flows, with the characteristics of the inlet turbulent flow being usually the

biggest unknown.

The presented study addresses the application of Hot­Wire Anemometry in a low­density

and high­speed flow, at the inlet of a linear cascade representative of a transonic low pressure

turbine. In this context, themain objective of this research is the turbulence characterization

of the inlet section of the cascade, in terms of turbulence intensity and integral length scales.

The Hot­Wire Anemometry is a well known technique for measuring velocity fluctuations.

However,measurements in the present conditions feature an increased degree of complexity,

due to the compressibility of the flow and the effect of the gas rarefaction. Moreover, few

investigations were conducted in such conditions, highlighting a lack of a solid methodology

for this kind of application.

In the frame of a large EU­funded project, the test campaign took place in the high­speed

and low­density wind tunnel S­1/C, located at the von Karman Institute for Fluid Dynamics.

A single hot­wire was employed and a recently developed non­dimensional calibration was

implemented. The measurements were performed upstream of the cascade with the pres­

ence of a passive and an active turbulence generator. For time­average measurements the

inlet endwall boundary layer was characterized in terms of mean velocity, integral parame­

ters and wall units. In the first case of the campaign regarding only the passive turbulence

generator, three methodologies were compared for the time­resolved measurements. Once

themethodologywas selected the inlet turbulence intensity, integral length scales and energy

spectra were computed. In the second phase of the campaign with both active and passive

turbulence generators, a phase locked averaging had to be applied to remove the periodic

components of the signal. Eventually, the obtained dataset can be used to define high­order

boundary conditions for the validation of high­fidelity numerical tools for turbomachinery

applications.

Keywords

Hot­Wire Anemometry, CFD, Boundary Layer, Length Scales, PSD, Turbulence, Turboma­

chinery, Wind Tunnel, Low Pressure Turbine, PLA
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Chapter 1

Introduction

1.1 Motivation

Over the years, technical advances in aircraft engines andoperating systemshave beendriven

by the development of more efficient and cleaner solutions. The future targets include the

maximization of the performance, safeguard of components integrity, minimization of fuel

consumption and production of fewer emissions. The low pressure turbine (LPT) is one of

the heaviest aero­engine components, accounting for about 30% of the engine weight. The

continuous quest for lighter engines leads to the reduction of the number of stages, resulting

in highly­loaded blades. The higher rotational speed of the LPT, therefore higher loads and

higher stage pressure ratios, results in new aero­mechanical challenges for high­speed LPT

manufacturers. TheLPToperates at high­subsonic/transonic conditions in termof exitMach

number (M ∼ 0.8−0.9) and, at the same time, operate at the lowest Reynolds number of the

engine, which may vary from 5 × 105 at take off and landing to 5 × 104 at cruise conditions

[1]. The low Reynolds number environment, combined with the strong adverse pressure

gradient occurring after the high velocity peak on the suction side of the blade, lead to severe

risk of boundary layer separation [1]. Since this behaviour has a direct impact on the engine

efficiency, the aerodynamic of low pressure turbine blades has been extensively studied over

the years.

To better understand the loss mechanisms and heat transfer phenomena in complex turbo­

machinery flows, a rigorous characterization of flow turbulence (i.e. turbulence intensity,

length scales, and even spectrum) is required. In low pressure turbines, the free­stream tur­

bulence intensity and length scales are critical for the boundary layer transition and/or sep­

aration along the blade surfaces, and therefore for the component’s losses [2]. A thorough

investigation was conducted by Mayle et al. [3], describing in detail the role of the laminar

to turbulent transition of the boundary layer of a highly loaded LPT blade.

With the advances in computer performance, computational fluid dynamics (CFD) has be­

come a primary design tool for turbomachinery components. Given the high specific cost

of experimental facilities, it is also becoming a frequent investigation tool, replacing an in­

creasing number of experimental investigations. Nevertheless, as discussed by Denton [4],

there are still significant limitations on the use of CFD, especially for complex turbomachin­

ery flows, which underline the importance of experimental validation. Turbulence modeling

and unknown or incomplete boundary conditions are among those limitations. The calibra­

tion of turbulencemodels is frequently based on simple laboratory cases that donot represent
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real flow conditions, imposing tuning and adjustment of model constants for specific appli­

cations. Though the use of high­fidelity CFD, such as Direct Numerical Simulation (DNS)

and Large Eddy Simulations (LES), modeling errors can be reduced, but the quality and va­

lidity of simulations are still dependent on the accuracy of the imposed boundary conditions.

From the point of view of turbulence, these normally include the turbulent kinetic energy

and length scales at the inlet of the computational domain, information which is rarely com­

pletely known [5].

The aim of the present study is to provide reliable and accurate measurements of turbu­

lence intensity and integral length scales in conditions representative of a LPT by means of

Constant Temperature Hot­Wire Anemometry (CTHWA). Despite its fragility, CTHWA is

one of the most commonly used tools in turbulence research and often the reference tech­

nique against which othermethods are validated. Nevertheless, as a consequence of itsmain­

stream usage, the peculiarities of its application are often overlooked. This can lead to poorly

mastered experimental data and post­processing, for example when fluctuations on the flow

properties other than the velocity are not considered, resulting in a general lack of fidelity on

the final results.

1.2 State of the Art

Hot­Wire Anemometry is themainmeasurement technique for turbulence research since the

beginning of the 20th century (King [6] and Bousinnesq [7]) and it is still one of the reference

techniques for turbulence measurements and validation of other experimental approaches,

thanks to its high frequency response, high spatial resolution and good signal to noise ratio

[8].

One of the first relevant studies of turbulence in tubomachinery was realized by Camp &

Shin [9]. Using hot­wire anemometry, they measured the turbulence intensity and integral

length scale in a low­speed multistage compressor rig. Oro et al. [10] analyzed the structure

of turbulence at a single stage, low speed axial fan by performing hot­wire measurements.

They measured the turbulence intensity and length scales at three axial stations (inlet to the

stage, rotor exit, stator exit).

Maunus et al. [11] computed the turbulence evolution in terms of turbulent kinetic energy,

dissipation rate and length scales. They analysed an extensive dataset provided by NASA,

acquired downstream of a fan stage in a scaled geared turbofan by means of multiple hot­

wire probes.

More recently, Odier et al. [12] acquired the evolution of the turbulence intensity and integral

length scale through the fan stage of a small geared turbofan. They compared Hot­Wire

Anemometry measurements with two CFD codes in order to validate the latter’s prediction

of turbulence intensity, spectra and integral length scales.
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Other relevant studies in turbines are limited to turbulence intensity values. Porreca et

al. [13] measured turbulence in a two­stage turbine test rig using fast response pressure

probes. Chasoglou et al. [14] performed turbulence measurements in the same test rig with

a multi­hole fast response pressure probe, evaluating also the anisotropy level of the flow

field. Lengani et al. [15] retrieved the turbulence intensity downstream of an LPT rotor us­

ing a single­sensor fast response pressure probe. Bauinger et al. [16] used hot­wires and

fast response pressure probes to measure turbulence downstream of the LPT rotor in a two­

stage two­spool turbine test rig. They compared the turbulence intensity computed by the

two techniques.

Furthermore, for Low Pressure Turbines, Schwarzbach et al. [17] investigated the effect of

different turbulence scales on the separation­induced boundary layer transition on the suc­

tion side of the blade, both experimentally and numerically. Chemnitz [18] recently com­

pared 3D hot­wire and Particle Image Velocimetry (PIV) measurements downstream of a

linear LPT cascade at high­speed engine representative conditions. According to Chemnitz,

the combination of a high velocity and a low density environment presents a challenging

complexity for all measurement techniques, particularly Hot­Wire Anemometry.

It is clear from the literature review that even information about the integral length scale is

rare in experimental turbomachinery test cases. Such data in engine representative condi­

tions (in terms of Mach and Reynolds number) are even rarer, as most studies have been

conducted at low­speed facilities (e.g. [19][20]). This lack of data can be attributed to the

difficulties in applying appropriate measurement techniques in such environments, as well

as the complexity of the required post­processing methods when deterministic fluctuations

are also present in the signal [5].

Despite being widely used formany years, the application of CTHWA to certain flow regimes,

such as high subsonic and low density flows, is still limited. Researchers such as Cukurel

et al. [21], Boyle et al. [22] and Boufidi [5] have proposed extensions to the applicability

of CTHWA in such conditions, but more research is needed before a general measurement

methodology can be established. For these reasons, few studies have been conducted in high

subsonic/transonic and subsonic slip flows where many turbomachinery flows lie.

1.3 Objectives

The current study was carried out in the world­class S­1/C high­speed wind tunnel of the von

Karman Institute of Fluid Dynamics (VKI). This study is part of a large EU­funded project

called SPLEEN (Secondary and Leakage Flow Effects in High­SPeed Low PrEssurE Tur­

biNes), investigating the aerodynamics of High­Speed Low Pressure Turbines at engine­

representative conditions. The program was born from a collaboration with SAFRAN Air­

craft Engines (SAE) in 2018, which aims to provide a large experimental open database of

time­resolved 3D unsteady flow data in engine­realistic conditions. This database intends to
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fill the gap of experimental data and provide knowledge on loss mechanisms in high­speed

low pressure turbines. Furthermore, the SPLEEN project’s accomplishments will provide an

extensive and detailed database for the development and validation of innovative technolo­

gies and tools for the design of modern high­speed LPT.

Hot­Wire Anemometry has an additional level of complexity in high­speed flow environ­

ments due to the compressibility effect of the flow. Furthermore, if the flow is characterized

by low density, the interaction between the flow and the wire is further complicated by the

influence of gas­rarefaction. Due to the complexity of applying Hot­Wire Anemometry in

such flows, there is no consolidated and highly validated methodology that allows for the

treatment of hot­wire measurements in high­speed flow with a high level of confidence.

Recently, a modern and practical calibration approach has been developed by Cukurel [21]

and applied by Boufidi [5] in several conditions. In the present research work, the aforemen­

tioned methodology is employed. To the author knowledge, besides of the previous investi­

gation of Biondi [23] in the same facility no others studies were conducted addressing the

same flow conditions.

Finally, the primary objective of the present study is the application of Hot­Wire Anemome­

try in a challenging environment such as the one featured by a modern Transonic Low Pres­

sure Turbine. The main purpose of the hot­wire measurements are the characterization of

the turbulence field (i.e. turbulence intensity and integral length scales) at the inlet of a linear

cascade and the investigation of the endwall inlet boundary layer.

1.4 Thesis Outline

The present study is divided in the following chapters:

Chapter 1 expresses the author’smotivation behind the development of this thesis. Provides

a general overview about the state­of­art on High­Speed turbines research, highlighting the

role of Hot­Wire Anemometry. And finally, the objectives proposed for this thesis are also

presented.

Chapter 2 establishes the theoretical foundation required to analyze the campaign’s results.

The principles of turbulence and its statistical description are presented, as well as turbulent

boundary layer fundamentals.

Chapter 3 describes the wind tunnel facility and gives information about the test section

and its experimental features. A description of the related instrumentation is also provided.

Chapter4describes the hot­wire operating principles and the calibrationmethodology. The

procedures and equipment used in calibration are explained in detail in this chapter. Finally,

a description of the post­processing methodologies is provided.
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Chapter 5 presents the results for time­average and time­resolved measurements of the

experimental test campaign. The former refers to the results whose objective is characterize

the the inlet boundary layer and the mean velocity field of the flow. The latter retrieves the

information from the instantaneous data, such as turbulence intensity and integral length

scales. Furthermore, some considerations about sensitivities are made and the turbulent

power density spectrum for different cases is analyzed.

Chapter 6 collects the outcomes of the presented research work and outlines the main con­

clusions.
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Chapter 2

Theoretical background

2.1 Turbulence

This section provides a brief overview of turbulent flows for the purposes of the current study.

The literature contains a comprehensive treatment of turbulent flows and although the con­

cept of turbulence is almost intuitive, a precise definition of it is extremely difficult to for­

mulate, and even if we were to achieve this definition, it would most likely be difficult to

characterize all of the properties inherent in such a complex process. One of the good defi­

nitions of turbulence is presented by Peter Bradshaw [24]:

“ Turbulence is a three­dimensional time­dependentmotion inwhich vortex stretching causes

velocity fluctuations to spread to all wavelengths between aminimumdetermined by viscous

forces and a maximum determined by the boundary conditions of the flow. It is the usual

state of fluid motion except at low Reynolds numbers.”

2.1.1 Principles

The first evidence of turbulent flows are attributed to O. Reynolds (1883) who performed ex­

periments in a pipe using coloured filaments. Figure 2.1 shows a conceptualization of the

experiments conducted by Reynolds. At low Reynolds numbers, the relative intensity of dis­

sipative effects induced by viscous stresses is sufficient to dampen any small disturbances

naturally existing in the environment and imposed on the boundary layer, be they mechani­

cal vibrations of the structure, body surface irregularities, waves of pressure associated with

acoustic noise, among others. At higher Reynolds numbers, some of these small perturba­

tions are already able to tune into the flow and, similarly to a resonance phenomenon, be

amplified by it, leading, after a highly non­linear process, to a degeneration in a chaotic flow.

It is said then that a transition from laminar to turbulent regime occurred.

Figure 2.1: Reynolds experiment: Laminar to turbulent transition in a channel flow [23]
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A turbulent regime is fundamentally characterizedby its irregularity and three­dimensionality,

in which velocity fluctuations of different intensities and different wavelengths, around an

average value, promote the transport of fluid bodies fromone to other regions of space , which

results in a great mixing or uniformity capacity, several orders of magnitude greater than the

molecular level diffusion, which is the only one present in a laminar regime. These bodies

of fluid in disorderly motion are called eddies, corresponding to wind gusts, in atmospheric

flows.

Nevertheless, a statistical approachmay be adopted, if the flow is treated with proper averag­

ing techniques. Reynolds averaging (ensemble­average) is a well­known technique in which

a phenomenon is tested several times and the results are averaged together. A time series

of a generic quantity can be decomposed into a mean value and a fluctuating part using this

technique:

u(x, t) = U(x, t) + u′(x, t) (2.1)

This is called Reynolds decomposition. If the Navier­Stokes equation are rewritten by de­

composing the velocity in its mean and fluctuating parts and then averaged, the Reynolds

Averaged Navier­Stokes (RANS) equation are obtained.

∇⃗ · U⃗ = 0 (2.2)

∂U⃗

∂t
+ ∇⃗(U⃗ U⃗) = −1

ρ
∇p+∇ · (2ν ⃗⃗E)− ∇⃗ ·

〈
u⃗′u⃗′

〉
︸ ︷︷ ︸

Reynolds stresses

(2.3)

The underlined element is known as theReynolds stresses tensor, and it is responsible for the

generation of turbulence. The Reynolds stresses, in particular, trigger a process in which the

kinetic energy of the flow is transported into the turbulent field through a inviscid processes

and dissipated through the viscosity.

2.1.2 Energy Cascade

The concept of the energy cascade (introducedbyRichardson in 1922 [25]) states that through

a productionmechanism, the kinetic energy enters the turbulence at the largest scales of mo­

tion as a result of the high velocity gradients in a three­dimensional field. This energy is then

transferred (by inviscid process of stretching vortex tubes) to smaller and smaller scales until,

at the smallest scales, the energy is dissipated by viscous action.

In brief, Richardson’s first conclusion was that turbulence is made up of eddies of varying

sizes ℓ . The largest ones are characterized by a length scale ℓ0 which is comparable to the flow

scale L and their characteristic velocity u0 ≡ u(ℓ0). According to Richardson, such eddies

are unstable and undergo a break­up process, transferring energy to smaller eddies until the

motion is stable and the Reynolds number is low enough for viscosity to take over[26].
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Kolmogorov (1941) [27] quantified this theory based his notions over three fundamental hy­

pothesis. In particular he identified the smallest scales of turbulence to be those that now

bear his name.

Kolmogorov’s hypothesis of local isotropy At sufficiently high Reynolds number, the

small­scale turbulent motions (ℓ ≪ ℓ0) are statistically isotropic.

Based on this, a boundary length scale ℓEI can be defined as the demarcation between the

anisotropic large eddies (ℓ > ℓEI) and the isotropic small eddies (ℓ < ℓEI). In light of this,

Kolmogorov argued that, just as the directional information of large scales is lost as energy

passes down the cascade, all information about the geometry of large eddies (determined by

the mean flow field and boundary conditions) is also lost. As a consequence, the statistics

of the small­scale motions are universal, similar in every high­Reynolds number turbulent

flow. This leads to next Kolmogorov’s hypothesis.

Kolmogorov’s first similarity hypothesis In every turbulent flow at sufficiently high

Reynolds number, the statistics of the small­scale motions (ℓ < ℓEI) have a universal form

that is uniquely determined by ν and ε

The size range ℓ < ℓEI is called universal equilibrium range. In this range, the time scales

ℓ/u(ℓ) are small compared with ℓ0/u0, allowing the small eddies to quickly adapt to maintain

a dynamic equilibrium with the energy­transfer rate TEI imposed by the large eddies.

By performing a dimensional analysis using the two parameters ν and ε, the characteristic

length, time and velocity scales can be formed. These are the Kolmogorov scales:

η ≡ (ν3/ε)1/4 (2.4)

uη ≡ (εν)1/4 (2.5)

τη ≡ (ν/ε)1/2 (2.6)

The ratios of the smallest to largest scales can be easily determined using the Kolmogorov

scales above and from the scaling ε ∼ u30/ℓ0.

η/ℓ0 ∼ Re−3/4 (2.7)

uη/u0 ∼ Re−1/4 (2.8)

τη/τ0 ∼ Re−1/2 (2.9)
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Evidently, at high Reynolds number, the velocity scales and time scales of the smallest eddies

are small compared with those of the largest eddies.

From Equation 2.7 it can be see that, the ratio η/ℓ0 decreases with increasing of Re. As a

consequence, at sufficiently high Reynolds number, there is a range of scales ℓ that are very

small compared with ℓ0, and yet very large compared with ν. Since eddies in this range are

much bigger than the dissipative eddies, it may be supposed that their Reynolds number is

large, and consequently insensible to viscous effects.

Hence, following from this and from the first similarity hypothesis, Kolmogorov stated his

last hypothesis:

Kolmogorov’s second similarity hypothesis ­ In every turbulent flow at sufficiently

high Reynolds number, the statistics of the motions of scale ℓ in the range ℓ0 ≫ ℓ ≫ ν have

a universal form that is uniquely determined by ε.

The length scale ℓDI divide the universal equilibrium range (ℓ < ℓEI) into two subranges:

the inertial subrange (ℓEI > ℓ > ℓDI) and the dissipation range (ℓ < ℓDI). As the name

suggests, according to the second similarity hypothesis, in the inertial subrange the motion

is determined by inertial effects.

In the conception of the energy cascade, a quantity of central importance – denoted by T (ℓ)
– is the rate at which energy is transferred from eddies larger than ℓEI to those smaller than

ℓDI . It is shown that for both ℓEI and ℓDI , the energy transfer rate throughout the iner­

tial subrange is equal to the dissipation range. This means that the inertial subrange has a

constant rate of energy flux. From Kolmogorov’s second hypothesis:

TEI ≡ T (ℓEI) = T (ℓ) = TDI ≡ T (ℓDI) = ε (2.10)

In summary, the energy cascade process is depicted in figure 2.2 The largest eddies in a high­

Reynolds number flow are unstable and go through a break­up process. The kinetic energy is

fed into the energy­containing range by mean of a production mechanism (℘) and then “in­

jected” into the inertial subrange, which exhibits constant energy transfer within the largest

scales ℓEI and dissipation scales ℓDI . Following that, the eddies enter the dissipation range,

where the associated Reynolds number is low enough to consider viscosity effects. Finally,

once the Kolmogorov scale η is reached, the kinetic energy is dissipated by viscous actions

through the Dissipation ε [23].
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Figure 2.2: Energy cascade process

To determined how the turbulent kinetic energy is distributed among the eddies of different

sizes, the most easily way, for homogeneous turbulence, is considering the energy spectrum

functionE(κ). From the second hypothesis it follows that, in the inertial range, the spectrum

is:

E(κ) = Cε2/3κ−5/3 (2.11)

where C denotes a universal constant. According to equation 2.11, the energy distribution

over the wavelength spectrum of a turbulent flow in the inertial subrange has a −5/3 slope

decay.

Although the Kolmogorov ­5/3 spectrum applies only to the inertial range, the observations

are consistent with the notion that the bulk of the energy is in the large scales ( ℓ> ℓEI), and

that the bulk of the dissipation is in the small scales ( ℓ < ℓDI).

2.1.3 Statistical description of turbulent flows

A common mistake is to attribute incorrectly additional significance to the designation ‘ran­

dom’. An event A is defined as random if it is neither certain nor impossible. That a time­

series velocity signal U(x, t) is a random variable means only that it does not have the same

value at each time instant that the experiment is repeated under the same set of conditions,

C. Despite the deterministic nature of classical mechanics equations, turbulent flows, which

must obey the Navier­Stokes equations, have a random and unpredictable nature. This can

be seen in two observations:

1. In any turbulent flow there are, unavoidably, perturbations in initial conditions, bound­
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ary conditions, and material properties;

2. Turbulent flow fields are extremely sensitive to such perturbations.

Despite its chaotic nature, turbulence can be described using a statistical approach. Any de­

terministic model used for turbulence modeling is, in fact, based on statistical data. As a

result, only statistical measurements can accurately characterize a turbulent flow. A statisti­

cal description of turbulence includes correlation functions, probability density function and

spectra characterization. This way a turbulent flow can be fully appreciated [23] .

The statisticalmoments of turbulence are computed considered a discrete instantaneous tur­

bulent signal of velocity sampled with a frequency fs, resulting inN samples. Since only the

longitudinal velocity u is measured, all the following equations refer to this component. The

first central moment is the mean velocity, which is computed as:

U =
1

N

N∑
i=0

ui (2.12)

The second central moment is the variance. In turbulence research the root mean square

(RMS) of the velocity fluctuations is most often used, which is the positive square root of the

variance of a signal:

u′ =

√√√√ 1

N

N∑
i=0

(
ui(t)− U

)2 (2.13)

Through equations 2.12 and 2.13, is possible to define the turbulence intensity of the flow

according to:

Tu =
u′

U
(2.14)

High­order statistical moment may be defined by introducing the Probability Density Func­

tion, which quantifies the probability with which the samples of a velocity signal u(t) are

included within a certain band around themean value U . A signal that is completely random

has a Normal (or Gaussian) distribution around the mean. Similarly, a steady turbulent flow

exhibit the same distribution with the centre corresponding to the peak and a standard de­

viation equal to the RMS. In order to assess and describe the shape and the deviation of the

actual distribution with respect to the Gaussian one, the third and fourth statisical moments

are introduced. The third central moment, the skewness, is computed as follow:

Skewness =
1

N

N∑
i=0

(ui(t)− Ū)3

u′
3

(2.15)

The Skewness is a measure of the lack of symmetry of the signal distribution with respect

to the Gaussian distribution. Value different from zero means distribution more skewed to
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the left (positive skewness) or right (negative skewness). The fourth central moment, is the

Kurtosis (equation 2.16) and it gives an indication of the flatness of the distribution. High

values of Kurtosis imply that the fluctuations are sparse around the mean.

Kurtosis =
1

N

N∑
i=0

(ui(t)− Ū)4

u′
4

(2.16)

A turbulent signal is not truly random, it possesses a certain degree of correlation. This

means that, if only a one­component velocity signal is considered, the instantaneous velocity

value at that specific time instant u(t) is not completely independent of the velocity at preced­

ing instants. This feature is called autocorrelation and represents the degree of correlation

between the fluctuating velocity components u at two different instants separated by a time

interval τ . The autocorrelation degree is expressed by the Autocorrelation function (ACF),

computed as follow:

ACF =
u(t)u(t+ τ)

u(t)2
(2.17)

The integral time scale gives an estimate of the time interval for which the velocity signal is

correlated. This parameter is calculated as:

Tint =

∫ ∞

0
ACF (τ)dτ (2.18)

The autocorrelation properties lead to the determination of Integral Length Scales (ILS). The

ILS are defined as the length scales of the energy­containing eddies of the energy spectrum

(figure 2.2). Once the signal is no longer autocorrelated, the macroscopic information are

lost. Therefore the integral length scale are defined as the smallest scales to which the signal

at one instant can correlate with a point at another instant, hence the smallest scale before

the turbulent kinetic energy is fed into the inertial subrange.

Using Taylor’s frozen rotor hypothesis [28] the integral length scale can be calculated by

multiplying the integral time scale by a convective velocity, which is usually assumed to be

the local mean velocity.

Λx = Tint U (2.19)

where Λx represent the integral length scales based on a one­component velocity signal.

As the experimentally obtained autocorrelation coefficients often exhibit wide oscillations

around zero, integrating for the entire signal duration can produce incorrect results. As a

result, different options for the upper integration limit of equation 2.18 have been proposed:

the time lag for which the amplitude of the function decreases to e−1; or the time lag corre­

sponding to the first root [29]. Oscillations cause an unreliable computation of the integral
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time scale, particularly for short time intervals. Assuming the Taylor frozen vortex hypoth­

esis, Roach [30] proposed an alternative method for calculating the integral scale from the

power spectrum:

Λx =

[
E(f)U

4u′2

]
f→0

(2.20)

The micro length scale η, also known as Kolmogorov length scale, is considered represen­

tative of eddies that dissipate turbulent energy. It can also be computed according to Roach

[30] as:

η =

[
U

2
u′2

2π2
∫∞
0 f2E(f)df

]
(2.21)

2.2 Principles of Boundary Layer theory

L. Prandtl (1904) introduced the boundary layer or frictional layer as a transition that takes

place in a thin layer close to the wall, at large Reynolds number. Close to the wall, viscosity

plays an important role in the flow dynamics, and it must be accounted for in order to satisfy

the no­slip condition, and thus zero velocity at the wall. As will be shown, the boundary layer

is thinner the higher the Reynolds number, i.e. the smaller the viscosity. As a result, the

concept of the boundary layer implies that flows with high Reynolds numbers can be divided

into twomain regions regions: the outer flow (bulk), in which the viscosity may be neglected

and the boundary layer, in which the viscosity takes over and must be taken into account.

Figure 2.3: Laminar­to­turbulent transition of the boundary layer in thin flat plate [23]

Figure 2.3 shows the development of the boundary layer on a flat plate. It can be seen that

goes through three different states. Initially, the velocity streamlines follow the main inlet

flow, and the boundary layer exhibits laminar behavior. As the distance increases, some

vertical disturbances occur, and the boundary layer becomes transitional. Then the boundary
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layer becomes turbulent as a result of these vertical disturbances taking over and resulting

in a vortex­structured flow.

Different methods are used in order to define the thickness of the boundary layer. A first

approach is to define the boundary layer extension as the height at which the velocity reaches

99% of the inviscid solution U . This method is referred to as boundary layer thickness δ99.

Despite the simplicity and the intuitive nature of δ99, this is a poorly conditioned quantity,

since it depends on themeasurement of a small velocity difference. More reliable are integral

measures such as the displacement thickness (δ1 or δ∗). It represents how much the wall

should be displaced in an hypothetical inviscid solution that has the same mass flow­rate of

the real one [31]. For a compressible flow, it is defined as follow:

δ1 =

∫ ∞

0

(
1− ρ(y)U(y)

ρ∞U∞

)
dy (2.22)

where y is thewall­normal coordinates. In awall bounded flow, the upper limit of the integral

is replaced with the height of the channel/pipe. A similar parameter is themomentum thick­

ness (δ2 or θ), important in the von Karman integral solution (1921). It is derived analogously

as the displacement thickness, but instead of an inviscid solution with the same mass­flow

rate as the real one, an hypothetical inviscid velocity profile with the samemomentummass­

flow rate is taken. For a compressible flow, it is expressed as follow:

δ2 =

∫ ∞

0

ρ(y)U(y)

ρ∞U∞

(
1− U(y)

U∞

)
dy (2.23)

The ration between the displacement thick and the momentum thickness defines the shape

factor H:

H =
δ1
δ2

It indicates the status of the boundary layer. For a flat plate, H = 2.59 denotes a laminar

boundary layer andH ≃ 1.6− 1.7 stands for turbulent boundary layer [31].

As with the boundary–layer thickness, the wall shear stress τw of the plate can also be esti­

mated. According to Newton’s law of friction we have:

τw(x) = µ

(
∂u

∂y

)
w

(2.24)

where µ is the dynamic viscosity of the fluid and w denotes the value at the wall.

Therefore the normalized wall shear stress by a reference dynamic pressure, 1
2ρU

2
∞, is called

skin friction coefficient cf and is defined as:

cf =
τw

1
2ρU

2
∞

(2.25)

Two distinct momentum transport mechanisms operate in the boundary layer and the bulk
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flow. To study them while keeping the distinction, a two­dimensional analysis based on

lengths and velocities is required to define the quantities that can characterize the two re­

gions. The frictional velocity is one of the first results of this analysis, and it is defined as

follows:

uτ =

√
τw
ρ

(2.26)

The viscous length scale is defined by the ratio of the flow’s dynamic viscosity ν to its frictional

velocity:

δν =
ν

uτ
(2.27)

Themean velocity profile can be expressed in wall units by scaling the velocityU and the wall

normal coordinate y by the frictional velocity and viscous length scales, respectively.

u+ =
U

uτ
(2.28)

y+ =
y

δν
(2.29)

Following the Prandtl hypothesis (1925), these quantities can be used to calculate the law of

the wall and define equations that describe the mean velocity profile in the boundary layer

(figure 2.4).

Figure 2.4: Turbulent boundary layer in terms of wall units y+−u+

According to Pope [26] the following rough delimiting of the boundary layer can be made:

• Inner layer (y/δ < 0.1): in this zone the greatest part of viscous stress are focused. Its

thickness is usually 10% to 20% of the total thickness.
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• Outer Layer (y+ > 50): this region accounts for the remaining 80% to 90% of the

total thickeness. It contains big vortex structures and a reduced turbulence production,

being the velocity gradients very reduced in magnitude.

• Overlap region (y+ > 50, y/δ < 0.1): at sufficiently high Reynolds number exist a re­

gion of overlap between inner and outer layers. In the overlap region themean velocity

profile must be logarithmic. In fact the log law is a good approximation beyond the

overlap region.

Therefore, the following regions can be considered:

• Viscous sub­layer, 0 < y+ < 5, region characterized by a linear trend with a slope of

45◦, where:

u+ = y+ (2.30)

• Buffer Layer, 5 < y+ < 30 , it is the transition region between the viscosity­dominated

and the turbulence­dominated parts of the flow. The nondimensional velocity profile

u+ within the buffer layer mostly relies on curve fitting, because an analytical formula

is not readily available for describing the relationship between u+ and y+.

• Log­law region, y+ > 30, y/δ < 0.3, formulated by Theodore von Karman (1930), on

the assumption that, for large y+ the viscosity has little effect. It can be shown that the

following trend holds:

u+ =
1

k
ln(y+) + C (2.31)

where k is the von Karman constant, usually taken as 0.41 andC is a constant (C ≃ 5.2)

Explaining the concept and procedure by which these laws are retrieved is beyond the scope

of this study. More information is available in Schlichting’s [31] and Pope’s [26] books. The

boundary layer’s region and their properties are summarized in table 2.1

Table 2.1: Wall regions and their defining properties

Region Location Equation Description
Inner layer y/δ < 0.1 ­ U determined by uτ and y+,

independent of U0 and δ

Viscous sub­layer 0 < y+ < 5 u+ = y+ Shear stress essentially
driven by viscosity.

Buffer layer 5 < y+ < 30 ­ Transition between the
viscous sublayer and the log­law
region. Viscous and turbulent
contribution to the overall shear
stress are comparable.

Log­law region y+ > 30,y/δ < 0.3 u+ = 1
k
ln(y+) + C Shear stress essentially driven

by turbulence (Reynolds stress).
Outer layer y+ > 50 ­ Direct effects of viscosity on U

are negligible
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Chapter 3

Experimental campaign

3.1 The VKI S­1/C wind tunnel

The experimental campaign was carried out in the von Karman Institute for Fluid Dynamics

in S­1/C high­speed wind tunnel, which is schematically represented in figure 3.1.The facility

consists of a closed­loop circuit driven by a 615 kW axial compressor, which controls the total

amount of mass­flow by adjusting its rotational speed, while the mass flow passing through

the test section can be adjusted by a 500 mm by­pass valve. The flow downstream of the

compressor passes through a cooler in order to keep the total temperature close to ambient

one. As a result, no heat transfer occurs between the inside and outside of the facility. The

operating pressure inside the facility is regulated by means of a vacuum pump, which can

reduce the rig’s absolute pressure until 8000 Pa. The combined action of compressor and

vacuum pump allows the Reynolds and Mach number to be varied independently within the

facility.

Figure 3.1: The von Karman Institute’s S1­C wind tunnel

Previously, the wind tunnel was used to conduct external aerodynamic studies, and it was

later modified to accommodate a linear cascade. As a result, an LPT cascade test section

(figure 3.2) was installed following the diffuser, replacing the left elbow of the facility. The

cylindrical part upstream of the diffuser serves as a settling chamber for the cascade test

section in this new configuration, providing a homogeneous inlet flow conditions by means

of wire meshes and honeycombs.
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Figure 3.2: Detailed illustration of the test section. Linear cascade housing (left). Technical illustration of the
test section (right)

3.2 Cascade test section

The test section’s is equipped with vertical and lateral contractions, allowing the transition

between the original circular parts of the wind tunnel and the cascade. The height is ad­

justable within 375 and 650mm, while the maximumwidth is 225mm, which corresponds to

the span of the blade. This way, the span is sufficiently high to ensure a proper aspect ratio

of the blade in order to have a two­dimensional flow at midspan.

Figure 3.3: Hot­wire placed in traverse the support system

The test section is equipped with a motor­driven traversing system which allows to obtain
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pitchwise measurements upstream and downstream of the blades. The support system is

placed outside of the cascade and the probes are inserted in the test section through slots

on the cascade side wall. Two slots are available, one upstream and one downstream of the

blades, so that both the inlet and outlet flow to the cascade can be investigated. Nevertheless,

the present work took place during the first and second part of the project were just upstream

measurements were preform.

In figure 3.3 the support system is shown, with the hot­wire probe inserted into the test

section through the upstream slot. For the upstream measurements, the head of the probe

was set at blade midspan and aligned with the axial inlet flow.

3.2.1 Cascade instrumentation and measuring planes

For a better representation of the measurements location, a coordinate system (figure 3.4)

has been defined. The origin of the axis is located at the intersection between leading edge

of the central blade and the endwall. The endwall containing the coordinate system’s origin

will now be referred to as the cavity endwall, while the opposite endwall will be referred to

as the upper endwall.

Endwall

Spanwise

Pitchwise

PitchSpan

Central 
Blade

Figure 3.4: Coordinate system

Therefore, two axes have been introduced:

• Spanwise direction, from the cavity endwall to the upper endwall;

• Pitchwise direction, running from blade to blade and positive towards the blades below

the central one.
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The cascade is permanently instrumented to provide the basic flow quantities required to set

the operational conditions. The measurement points are arranged in planes upstream and

downstream of the cascade, as shown in figure 3.5.

P01 P02 P05 P06

P02

P05

P06

P01

TG Ref

A A

Section A-A

Figure 3.5: Measurement Plane front view (left) and top view (right)

Table 3.1: Measurements plane arrangement

Plane Location Position Reference
01 Upstream 1.125cax LE
02 Upstream 0.5cax LE
05 Downstream 0.25cax TE
06 Downstream 0.5cax TE

Reference Plane

This plane provides the reference information of the total pressure and total temperature

needed to determine the flow conditions in the other planes. It is permanently instrumented

with:

• a type­K thermocouple that measures the total temperature of the flow T0,ref , and

which is assumed to be uniform throughout the test section’s flow field since the fa­

cility works in adiabatic conditions;

• two Pitot tubes providing the total pressure of the flow, P0,ref . To ensure redundancy

in total pressure measurements, the two probes are linked to separate pressure trans­

ducers via different pressure lines. A WIKA P­30, absolute pressure sensor, is used

for the primary measurement. The redundancy measurement provided by the second

Pitot tube is provided by two separate pressure transducers: a Validyne DP15­42 differ­

ential pressure sensor and an MPS4264 Scanivalve pressure scanner, with the primary

measurement of the WIKA P­30 serving as the reference pressure.
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Upstream and Downstream planes

Throughout the project SPLEEN, six planes (excluding the reference plane) are object of in­

vestigation. Nevertheless, for the sake of simplicity, only plane 01, 02, 05 and 06 will be con­

sidered in this section. Their arrangement is reported in table 3.1 and can be visualize in

Figure 3.5. They are the effective measurement planes, where the different probes are po­

sitioned during the experimental campaign. Each one of this planes, except for plane 02, is

instrumented with an array of 31 static pressure taps, providing the static pressure at dif­

ferent pitch positions. While the pressure taps on planes 05 and 06 are placed on the cavity

endwall, in plane 01 and 03 the pressure taps are featured with removable slots placed on the

upper endwall. The static pressure is fed via pneumatic tubes to two MPS4264 Scanivalves

pressure scanners. They are an array of 64 differential pressure traducers that allow to mea­

sure a pressure difference in a range of 1 psi and 2.5 psi, for upstream and downstreamplanes

respectively. Themanagement of the different channels changes from test to test, depending

on the probes, their location and the planes involved during the test. All the information,

pneumatic and electric, are fed to the Analog­to­Digital (A/D) acquisition board for the dig­

italization of the analogical signal.

In the present work, the hot­wire probe is positioned at plane 02 for the mapping of the

turbulence field at the inlet of the cascade. The choice of placing the hot­wire probe at plane

02 lies on the fact that plane 01will be hosting the wake generator during the unsteady phase

of the campaign.

3.2.2 Passive Turbulence Grid

A passive turbulence generator grid (TG) is adopted in order to increase the free­stream tur­

bulence intensity (FSTI) at the cascade inlet. Previous investigations conducted in S­1/C by

Michàlek et al [32], state that the inlet natural levels of FSTI achieved by the facility is around

0.9%. They used a double crossed hot­wire located at an axial distance of 0.95x/cax upstream

of the LE of the central blade.

The turbulence grid (figure 3.6) consists in 41 cylindrical rods of 3 mm in diameter, with a

spacing between their centre­lines of 12mm (mesh size), resulting in a geometric solidity of

0.25. The grid can be positioned at different stream­wise positions upstream of the cascade,

specifically between the reference plane and plane 01, in order to regulate the turbulence

intensity at a prescribed plane downstream. It is placed perpendicular to the test section’s

intake, whichmeans that the axial distance between the grid and the blades varies fromblade

to blade. This yields to a turbulence intensity decay trend along the pitchwise direction. Due

to the decay of the FSTI, the axial distance between the TG and the central blade is crucial in

order to achieve the desired FSTI.

Over the past years, the study of turbulence generation by means of passive grids by several

authors allowed the derivation of different decay laws characterizing the turbulence decay
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Figure 3.6: Passive TG present in the VKI S­1/C (left) and comparison between the correlation proposed by
Roach [30] and previous experiments (right)

after the grid. Roach [30] addressed this problem by assessing the decay laws proposed by

Batchelor [33] and Frenkiel [34] and proposed a law solely dependent on the grid geometry.

This power law allows to estimate the decay of the FSTI as a function of the distance to the

grid and the grid rod diameter:

Tu = C
(x
d

)− 5
7

(3.1)

where C is a constant dependent on the grid geometry (0.80 for a grid with parallel circular

bars), x is the downstream distance from the grid location and d is the diameter of the grid

rods. This correlation was previously investigated at VKI in the same facility by Monaldi

[35] and Paolucci [36], who found a good agreement with the experimental data as shown in

figure 3.6.

By following Roach’s methodology, the TG has been experimentally set to 400mmaway from

the LE of the central blade in order to achieve a desired turbulence intensity level of 2.5%.

3.2.3 Wake Generator

To fully simulate the rotating environment of an axial turbine, the test section is equipped

with an upstream high­speed rotating bar system (figure 3.7), able to simulate the blade­row

interference effects due to wake­blade interactions. The wake generator (WG) consists of

a disc of 625 mm diameter equipped at its periphery with cylindrical bars made of molyb­

denum. The rotating disc can be mounted with 96, 48, 32, 24, 16 bars. The number and

diameter of the bars as well as the rotational speed of the disk are adjustable to match a re­

quested Strouhal number (St). The rotating bars are only parallel to the blade leading edge

(LE) when passing in front of the central blade. In this position, the bars extend over most
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of the entire blade span except for a clearance to the opposite wall. Leakage flows at the pas­

sage of the bars through the upper and lower tunnel walls are minimized by sealed cavities to

avoid spurious recirculation between the upstream and downstream area of the cascade. The

generator is lodged in a large semi­circular housing mounted on one of the circular cascade

sidewalls. The WG is driven by a 30 kW electric motor up to 3500 rpm which corresponds to

a bar passing velocity at blade midspan of ∼ 165m/s, providing therefore an engine similar

velocity triangle and a correct flow coefficient, as opposed to the systems using a linear bar

displacement system. The latter is most often limited in displacement velocity and provides,

in engine­like high­speed compressible flow conditions to be reproduced, values of the flow

coefficient which are much too high.

Figure 3.7: Technical illustration of the WG (left) and test section final arrangement with TG and WG (right)

The selection of the number of bars to be mounted in the WG arises from the need to match

the Strouhal number range envisaged for the experimental campaign (St ∈ [0.6;1.2]). The

Strouhal number is a dimensionless parameter that define the performability of an unsteady

environment and can be computed as:

St =
RPM

60
Nbars

c

V2,is
(3.2)

It can be seen that, in order tomaintain a specified Strouhal number, decreasing the numbers

of bars will require an increase in the rotational velocity.

The Strouhal number was requested to be kept constant. Therefore, it was concluded that the

Strouhal number for the SPLEEN experimental campaign is 0.95, for a bar length of 130mm

and 1.0mm of diameter. To achieve a Strouhal number equal to 0.95, the rotational velocity

of the motor is 3209 RPM. And finally the WG can only have 96 bars to fulfill the previous

requirements.
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3.2.4 Total pressure drop coefficient

A total pressure loss occurs across the TG and theWG, thismeans that the inlet total pressure

at the cascade inlet, referred as p0,int, is lower than the reference total pressure, p0,ref . In

order to account this loss, a correlation between the two planes has been developed.

The pressure drop coefficient across the turbulence grid, YTG, can be defined as:

YTG =
P0, ref − P0, int

P0, ref
(3.3)

Where P0,ref is the total pressure upstream of the turbulence grid and P0,in is the total pres­

sure downstream of the turbulence grid and upstream of the WG.

The pressure drop coefficient across the WG, YWG, can be defined as:

YWG =
P0, int − P01

P0, int
(3.4)

Where P01 is the total pressure downstream of the WG and upstream of the cascade. This

quantity is not measured in real time for all the tests but can be measured during measure­

ments involving a probe at the given location.

The determination of the total pressure drop coefficient across the turbulence grid and WG

can be expressed as:

Ytot = YTG + YWG − YTGYWG (3.5)

Once these loss terms are known, the inlet total pressure to the blade cascade canbe evaluated

through the following equations, depending on whether the turbulence grid or the periodic

WG or both are used:

No TG ­ No WG : P0, in = P0, ref (3.6)

TG ­ No WG : P0, in = (1− YTG) · P0, ref (3.7)

TG ­ WG : P0, in = (1− Ytot ) · P0, ref (3.8)

3.2.5 Operating conditions

The flow conditions in the test section are characterized by the isentropic exit Mach and

Reynolds numbers. The isentropic exit Mach number is computed by the inlet total pressure

P0,in and the exit static pressure Pout,s, by the isentropic relationship:

Mout,is =

{
2

γ − 1

[(
P0,in

Pout,s

) γ−1
γ

− 1

]}0.5

(3.9)
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The two quantities required to computeMout,is are the cascade outlet static pressure, Pout,s,

and total pressure upstream of the cascade, P0,in. The Pout,s is determined by means of the

pressure taps situated downstream of the blades TE.

The cascade outlet static temperature is computed from the previously determined Mout,is,

and T0,in which is acquired by means of a K­type thermocouple. Knowing these two quanti­

ties, the following isentropic equation can be used to determine Tout,s:

Tout,s =
T0,out

1 + γ−1
2 M2

out,is

(3.10)

FromMout,is and Tout,s, the isentropic velocity Vout,is is computed as follows:

Vout,is = Mout,is

√
γRTout,s (3.11)

In order to compute theReynolds number, the density ρout,is and the dynamic viscosityµout,is

are needed. They can be calculated with the ideal gas relationship and the Sutherland’s law

respectively:

ρout,is =
Pout,s

RTout,s
(3.12)

µout,is = µref
Tref + S

Tout,s + S

(
Ts,6

Tref

)1.5

(3.13)

where µref = 1.716 × 10−5kgm−1 s−1 is the dynamic viscosity at Tref = 273.15K and S =

110.4K.

Using the previous quantities, the outlet Reynolds, Reout,is, can be computed:

Reout,is =
ρout,isVout,isc

µout,is
(3.14)

where c is blade’s chord length.

The experimental campaign on which this thesis focuses has the following nominal condi­

tions:

• Nominal Outlet isentropic Mach number: Mout,is = 0.9.

• Nominal Outlet isentropic Reynolds number: Reout,is = 70000.
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Figure 3.8: Auxiliary pressure instrumentation.Cobra­shaped 5­Hole Pressure probe (left), Valydine DP15­42
(center) and Scanivalve MPS4264 (right)

3.3 Auxiliary Pressure Measurements

As previously stated in section 3.2, the facility is equipped with a pneumatic pressure system

that provides support for the measurements with hot­wires (and other probes) concerning

the flow conditions inside and outside of the boundary layer.

The pressuremeasurement system can be divided into a probe, which transmits the pressure

information, through a specifically designed pressure line, and a sensor that takes this infor­

mation and converts it into an electrical signal. To be more specific, the sensor is merely a

component of the entire instrument whose sole purpose is to provide an output voltage signal

and commonly referred to as a pressure transducer.

In this section, the auxiliary pressure sensors and probes which served as support for the

hot­wire test campaign are presented hereunder.

3.3.1 Pneumatic 5­Hole Pressure Probe (5HPP)

The hot­wire measurements for the boundary layer investigations were supported and com­

pared using a 5­Hole Pressure Probe (5HPP), depicted in figure 3.8. This type of probe

is commonly used in turbomachinery applications for steady measurement: their low fre­

quency response makes them unsuitable for detecting flow fluctuations, but their design has

been refined over time and allows them to capture well mean flow values [37].

A 5HPP, as the name implies, is a probe whose head has 5 holes, one in the center of the head,

oriented normally to the main flow, and the other four lie on a slanted plane, symmetrically

opposed. Each one of the pressure lines are connected to a channel of the Scanivalve and

by means of a static and an aerodynamic calibration, the output is converted in velocity and

flow angles quantities. These measurements will serve as a reference and comparison for the

results of boundary layer and measurements with the wake generator, where it is impossible

to know the mean flow values in the plane between the hot­wire and the WG.
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3.3.2 Differential Pressure Transducers

A transducer is a device that transforms a signal from one energy form to another energy

form. In the present test campaign, a Validyne DP15− 42 and two Scanivalve MPS4264were

used, in which a pressure difference is fed to the sensor and subsequently converted into an

electric signal (voltage).

Validyne DP15− 42

The Validyne DP15 − 42, shown in figure 3.8, is a variable­reluctance pressure transducer

that is widely used in experimental fluid dynamics. A variable reluctance transducer con­

sists of a diaphragm of magnetically permeable stainless steel clamped between two blocks

of stainless steel. Embedded in each block is an inductance coil on an E­shaped core. In the

undeflected position, the diaphragm is centered with equal gaps between it and the legs of

each E­core to provide equal reluctances. A pressure difference applied through the pressure

ports deflects the diaphragm toward the cavity with the lower pressure, decreasing one gap

and increasing the other. As the magnetic reluctance varies with the gap and determines the

inductance value of each coil, the diaphragm deflection increases the inductance of one coil

and decreases that of the other. The difference in the inductances of the coils is demodulated

into a voltage output, which is then converted into a pressuremeasurements through a linear

calibration law.

Scanivalve MPS4264­Miniature Pressure Scanner

TheScanivalveMPS4264 (figure 3.8),is a unique 64 channel pressure scanner versatile enough

to be used for many applications. Each one of these channels has a miniaturized piezoresis­

tive pressure sensor that has the ability to change its electrical resistance when subjected to

a mechanical strain. The scanivalve acquisition works sequentially, which means that each

channel is sampled individually for a defined sampling period before starting the acquisition

of the next channel, until the 64 channels have been sampled. The MPS4264 scanner is a

complete data acquisition system that integrates all electronic components for the analog­

to­digital signal conversion. Therefore, it only requires a low current DC power supply and

an Ethernet connection to connect to the computer.

In the presented investigation, the two Scanivalve MPS4264Miniature Pressure Scanner are

used to acquire pressure information concerning:

• reference total pressure p0,ref ;

• static pressure measured from the wall taps in relation to the various measurement

planes;

• pneumatic probes that can be connected.
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Chapter 4

Hot­ Wire Anemometry

4.1 Introduction

4.1.1 Physical operating principle

The operation of Hot­Wire Anemometry (HWA) is based on the establishment of a convec­

tive heat transfer from a heated sensor to the surrounding fluid. This heat transfer can be

converted into a fluctuating output voltage and by means of a calibration, can be related to

instantaneous flow velocity, density and total temperature, for a given probe/fluid.

The heat balance for an electrically heatedwire, without taking into account the contributions

of conduction and radiation is formulated as follow [38]:

dcw
dt

Tw = P −Q (4.1)

In equation 4.1 the derivative term represents the heat stored in the wire by means of its

thermal inertia, in which cw and Tw are the specific heat and the temperature of the wire,

respectively. P is the electrical power supplied to the wire and Q is the thermal power. This

equation can expressed the convective heat transfer and can be expanded to:

dcw
dt

Tw = I2Rw − hAw (Tw − Theat) (4.2)

where I is the current supplied to the wire, Rw is the resistance of the wire, h is the convec­

tive heat transfer coefficient, Aw is the external surface of the wire and Theat is the recovery

temperature, which is the temperature “felt” by the wire, thus the temperature that drives

the heat transfer process. The recovery factor η defines the ratio between the recovery tem­

perature and the flow total temperature T0, according to:

η =
Theat

T0
(4.3)

The recovery factor is essentially influenced by the Knudsen number and the Mach num­

ber [8]. The Knudsen number express the deviation from the continuum flow as the ratio

between the molecular mean free path and a characteristic length of the flow (the wire di­

ameter in the hot­wire case). It may be expressed as a function of both Mach and Reynolds
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number [39]:

Kn =
λ

dw
=

M

Re

√
πγ

2
(4.4)

The singularities and limitations of the HWA application in different flow conditions are well

summarized in a review paper by Stainback andNagabushana [38], where the following flow

regimes are distinguished (in terms of Mach number):

• M < 0.3 subsonic incompressible flow

• 0.3 < M < 1.4 subsonic compressible, transonic and low supersonic flow

• M > 1.4 high supersonic flow

within which, one can distinguish the following three flow sub­regimes (in terms of Knudsen

number):

• Kn < 0.01 continuum flow

• 0.01 < Kn < 0.1 slip flow

• Kn > 0.1 free molecule flow

The Knudsen number is also a function of the flow conditions [8], while in incompressible

continuum flows its effect is negligible (Theat ≈ T0), it should be taken into account in com­

pressible and slip flows, since the Knudsen number strongly influences the heat transfer pro­

cess due to the gas rarefaction.

In the present study, theKnudsennumber is near to the bottombound of the slip flow regime,

due to the high speeds and low densities of the flow. Dewey [39] proposes an empirical

correlation for the recovery factor (see section 4.2). A correlation of this type can be used

with confidence for a wide range of Knudsen and Mach numbers [39]. Equation 4.2 may

now be written as follow:

dcw
dt

Tw = I2Rw − πlwk (Tw − ηT0)Nu (4.5)

whereNu is the Nusselt number, which defines the ratio between convective and conductive

heat transfer:

Nu =
hdw
k

(4.6)

where h is the heat transfer coefficient, dw is thewire diameter and k the thermal conductivity
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of the fluid. The Nusselt number depends on the following dimensionless quantities:

Nu = f(Re,M,Pr,Gr, τw, α, β,
lw
dw

) (4.7)

whereRe,M , Pr andGr are the Reynolds, Mach, Prandtl and Grasshof numbers of the flow

respectively. τw is the overheat ratio, α and β are the two flow angles, lw and dw are the length

and diameter of the sensor.

4.1.2 Anemometer’s modes of operation

There are three distinctmodes of operation inHWA: the constant current anemometry (CCA),

the constant temperature anemometry (CTA) and the constant voltage anemometry (CVA).

Although CVA is under development, CCA and CTA are mature and have been widely imple­

mented. References [8] and [40] provide more information on hot­wire anemometry.

­

Figure 4.1: Constant Temperature Anemometer electrical scheme

Constant Current Anemometry

Constant current anemometry (CCA) is the oldest type ofHWA.The control circuit is aWheat­

stone bridge, in which the hot­wire represents one of the legs. In the CCA, the system is fed

with a constant current and the unbalance voltage across the bridge is then related to the

heat transfer from the wire which changes its resistance. In other words the fluctuating heat

transfer is obtained from resistance fluctuations of the wire. The main drawbacks of this ap­

proach are due to the thermal inertia of the sensor that limits the frequency response, hence

a non­uniform compensating amplifier is necessary. This makes the CCA laborious to use

[8].

Constant Temperature Anemometry

The Constant Temperature Anemometer, of which the electrical scheme is shown in figure

4.1, is similar to CCA. The difference lies in the fact that CTA uses a fast response feedback

amplifier which varies the feeding current of the wire’s leg of the Wheatstone bridge in or­

der to keep the wire’s resistance and thereby its operational temperature, constant. The heat
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transfer from the wire is related to the bridge top voltage, so feedback amplifier reads the un­

balance voltage andmodifies the bridge top voltage (hence thewire heating) until the balance

is restored.

By keeping the mean wire temperature constant, the effect of thermal inertia seen in CCA

is negligible, which is the main advantage of CTA. Therefore, Equation 4.2 can be rewritten

expressing the feeding current of the wire in terms of wire voltage Ew, the final form of the

heat balance over a heated thin wire in CTA application is:

E2
w

Rw
= πlwk (Tw − ηT0)Nu (4.8)

Constant Voltage Anemometry

One of the more recent developments in HWA is the constant voltage anemometer (CVA),

patented in 1991 by Sarma [41]. It is still under development and the methodology is not as

mature as CCA or CTA, so it is very expensive and less commercial. In this technique, the

voltage across the wire is kept constant, and any change in wire resistance due to instanta­

neous heat transfer causes a current change through the wire. Kegerise [42] compared CTA

and CVA measurement techniques and according to the study, CVA has a larger frequency

bandwidth, as well as slightly higher velocity and temperature sensitivities than CTA, indi­

cating a higher signal­to­noise ratio.

4.1.3 Hot­Wires Probes

A single sensor hot­wire is presented in figure 4.2. The sensor is typically a fine wire with a

diameter between 5 and 10 µm, a total length of 1 to 4 mm, welded on two prongs, usually

made of stainless steel or Nickel. The active length of the wire can be extended entirely to

the tip of the prongs or to a restricted central region, which is smaller than the total length,

by using coated wire ends that approach the prongs. The main advantage of using a coating

is that it reduces heat losses to the prongs while increasing spatial resolution [8].

Figure 4.2: Hot­wire probe illustration

The sensormaterial should feature a high temperature coefficient of resistanceαw, with com­

mon materials being tungsten, platinum­based alloys and Platinum­Nickel [8].
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The sensor resistance Rw at a temperature Tw is then given by the following expression:

Rw = Rref [1 + αw(Tw − Tref )] (4.9)

whereRref is the sensor resistance at a reference temperature Tref , high values of αw express

high sensitivity to temperature fluctuations.

The selection of the materials, the design and the main features of the probe are typically

based on the type of fluid to be investigated, the characteristics of the flow and the external

constrains of the experimental setup [23]. The hot­wire probe depicted in figure 4.3was used

in this investigation. It is a single straight Tungsten Gold­plated wire with a diameter of 9µm

and an active length of 0.7mm on a total length of 1.16mm.

The hot­wire probe is essentially a chain of resistances. As depicted in figure 4.2, the main

components are: the sensor, the prongs, the support (includes all of the components between

the prongs and the cable.) and the cable. If one of the resistances changes, the calibration

changes, it is therefore extremely important that the experimental configuration used during

the measurements is accurately replicated in the calibration process.

Figure 4.3: Probe mounted on the external calibrator (left) and wire detail (right)

4.1.4 Dantec Dynamics Streamline Pro CTA

The anemometer shown in figure 4.4, is operated through a dedicated software provided

by Dantec Dynamics called Streamware Pro. It consists in six integrated and independent

modules. Each one of the modules consist in a CTA control circuit (Wheatstone bridge +

feedback amplifier) followed by a signal conditioner.

A single module can operate independently from the others, allowing to use six probes at six

different operating temperatures at the same time . The operating temperature of the wire is

imposed by an user­input parameter, the overheat ratio τw, which is defined by the equation:

τw =
Rw −Rw,cold

Rw,cold
= αw(Tw − Tref ) (4.10)

where Rw is the operational resistance of the wire, Rw,cold is the resistance of the wire mea­

sured at the reference temperature Tref , Tw is the operating wire temperature and αw is the
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wire specific temperature coefficient of resistance, measured at 20◦C.

In order to obtain Rw,cold, the system performs a measurement of the total resistance of the

hot­wire probe assembly and subtracts the user input information of the resistances of cables,

support andprongs, whichwere previouslymeasuredwith anhigh precisionmultimeter. The

system measure Tref via a dedicated thermocouple plugged into the CTA frame.

Figure 4.4: Dantec Dynamic Streamline Pro Constant Temperature Anemometer

According to the definition (equation 4.10), the overheat ratio depends on the cold wire re­

sistance (Rw,cold) ,and thus on the temperature at which the latter has measured, which is

typically the ambient temperature. Therefore, a change in ambient temperature, with a cor­

responding change in cold wire resistance, causes the bridge to change the operational wire

resistance (Rw) in order to maintain the imposed overheat ratio. This has the unfortunate

consequence of varying the hot­wire temperatures throughout the test campaign. However,

the Streamline Pro offers the possibility to change the system settings to a predefined setup

(chosen a­priori by the operator). By using the setup in which the cold wire resistance has

been measured, as default, the following measurements will be referring to same reference

temperature and resistance. As a result, the hot­wire operating temperature remains con­

stant.

The overheat ratio has to be chosen accordingly to the flow temperature expected during the

measurements. In order to have a good sensitivity to velocity, the ratio Tw/Tref should be

equal or higher than 1.5 (with the temperatures expressed in Kelvin) [8]. To prevent the

oxidation of the wire, the temperature should not exceed 270 ∼ 300◦C for a wire made with

Tungsten.

The facility (S­1/C) operates a nearly ambient temperature conditions (for long testing times

the facility heats up to 40 ∼ 50◦C), thus the wire does not need a particularly high overheat

ratio.
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Table 4.1: Overheat ratio setup parameters

τw 0.76

Rw,cold 0.79Ω

Tref 20.46◦C

αw 0.36%

Tw 231.46◦C

For the present study the overheat ratio was reduced until the temperature of the wire was

around 230◦C, with Tref of 20.46◦C measured by the system, obtaining τw = 0.76. This way

in the the worst case scenario, corresponding to Tref = 323.15K (50◦C), the ratio Tw/Tref its

equal to 1.56. The previous mentioned overheat ratio settings are summarized in table 4.1.

4.1.5 Dynamic response

The dynamic response of the system is defined by the properties of the wire and the CTA

frame. To test the frequency response of the probe a square­wave test can be performed.

The test consists in a current pulse submitted in the circuit (usually at the diagonal of the

Wheatstone bridge) and monitoring the output voltage response in an oscilloscope, as de­

picted in figure 4.5. The system is then tuned to achieve an optimal response, similar to a

second order system. According to Freymuth [43] the optimal response shape is achieved

when the response has a 15% undershoot relative to the maximum (figure 4.5). This gener­

ates an extra­heat, which is dissipated by the wire, and the system’s response is modulated

in order to tune the feedback amplifier’s performance. As a result, the square­wave test must

be carried out at the maximum expected velocity during the measurements.

­

Figure 4.5: Anemometer time response to square wave test: optimal shape (left) and a schematic of square
wave test (right)

The square­wave test provides an estimation of the cut­off frequency fc of the system through

the following expression proposed by Freymuth [43]:

fc ≈
1

1.3∆t
(4.11)

where∆t is the time when the amplitude is decreased at 3% of the peak value.
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The frequency response is primarily determined by the wire diameter. In the current study,

the Square­Wave Test was carried out at themaximum velocity achieved during the hot­wire

calibration, whichwas around 155m/s. The frequency response, whichwas displayed in real­

time on the Streamware Pro dedicated window, was within 7 ∼ 10 kHz for a wire of 9µm. The

square wave test value represents the bandwidth in which the wire’s response is maximum

and flat. As the signal to noise ratio becomes lower than one at frequencies higher than the

cut­off, therefore, a low­pass filter of 30kHz was applied to the corrected signal.

A square wave testing unit is implemented in most commercial anemometers and include

at least two control parameters that allow the user to adjust the response. In the Dantec

system used in the present study, these controls are the gain and filter setting of the feedback

amplifier and the cable compensation, which balances the capacitance and inductance on

both legs of theWheatstone bridge. Following that, the signal must be adjusted to match the

A/D board’s specifications by modifying the Offset and Gain in the system.

4.2 Calibration methodology

The non­dimensional calibration approach proposed by Cukurel et al. [21] was followed in

this study. This method employs an effective wire temperature and empirical correlations to

eliminate the dependency of the calibration on total temperature and Mach number of the

flow respectively, which allows establishing a unique Nu­Re calibration curve [5]. Therefore,

this methodology can be divided into two steps: the low­speed calibration and the mass­flux

calibration, which will be described in this section.

For constant temperature anemometry, with a specified probe geometry (lw/dw=const), with

the wire normal to the flow (no angular dependency), in a specific fluid with moderate flow

temperature variations (Pr = const), and by neglecting the natural convection (Re < Gr0.3)

[8], the functional relationship 4.7 reduces at:

Nu = f(Rew,M) (4.12)

where Rew is the Reynolds number based on the wire diameter and is defined as follow:

Rew =
ρUdw
µ

(4.13)

Rearranging equation 4.8 in terms of the anemometer bridge output voltage Eb, the Nusselt

number can be calculated according to:

Nu =
E2

b

πlwk (Tw − ηT0)

Rw

(Rt +Rs +Rw)
2 (4.14)

where, in CTA applications, all the resistances are constants. The thermal conductivity k is
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computed with the 0.7 power law:

k = k20

(
T0

T20

)0.7

(4.15)

where kref = 0.0257Wm1K1 and T20 = 293.15K are the reference conditions for air at 20◦C.

The recovery factor η is computed with the empirical correlation proposed by Dewey [39] as

a function of Mach and Knudsen number:

η = ηc + η∗ (ηf − ηc) (4.16)

ηc = 1− 0.05
M3.5

1.175 +M3.5
(4.17)

ηf = ηc + 0.2167
M2.8

0.8521 +M2.8
(4.18)

η∗ =
Kn1.193

0.493 +Kn1.193
(4.19)

The bridge output voltage Eb is a function of the wire and flow characteristics. In the most

generic case, the two flow angles should be included. Therefore, the bridge output voltage

dependency may be expressed by the following functional relationship:

Eb = f(dw, lw, Tw, T0, ρ, U, α, β) (4.20)

which, for a fixed wire geometry and if a CTA is employed (Tw = const.), yields to:

Eb = f(T0, ρ, U, α, β) (4.21)

(a) (b) (c)

Figure 4.6: Directional sensitivity of a hot­wire: (a) Definition of the wire coordinate system, (b) Yaw angle
defined in the normal­tangential plane, (c) Pitch angle defined in the normal­binormal plane [5]

In the wire coordinate system, the velocity vector U can be decomposed into three velocity

components, as shown in 4.6a: the velocity component normal to the wire UN , the compo­

nent tangential to the wire UT , and finally the binormal component UB . The yaw angle α is

defined in the normal­tagential plane, as shown in figure 4.6b, and the pitch angle β in the
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normal­binormal plane, as shown in figure 4.6c.The wire effective velocity, defined as the

velocity to which the wire is sensitive, is usually expressed as:

U2
eff = U2

N + k2U2
T + h2UB (4.22)

k and h are coefficients obtained by a directional calibration or, in some cases, provided by

the probe manufacturer.

4.2.1 Low­speed calibration

The low­speed calibration is performed to identify the effective wire temperature Tw,eff . The

idea is that, for a given probe in an incompressible continuum flow regime, therefore, since

there is no compressibility effect, the Nusselt number is only dependent on the Reynolds

number Nu = f(Rew).

Based on that, an iterative cycle takes place, where the wire temperature is systematically

varied. The Nusselt number is then recomputed for each iteration and correlated with the

Reynolds number. TheNu−Re curve is fitted with a fourth order polynomial fitting and the

R2 of the fit is used as the selection criterion. The wire temperature to which corresponds

the maximum R2, thus the best collapse of the entire Nu−Re population, is selected as the

temperature that better represents the convective heat transfer process from the wire to the

flow: the effective temperature of the wire.

Interface

Dantec Streamline Pro 
Frame

Dantec
calibrator

Hot-Wire probe

Heater

A/D 
board

Nozzle

Figure 4.7: Low­speed calibration setup: (a) Overview, (b) Heating system, (c) Automatic calibrator nozzle
detail, (d) Analog­to­Digital acquisition board

The procedure was carried out externally using the Dantec Dynamics Automatic Calibrator

(figure 4.7a). The automatic calibratior consists in an open jet nozzle, intended for probe

calibration in air and other gases from a few cm/sec up to Mach 1. Different nozzles with

different throat areas are available depending on the investigated velocity range. The exper­

imental setup is described in detail below and illustrated in figure 4.7.

The calibrator is connected to a 7 bar pressurized air supply and by controlling the pressure

ratio across the nozzle allows to generate a free jet of knownMach number, where the probes
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are placed during calibration. The pressurized air passes through a heater capable of heating

the flow to approximately 60◦C, and then through an external filter that filters away particles

and oil before being delivered to the calibrator. A precision regulator inside the calibrator

ensures a stable input pressure to the flow control. The hot­wire probe is positioned with

the wire in the center of the jet and aligned with the top surface of the nozzle in the same

way as it will be used during measurements. The probe is connected to the CTA frame which

in turn is connected to an Analog­to­Digital (A/D board) acquisition device. The latter uses

digital discretization to digitalize the signal and sends it to the Streamware Pro software,

which stores the calibration data in an organized file.

Once setup is complete, the operator can use Dantec Dynamics Streamware Pro software

to perform a velocity calibration for different flow velocity established in the system and at

different flow temperatures regulated in the heater.

The stagnation pressure, the total temperature and the velocity of the flow are directly mea­

sured inside the calibrator and stored inside the calibration output. This way the flow is

fully determined and the Reynolds number may be calculated through the isentropic rela­

tionships.

Figure 4.8: (a) Voltage­Velocity calibration for different flow temperatures, (b) Nu­Re calibration for different
flow temperatures

The low­speed calibration procedure was performed for a temperature range from T ∼ 20◦C

to T ∼ 50◦C. and the results are represented in figure 4.8.

Figure 4.8a shows the results plotted in terms of voltage and velocity, a different curve is cre­

ated for each temperature level and the effect of a non­isothermal flow on the heat transfer
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process can be seen by a shift on the calibration curve. When the flow is heated, the con­

vective heat exchanged between the wire and the flow decreases because the temperature

difference driving the heat transfer process is lower. Figure 4.8b represents the equivalent

but translated in non­dimensional parametersRe andNu. In this case the wire temperature

in the Nusselt number computation (Eq. 4.14) is retrieved by the overheat ratio definition

(Eq. 4.10), which results in a wire temperature of 504.61K for τw = 0.76. This wire temper­

ature is not a good option for describing the heat transfer process, as figure 4.8b shows data

dispersion based on the total temperature.

Figure 4.9 shows the outcomes of the determination of the effective wire temperature. In

figure 4.9a the R2 of the 4th order polynomial fit is presented as a function of the wire tem­

perature and the selected Tw,eff , corresponding to the maximum R2 value, resulted to be

445.25K, witch is lower with respect to the one imposed by the overheat ratio. As depicted

in figure 4.9b, when the effective wire temperature is used in equation 4.14, all the acquired

data collapse a single Nu−Re curve.

Figure 4.9: Effective wire temperature determination: R2 as a function of the Tw,eff (left) and collapsed Nu­Re
calibration curve (right)

4.2.2 Mass­flux calibration

The S­1/C facility operates at high­speed and low­density conditions. An external facility,

such as an open­jet (ex­situ) does not allow to replicate the conditions inside the wind tun­

nel in terms of Mach and Reynolds number. It is therefore necessary that the mass­flux

calibration is performed inside the facility (in­situ).

In order to obtain a good calibration curve, a large dataset of differentNuRe is required, thus
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the mass­flux calibration has to be properly planned. To determine the range of the calibra­

tion, the first thing to consider is that boundary layermeasurements are involved. Therefore,

the lower limit of the calibration must include at least the expected lower speed in the inves­

tigated boundary layer profile (closest point to the cavity endwall). Nevertheless, points with

higher Reynolds numbers were acquired in order to build a more robust calibration. To ac­

complish this, the wind tunnel had to be operated in a variety of conditions by varying the

rotational speed of the compressor as well as the vacuum level. Finally, the calibrationmatrix

is presented in table 4.2.

Table 4.2: Mass­flux calibration matrix

Point #
Outlet Inlet

Reout, is Mout, is Min, is Rew Knw

1 30000 0.25 0.144 3.054 0.070

2 40000 0.35 0.225 4.473 0.075

3 50000 0.4 0.263 5.787 0.067

4 55000 0.45 0.296 6.405 0.068

5 60000 0.5 0.326 6.998 0.069

6 65000 0.6 0.376 7.495 0.074

7 67000 0.65 0.397 7.658 0.076

8 70000 0.7 0.415 7.923 0.077

9 70000 0.8 0.440 7.728 0.084

10 70000 0.9 0.454 7.513 0.089

11 80000 0.9 0.455 8.602 0.078

12 90000 0.9 0.456 9.691 0.069

13 100000 0.9 0.457 10.78 0.063

14 110000 0.9 0.457 11.87 0.057

15 120000 0.95 0.460 12.75 0.053

The mass­flux calibration is then carried out in the range of flow conditions specified by the

test requirements. The data are plotted in the non­dimensional formNu­Re, using the Tw,eff

in the computation of the Nusselt number. In this case, the flow is no longer considerable in­

compressible and equation 4.12 stands. The methodology developed by Cukurel [21] require

an empirical correlation proposed by Dewey [39] in order to eliminate the Mach number

dependency:

Nucorr (Rew, inf) =
Nu(Rew,M)

ϕ(Rew,M)
(4.23)

where

ϕ(Rew,M) = 1 +A(M)

[
1.834− 1.634

(
Re1.10w

2.765 +Re1.104w

)]
×
[
1 +

(
0.3− 0.0650

M1.670

)(
Rew

4 +Rew

)] (4.24)

and

A(M) =
0.6039

M
1 + 0.5701

[(
M1.222

1 +M1.222

)1.659

− 1

]
(4.25)
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This correlation has been developed based on data from infinitely long wires and consists in

the use of a correction term ϕ(Rew,M) that relates the actual Nusselt number to the one if the

flow is highly supersonic (Eq. 4.23 , that found to beMach independent due to the hypersonic

freeze phenomenon. The correlation is valid forM > 0.3 and for all the Reynolds numbers

[39].

Figure 4.10: Mass­flux calibration results: (a) not corrected calibration data, (b) Application of Dewey’s
correction, (c) FinalNucorrRew single calibration curve.

The results of the calibration curve are presented in figure 4.10a. The compressibility effect

is clearly visible in the scattered region of the curve around M = 0.4. When the correction is

applied, a single Nucorr −Re calibration curve is retrieved.

In figure 4.10b the correction of Dewey is applied. Since this correlation is only valid for

M > 0.3, two curves can be distinguished:

• Curve A: ForM > 0.3, Dewey’s correlation is applied.

• Curve B:M < 0.3, no correction applied, Nu = Nucorr.

This behavior can create difficulties when measuring in Mach numbers around 0.3. For this

reason, an extension to Dewey [39] correlation is proposed by Klopfer [44] to cover the range

0 < M < 0.4 , thus a single calibration curve can be obtained. The correlation is based on a

weighted logarithmic average between the Oseen solution atM = 0 by Cole and Roshko [45]

and the corrected Nusselt number atM = 0.4 by Dewey .

The corrected Nusselt number Nucorr is given by:

Nucorr = 10F log(Nu(Re,0))+(1−F ) log(Nucorr (Re,0.4)) (4.26)

44



where

F =
[
0.618 + (2.5M)0.9

]−1 − 0.618 (4.27)

and

Nu(Re, 0) = 0.19 +Re0.45 (4.28)

This extension was validated using a set of experimental data ranging over 0.1 < Re < 300.

In figure 4.10c, the extended correlation is applied, creating a continuousMach independent

calibration curve for the whole Mach number range:

• ForM ≥ 0.4: Dewey’s correlation

• ForM < 0.4: Klopfer’s extension

A previous employment of the aforementioned extension is reported by Boufidi [46] and

Biondi [23].

4.3 Sensitivities method

In high subsonic and transonic flows, one method for quantifying the voltage dependency

of the hot­wire signal is to assume a functional dependency of Eb = f(ρ, u, T0) for a given

probe andwire temperature, and then empirically curve fit these variables usingmultiregres­

sive methods. A technique more physical in nature is to determine the sensitivity to various

nondimensional parameters [21].

Pioneeringwork on application of one­dimensional flow normal hot­wiremethods for super­

sonic and transonic flowswere conducted byKovasznay [47] andMorkovin [48] respectively.

Morkovin [48], related the fluctuations of the output voltage of the anemometer to the fluctu­

ations of density, velocity and total temperature for Constant Current Anemometry (CCA), by

assuming small perturbations. For Constant Temperature Anemometry (CTA) and straight

wires mounted parallel to the flow, the following relationship stands:

Eb
′

Eb

= Sρ
ρ′

ρ̄
+ Su

u′

ū
+ ST0

T ′
0

T0

(4.29)

where Sρ, Su and ST0 are the sensitivities to density, velocity and total temperature respec­

tively, defined as follows:

Sρ =

(
∂ logEb

∂ log ρ

)
u,T0=const

(4.30)
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Su =

(
∂ logEb

∂ log u

)
ρ,T0=const

(4.31)

ST0 =

(
∂ logEb

∂ log T0

)
u,ρ=const

(4.32)

The above­mentioned equations can be use to directly obtain the sensitivities through a sys­

tematic calibration, where one parameter is varied while keeping the others constant. Never­

theless,thismethod requires extensive, time­consuming calibrations in a closed­loop facility.

In the present study, a non­dimensional calibration will be used to compute the sensitivities

from their non­dimensional expressions:

Sρ =
1

2

(
∂ logNu

∂ logRe
− 1

τwr

∂ log η

∂ logRe

)
(4.33)

Su = Sρ +
1

2m

(
∂ logNu

∂ logM
− 1

τwr

∂ log η

∂ logM

)
(4.34)

ST0 =
1

2
[nt + 1−mt

∂ logNu

∂ logRe
− θ

θ − η

+
1

τw

(
− 1

2m

∂ log η

∂ logM
+mt

∂ log η

∂ logRe

)
− 1

2m

∂ logNu

∂ logM

] (4.35)

where

nt =
∂ log k

∂ log T0
,mt =

∂ logµ

∂ log T0
,m =

1

1 +M2 γ−1
2

and θ =
Tw

T0

In incompressible and supersonic flows the Mach number does not affect the heat transfer

process (Nu ̸= f(M)). This results in Su = Sρ = Sρu and equation 4.29 can be simplified to:

E′
b

Eb

= Sρu
ρu′

ρu
+ ST0

T ′
0

T0

(4.36)

Since the focus of most prior literature was on obtaining time­averaged turbulent quanti­

ties rather than their instantaneous values, equation 4.36 is typically adapted to provide the

mean­squared reduced sensitivity equation:

E′2
b

Eb
2 = S2

ρu

(ρu)′2

ρu2
+ S2

T0

T ′2
0

T0
2 + 2SρuST0

(ρu)′T ′
0

ρuT0

(4.37)

This equation can be solved by a graphicalmethod called “the fluctuation diagram technique”

developed by Kovasznay [47], which involves varying the overheat ratio, assuming that the

statistical properties of the flow do not change during the overheat variation.

In high subsonic and transonic flows, there is a strong Mach (or Knudsen) effect on the heat
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transfer process, and Sρ ̸= Su. In this case, equation 4.29 can only be solved instantaneously

by using at least three wires with sufficiently different sensitivities (e.g. different overheats,

materials or diameters) to solve a system with three equations and three unknowns. Al­

though, in practice, this proved nearly impossible, because even minor errors in obtaining

the sensitivities can cause an ill conditioning of the system’s matrix [38]. Unsuccessful re­

ported attempts are attributed to Rose et al [49] and Ikawa [50].

In literature, there are discrepancies regarding the behavior of the sensitivities. Horstman

and Rose [51] found that for high overheat ratios (τw > 0.8) and high Reynolds numbers

(Rew > 20), Su = Sρ. Nevertheless this was not supported by other studies [52], [53], where

the sensitivity to density was always higher than the sensitivity to velocity. In summary, in

order to obtain turbulence information from the measurements, most investigators had to

assume the equality of velocity and density sensitivities.

In the most general case, the angular dependency should be also included. Motallebi [54]

introduced the yaw angular sensitivity Sα for inclined wires in a planar flow field, expressed

as:

Sα =
1

2

(
1

τwr

∂ log η

∂ logα
− ∂ logNu

∂ logα

)
(4.38)

The pitch angle sensitivity Sβ for three or more inclined wires in a three dimensional flow

field, should also be included:

Sβ =
1

2

(
1

τwr

∂ log η

∂ log β
− ∂ logNu

∂ log β

)
(4.39)

Finally, the sensitivity equation takes the following form:

E′
b

Eb

− Sα
α′

ᾱ
− Sβ

β′

β̄
= Sρ

ρ′

ρ̄
+ Su

u′

ū
+ ST0

T ′
0

T0

(4.40)

The yaw and pitch angles are, usually, expressed with respect to the wire coordinates sys­

tem. In the same way as equation 4.29, equation 4.40 can be solved instantaneously using a

probe with at least five wires, in order to transform it in a system of five equations and five

unknowns. In general, the added complexity due to the introduced angular dependency has

encumbered accurate multidimensional measurements using conventional sensitivity anal­

ysis techniques, and results are reported to be inferior to that of a normal wire [54].

In the present study, adopting a single­wire probe, the equations available are not enough to

decouple the velocity to density from themass­flux time­series. Therefore, total temperature

and density fluctuations have to be considered negligible.
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4.4 Post­processing Methodology

The measurements where done upstream of the cascade at discrete points in the flow condi­

tions described in chapter 3. During the first phase of the experimental campaign, regarding

only the turbulence grid, each acquisition lasted 3s with a sampling frequency of 70 kHz. The

second phase of the experimental campaign ( with turbulence grid and wake generator) the

sampling frequency was increased to 120 kHz.

Since a Nu − Re calibration curve was chosen, an iterative cycle has to be built in order

to obtain the Reynold’s number time­series that corrects the Nusselt number, and allows to

retrieved the velocity. The proposed data reductionmethodology was built and implemented

based on the reduction procedure developed by Boufidi [46] and Acarer [55].

Time­averaged measurements Given the total temperature, pressure measurements at

the hot­wire’s position, the followingmethodology concerning time­averagedmeasurements

is used:

1. The mean Mach number is computed by Equation 3.9.

2. The Nusselt number is computed by Equation 4.14.

3. For the first iteration it is assumed that Nu = Nucorr.

4. The value of Rew is obtained by the calibration law.

5. A new value ofNucorr is obtained by applying Dewey’s and Klopfer’s correlations (Eqs.

4.23 and 4.26)

6. A new value of Rew is obtained through the calibration law.

7. Go back to point 5 until Rew,new = Rew.

8. The mass­flux can be computed by the Reynolds number definition Eq.4.13

9. With the mean density value computed by the pressure measurements, the velocity

measured by the hot­wire can be obtained.

The abovemethodology is used for the computation of themean velocity and characterization

of the boundary layer. According to Cukurel [21], this methodology can be used for time­

resolved measurements as well. The only difference is that the time­series of the Nusselt

number is used instead of the mean value.

Time­resolvedmeasurementsCukurel [21] claims that fluctuations in theMach number

are insignificant because a 5%change in the Mach number results in a 1% error in the mass­
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flux time­series results. Nonetheless, other researchers, such as Boufidi [56], stated that

for compressible flow, the fluctuation in the Mach number need to be taking into account.

Therefore, for the computation of the time­resolved measurements, the above procedure is

modified as follows:

1. For the first iteration it is assumed thatMmean = Minst.

2. The Nusselt number is computed by Equation 4.14.

3. For the first iteration it is assumed that Nu = Nucorr.

4. The value of Rew is obtained by the calibration law.

5. A new value ofNucorr is obtained by applying Dewey’s and Klopfer’s correlations (Eqs.

4.23 and 4.26)

6. A new value of Rew is obtained through the calibration law.

7. Go back to point 5 until Rew,new = Rew.

8. The mass­flux can be computed by the Reynolds number definition Eq.4.13

9. With the mean density value computed by the pressure measurements, the velocity

measured by the hot­wire can be obtained.

10. With the static temperature value given by equation 3.10, the new value of the Mach

numberMinst,new can be computed through Eq.3.11.

11. Go back to point 2 untilMinst,new = Minst

As previously mentioned, by adopting a single wire probe, the density fluctuations cannot be

taken into account.

This methodology was already used by Biondi[23] and Boufidi[5]. The former carried out

its experiments in the same cascade and under the same flow conditions (Mout,is = 0.9 and

Reout,is = 70000) as the present study, but for a different hot­wire. The latter conducted an

investigation under slightly different flow conditions (Mout,is = 0.69 and Reout,is = 85000)

in a different cascade. Moreover,the same turbulence generator grid was used in both cases,

including the present one.

Biondi [23] and Boufidi [5] stated that both of the methodologies are in disagreement with

Roach’s predictions [30]. Boufidi [5] compared her results with the ones of Monaldi [35]

and Paolucci [36], who originally conducted hot­wiremeasurements in the same facility. She

noticed that her results were underestimating the values of turbulence intensity obtained by
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Monaldi [35] and Paolucci [36] (shown in figure 3.6) even though the latter are in agreement

with Roach’s predictions. Nevertheless, Monaldi [35] and Paolucci [36] used a King’s law

calibration made for each density level (thus, Reynolds number).

The King’s law is a power law that relates the anemometer output voltage E to the flow ve­

locity U as:

E2 = A+BUn (4.41)

whereA,B and n are constants. A is equal to the squared voltage at zero flowE2
0 . Therefore,

the turbulence intensity can be calculated as follows:

Tu =

√
E

′2 2E

n
(
E

2 − E
2
0

) (4.42)

Thismethodology has the disadvantage of being overly dependent onE0, which can influence

the final value of turbulence intensity [56]. Furthermore, by calibrating the hot­wire for each

density level, eventual temperature variations caused by the self­heating of the facility (which

leads to density variations), are neglected.

Nevertheless, the King’s law is feasible only for restricted and extremely simple scenarios

where the flow is isothermal (T = const.) and incompressible (ρ = const.) and thewire forms

a 0◦ anglewith the flowdirection (no angular dependency). Therefore, theKing’s lawdoes not

represent an accurate tool for hot­wire anemometry in turbomachinery applications where

the flow is highly unsteady, generally compressible, and subject to temperature, pressure,

and thus density variations.

There is no solid evidence that can determine which method is superior, as both results do

not show a good correlation with Roach’s predictions. Due to the possibility of being influ­

enced by the probe, the hot­wire used in the previous campaign by Biondi [23] was changed

to the one shown in figure 4.3. Therefore, for time­resolved measurements both Cukurel

and Boufidi’s proposals were compared with the new hot­wire and a third method was im­

plemented.

The third method to be tested is the sensitivities method, where density and total tempera­

ture fluctuations are considered negligible. In order to compute the sensitivities, the set of

equations 4.33 ­4.35 are used. The logarithmic derivatives of the recovery factor to Re and

Mach ( ∂ log η
∂ logRe ,

∂ log η
∂ logM ) can be analytically computed from the empirical correlation proposed

by Dewey [4]. The logarithmic derivatives of Nusselt to Reynolds and Nusselt to Mach can

be transformed to:

∂ logNu

∂ logRe
=

Re

ϕ

∂ϕ

∂Re
+

∂ logNucorr
∂ logRe

(4.43)
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∂ logNu

∂ logM
=

M

ϕ

∂ϕ

∂M
(4.44)

where, the terms ∂ϕ
∂Re and

∂ϕ
∂M are the partial derivatives of the correction term ϕ(Re,M). The

only term depending on the wire properties is ∂ logNucorr
∂ logRe , which can be directly obtained by

the calibration curve.

The flow field inside a turbomachine is characterized by its complex unsteadiness. The total

unsteadiness can be considered as the contribution of both periodic and random compo­

nents. The periodically unsteady flow is caused by the relative motion of rotor and stator

rows. Therefore, in the second part of the campaign a wake generator was implemented in

plane 01 between the cascade and the turbulence grid (figure 3.7) in order to simulate amov­

ing blade row upstream of the cascade.

Since the flow is characterized by deterministic and stochastic unsteadiness, one of the chal­

lenges in this study is to extract the stochastic fluctuations from the signal in order to compute

the turbulence quantities.

In the case of rotating blade rows, this decomposition is performed by the so­called phase­

averaging or phase locked averaging (PLA), resulting in the phase­averaged flow field, which

is periodic over one rotor revolution or over one blade passage (when the flow between dif­

ferent passages is considered periodic). This decomposition can be expressed as follows:

X = X̃ +X ′ (4.45)

where X is the instantaneous signal, X̃ is the periodic fluctuations and X ′ is the purely

stochastic fluctuations.

The periodic fluctuations can then be subtracted by the instantaneous component to retrieve

the stochastic fluctuations. This method results in the extraction of all deterministic com­

ponents related to the Rotor Disk Frequency (RDF) or the Bar Passing Frequency (BPF). A

study between the two is show in A.

The steps for the realization of a phased locked averaged (PLA) signal are presented in figure

4.11. Using the number of bars, the raw signal can be divided into rotor revolutions where T

corresponds to the period of one rotor revolution. One rotor revolution is defined as the part

of the signal containing N complete bar passages (N peaks), where N is the number of bars,

in this case 96. Then an average is taken over the number of revolutions that occur during

the test. In this way, a ”mean rotor revolution” known as PLA can be obtained.

Once the phase­locked average has been obtained and subtracted from the raw voltage, the

aforementioned methods can be used to calculate the turbulence quantities.
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Figure 4.11: Steps from raw signal to PLA
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Chapter 5

Results and discussions

In this chapter, time­average and time­resolved results are reported for nominal flow con­

ditions described in section 3.2 for both phases of the experimental campaign. A study of

the the inlet boundary layer and the mean velocity field of the flow is presented. As well the

hot­wire sensitivities and turbulence quantities.

Hot­Wire Anemometry is a very effective tool in the characterisation of the boundary layer

due to the small diameters of the wire. In the present study, the hot­wire was up to 1 mm

from the wall in the first phase of the campaign and 0.5 mm in the second phase through a

mechanical traversing system, capable of moving the probe both linearly and rotationally in

the measuring plane. Despite the fact that the traversal system could go closer to the wall

without touching it, a conservative approach is preferred in order to avoid damaging the

wire. The traversing system’s linear resolution is around 0.1 mm, and the smallest rotation

possible is roughly 0.2 degrees.

Figure 5.1: Illustration of the boundary layer measurement matrix

5.1 Time­Averaged velocity measurements

The characterisation of the Time­Averaged flow field at the cascade’s inlet (plane 02) are

presented in this section. The inlet boundary layer covers a role of paramount importance

53



in turbomachinery applications, therefore the measurements of the inlet boundary layer are

given special attention. In addition the velocity 2Dmap at plane 02 is presented.

Due to the precisemovement of the systemand the reduced diameter of the hot­wire, the inlet

boundary layer profile can be completely investigated. Acquiring a large number of points

can be very time consuming. Therefore, in order to correctly analyze the boundary layer and

at the same time reduce the testing time, a thinner mesh is used near the wall, where the

velocity gradient is steeper, and gradually increases farther from the wall, approaching the

free­stream.

The measurement matrix is shown in table 5.1 and represented in figure 5.1. The same span­

wise traverse is repeated for five different pitch locations in order to capture the boundary

layer’s pitchwise evolution. For each pitch location 64 points were acquired, making a total of

320 points for the first phase of the campaign. The signal was acquired for 3 seconds at each

measurement point with a sampling frequency of 70 kHz, leading to 350000 samples for each

point. For the second phase the number of points close to the wall was increased making a

total of 345 points, with a sampling frequency of 120 kHz, resulting in 3600000 samples for

each point.

Table 5.1: Boundary layer mesh for each pitch position

Region
1st Phase 2th Phase

Span [%] Step [mm] n. Points Span [%] Step [mm] n. Points
A 0.6÷ 1.2 0.1 10 0.3÷ 1.2 0.1 15

B 1.2÷ 2.4 0.2 10 1.2÷ 2.4 0.1 10

C 2.4÷ 5 0.5 10 2.4÷ 5 0.5 10

D 5÷ 12 1 10 5÷ 12 1 10

E 12÷ 24 2 10 12÷ 24 2 10

F 24÷ 50 3 14 24÷ 50 3 14

Total 64 69

5.1.1 Inlet Boundary Layer

The total pressure provided by the Pitot tube at the reference plane is no longer employable

inside the boundary layer, since it refers to the free­stream. In order to compute the flow

quantities inside the boundary layer, another source of total pressure must be considered. It

is not possible to traverse a second probe at the same time as the hot­wire. However, due

to the facility’s high repeatability, the boundary layer could be measured in advance using a

5­Hole Pressure Probe (5HPP), and the resulting profiles were then inserted as an input to

the hot­wire post­processing. As the dimensions of the 5HPP prevented it from covering the

inner part of the boundary layer, the data in this region had to be extrapolated. To improve

the extrapolation within the aforementioned region, a no­slip condition was applied to the

wall, and linear interpolation was performed to connect the last acquired point and the no­

slip point.

In figure 5.2 and 5.4 the results for the inlet boundary layer measurements are presented for
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the cases without and with the wake generator, respectively. It can be seen in figure 5.2a that

the data obtained by the hot­wire are close to those obtained by the 5HPP although there is a

slight difference when the velocity profile approaches the maximum speed and the hot­wire

overestimates the values in relation to the 5HPP. This difference is even more pronounced

in the presence of the WG (figure 5.4a). Another significant difference is found in the inner

part of the boundary layer. Where the hot­wire can reach a lower speed closer to the wall

compared with the 5HPP. Since the hot­wire was actually traversed in the aforementioned

region, it can be considered a more reliable source of information.

A boundary layer profile is expected to have zero velocity at the wall (no­slip boundary con­

dition), and as it moves away from the wall, the flow velocity increases to a maximum and

then approaches a constant speed. However, as can be seen in both figures 5.2 and 5.4 when

approaching the free­stream flow region, the velocity reaches a peak and then gradually de­

creases rather than remaining constant.

An acceleration caused by the inlet lip is one possible explanation. The latter, also known

as passive boundary layer control, is a curve contraction that allows the flow to transition

smoothly from facility intake geometry to cascade inlet. Nevertheless, research on the bound­

ary layer at plane 01 rules out this hypothesis [23]. Another explanation could be an instabil­

ity phenomenon that changes the shape of the velocity profile. Ottavy [57] described differ­

ent boundary layer shapes in a highly loaded compressor­like flat plane where he obtained

similar profiles in the presence of a wake­passing unsteadiness.

(a) (b)

Figure 5.2: Inlet boundary layer measurements with TG at nominal conditions ­Mout,is = 0.9;
Reout,is = 70000. (a) Comparison between boundary layer measured byHot−Wire and 5HPP . (b) Pitchwise

evolution of the inlet boundary layer
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Figure 5.3: Detail of the boundary layer anomaly in terms of Mach number

(a) (b)

Figure 5.4: Inlet boundary layer measurements with TG/WG at nominal conditions: Mout,is = 0.9;
Reout,is = 70000. (a) Comparison between boundary layer measured byHot−Wire and 5HPP . (b) Pitchwise

evolution of the inlet boundary layer.

Figure 5.2b and 5.4b shows the boundary layer profile at different pitch positions. As can be

seen, in particular in figure 5.2b an anomaly occurs in the hot­wire profile and a more detail

view is shown as a function of the Mach number in figure 5.3. The anomaly occurs between

M ∼ 0.42÷ 0.45, so this is not due to the transition between the two correction correlations

aroundM = 0.4. This anomaly has already been detected by Biondi [23] so it is not related

to the probe configuration.
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When measuring close to the wall, the heat transfer going from the wire to the flow takes

place as conduction rather than convection (figure 5.5a). Thismay result in inconsistent high

velocities close to the wall, in general for y > +5 [8]. Depending on the thermal properties

of the wall, different techniques exist in order to correct this effect. Since the facility works

in adiabatic conditions, Tflow = Twall is assumed. The hot­wire voltage at several position

down to the wallEb,0(y) is then retrieved with no flow, at the pressure level corresponding to

nominal conditions (P ≃ 8000Pa). The wall­proximity voltage is then subtracted as it was

an offset to the hot­wire voltage:

E2
b, corr = E2

b − [Eb,0(y)− Eb,0(y = 0)] (5.1)

As depicted in figure 5.5b, no deviations occur between corrected and not corrected veloci­

ties.This ismost likely due to the polyamide’s extremely low thermal conductivity (kpolyamide =

0.24Wm−1K−1).

(a) (b)

Figure 5.5: Wall proximity hot­wire correction: (a) Schematic of the establishment of conduction with the wall
[23], (b) Application of the correction to present study

In the present study a graphical empiricalmethod, called slopemethod is adopted to compute

the skin friction coefficient cf . Therefore the theoretical formulation of the cf (Eq. 2.25) can

be rewritten as follow:

cf = 2

(
B

2.5U∞

)2

(5.2)

where B is the slope of the log layer plotted in ln(y)− U coordinates.

The values of u+ and y+ are obtained by reformulating the equations 2.28 and 2.29 as a
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function of cf :

u+ =
U

U∞

√
2

cf
(5.3)

y+ =
yU∞
v

√
cf
2

(5.4)

Figure 5.6 shows the boundary layer expressed in u+−y+ coordinates. As it can be observed,

in both cases, the 5HPP measurements are in fairly good agreement with the analytical ex­

pressions. However, the same does not happen with the measurements with the hot­wire,

where the results differ from the analytical trend in the viscous sub­layer. Nonetheless, this

could be due to the fact of having used extrapolated flow conditions derived artificially by the

5HPP measurements.

(a) (b)

Figure 5.6: Comparison between hot­wire and 5HPP Boundary layer measurements expressed in terms of wall
coordinates y+ − u+: (a) First phase of the experimental campaign, (b) Second phase of the experimental

campaign

In Figure 5.7 the values of the boundary layer integral parameters for different pitch locations

can be observed. Table 5.2 compiles the data from the figure 5.7 to provide a more rigorous

interpretation of the results. As can be seen, there is greater coherence between the hot­wire

and 5HPP values for the first phase of the campaign compared to the results of the second

phase. Considering the hot­wire results it can be noticed a increased of the shape factor form
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∼ 1.4 to∼ 1.6 in the presence of the wake generator.According to Brunn [8], since this values

are below 1.6 the flow can be considered as turbulent.

Figure 5.7: Boundary layer integral parameters

Table 5.2: Boundary layer integral parameters computed from the hot­wire (HW) and the five hole pressure
probe (5HPP) for different pitch locations.

Pitch [­] −1 −0.5 0 0.5 1

δ99 [mm]

HW ­ TG 22.324 22.836 22.179 22.177 20.923

5HPP ­ TG 22.506 23.056 22.570 22.426 21.130

HW ­ TG&WG 21.846 21.651 21.333 21.677 20.978

5HPP ­ TG&WG 23.483 23.367 22.255 22.384 19.638

δ1 [mm]

HW ­ TG 3.215 3.766 3.631 3.623 3.560

5HPP ­ TG 2.841 3.345 3.252 3.254 3.081

HW ­ TG&WG 4.696 4.959 4.801 4.781 5.211

5HPP ­ TG&WG 4.181 4.409 4.180 4.170 4.192

δ2 [mm]

HW ­ TG 2.384 2.702 2.644 2.598 2.547

5HPP ­ TG 2.088 2.368 2.344 2.306 2.142

HW ­ TG&WG 2.967 3.167 3.105 3.073 3.395

5HPP ­ TG&WG 2.540 2.700 2.577 2.552 2.498

H [­]

HW ­ TG 1.349 1.394 1.374 1.394 1.397

5HPP ­ TG 1.361 1.412 1.388 1.411 1.439

HW ­ TG&WG 1.582 1.566 1.546 1.556 1.535

5HPP ­ TG&WG 1.646 1.633 1.622 1.634 1.678
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5.1.2 Inlet Plane 2D velocity mapping

A 2D mapping was carried out in order to provide a comprehensive description of the inlet

cascade plane. Figure 5.8 shows the mean normalized velocity of the full inlet section. In

the first phase of the campaign (without the wake generator) only five spanwise traverses

were acquired without the sufficient amount of points to properly cover both span and pitch

directions, resulting in a poor contour of the inlet section, as can be seen in figure 5.8a.

To correct this problem, in the second phase of the campaign, the measurement matrix in

table 5.1 was modified to decrease the number of points in the spanwise direction and in­

crease the number of pitch positions. The span was analysed from the wall until 10% span

with a step of 1mmand thenwith a step of 5mmuntil midspan of the blade. This traverse was

repeated for 23 pitchwise locations with a step of 3mm, making a total of 667 points. These

amount of points result in a much more refine mesh that can thoroughly describe the inlet

section.

(a)

0.7

0.8

0.9

1

(b)

Figure 5.8: Inlet mean velocity 2Dmapping: (a) Normalized mean velocity contour witht TG, (b) Normalized
mean velocity contour with TG&WG

Figure 5.9 depicts the pitchwise mean velocity distribution for different spanwise locations.

In figure 5.9a only two traverses were made at 10% and 50% of the blade span since the ones

from the previous matrix do not provide enough points in the pitch direction to provide a

proper analysis. Whereas in figure 5.9b thanks to the new matrix more traverses can be

observed. As can be seen there is the same trend as the 2D map in figure 5.8b. The velocity

tends to be more or less constant in the pitch direction and increases until∼ 20% of the span

then decreases until the wall.
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(a)
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(b)

Figure 5.9: Mean velocity distribution at different span locations: (a) Mean velocity distribution at 10% and
50% span for the first phase of the campaign, (b) Mean velocity distribution at 1%, 5%, 10%, 20% and 50% span

for the second phase of the campaign

5.2 Time Resolved Measurements

As previously stated, hot­wire anemometry is the principal technique for measuring turbu­

lence and, as a result, velocity fluctuations. To accomplish this, the hot­wire output voltage

is no longer time­averaged, but rather measured over the entire time­series.

5.2.1 Selection of the methodology

For the sake of simplicity, the three methods that have been implemented for time­resolved

measurements can be summarized as follows:

• Method 1 ­ TA reduction: it is the data reduction procedure for Time­Averaged

quantities but taking the time­series of the Nusselt number instead of the mean value.

• Method 2 ­ TR reduction: it is the data reduction procedure for Time­Resolved

measurements proposed by Boufidi [56].

• Method 3 ­ Sensitivities: it is the data reduction procedure using the sensitivities

equations 4.33 ­4.35 .

The results of the threemethods are depicted in the figure 5.10 for a single traverse atmidspan

of the cascade. It was possible to verify that using method 2, the mach number obtained

by the hot­wire was significantly overestimated when compared to the one obtained by the

5HPP, whereas the mach values obtained bymethod 1 were in reasonable agreement. How­

ever, when evaluating turbulence, it was possible to see that method 1 underestimates the
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turbulence values predicted by Roach andmethod 2 yields comparable results.

Boufidi [56] found reasonable results in her investigation in S­1/C,with the same inletReynolds

number (Rein,is = 45000) and a slightly lower Mach number (Min,is = 0.32), therefore, no

major differences were expected in the present investigation. However, from the results of

figure 5.10 and the ones of Biondi [56] it is possible to conclude that both method 1 and 2

failed to fulfill the desired conditions. The need for an iterative cycle arises from the appli­

cation of the compressibility corrections of Dewey and Klopfer to achieve the desired turbu­

lence. As a result, it is reasonable to attribute the malfunctioning of the reduction technique

to those functions. Specifically to the Dewey correlection since in the present study, con­

trary to what happened with Boufidi, the Klopfer correlation cannot be implemented, as it

is only valid up to M = 0.4. It is evident that a deeply mathematical analysis would be re­

quired to further investigate the validity of the data reduction procedure for time­resolved

measurements.

To address this issue, the thirdmethod is then used. The sensitivities can be calculated using

the 4.33 ­ 4.35 equations and the calibration curve. The fluctuations to density and temper­

ature are considered negligible, therefore the turbulence can be computed as:

Tu =
1

Su

E′
b

Eb

(5.5)

This method shows good results in relation to the Roach correlation, as can be seen in figure

5.10b. Furthermore, the lack of an iterative cycle in the mach number makes this method

much less time consuming. For these reasons this method will be used for the treatment of

the time­series measurements.

(a) (b)

Figure 5.10: Comparison between the different methodologies for time­resolved measurements: (a) Mach
number comparison, (b) Turbulence intensity comparison

62



5.2.2 Hot­Wire Sensitivities

Boufidi [46] used the sensitivities approach to investigated several flow conditions by means

Hot­Wire Anemometry. She found that in high­speed slip­flows (Kn > 0.01) the sensitivity

to density and total temperature are greater than the sensitivity to velocity. Therefore, even

if the level of fluctuations is low, the terms can be significant and neglecting them can lead

to errors.

(a) (b)

Figure 5.11: Hot­wire sensitivities to density and velocity at midspan for both phases of the campaign: (a)
Hot­wire sensitivity to density, (b) Hot­wire sensitivity to velocity

(a) (b)

Figure 5.12: Hot­wire sensitivity to total temperature at midspan for both phases of the campaign: (a) Hot­wire
sensitivity to velocity, (b) Sensitivity to total temperature
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Table 5.3: Hot­wire sensitivities at midspan for both phases of the campaign

Sensitivity
1st Phase Campaign 2nd Phase Campaign
W/o TG W/ TG W/o TG&WG W/ TG&WG

Sρ 0.1874 0.1865 0.1411 0.1415

Su ­0.0201 ­0.0224 ­0.0655 ­0.0644
ST0 ­0.6798 ­0.6803 ­0.1329 ­0.1468

Figures 5.11a, 5.11b and 5.12a show the sensitivities results to density, velocity and total tem­

perature at midspan of the cascade, respectively. As can be seen, the sensitivities to density

and total temperature are way higher than the sensitivities to velocity, supporting Boufidi’s

statements.

The sensitivity of the hot­wire to total temperature is negative, as an increase of the flow

temperature decreases the temperature difference, resulting in a decrease of the heat trans­

fer rate. This is consistent with the relevant literature, which states that the sensitivity to

total temperature decreases as overheat increases. Since the wire temperature is constant,

a decrease in flow temperature implies an increase in the overheat, according to equation

4.10. This can be observed in figure 5.12b, where the wire sensitivity to total temperature

is plotted against the total temperature of the flow for each measurement point. The sensi­

tivity is strongly influenced by the flow total temperature, which decreases with increasing

temperature of the flow.

(a) (b)

Figure 5.13: Experimental points for computation of hot­wire sensitivities: (a) Measurement points for
sensitivity to velocity, (b) Measurement points for sensitivity to density

Besides of the negative sensitivity to total temperature also a negative sensitivity to veloc­

ity was measured (figure 4.34). To the author knowledge, this is not in agreement with any

previous literature. In order to investigate this result some experimental points were taken
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Table 5.4: Flow conditions of the experimental points

Point #
Sensitivity to velocity Sensitivity to density
Mout,is Reout,is Mout,is Reout,is

1 0.88 70000 0.9 68000

2 0.9 70000 0.9 70000

3 0.92 70000 0.9 72000

Su=­0.0749 Sρ=0.1441

in the second phase of the campaign. Using equations 4.31 ­ 4.32, the sensitivities can be

obtained directly by varying one parameter while keeping the others constant. The results

are show in figure 5.13. It can be noticed that with the increasing of the velocity the bridge

voltage decreases, therefore the heat transfer decreases and as a result a negative value of for

the sensitivity to velocity is obtained. A value of Su = −0.0749was obtained what is in agree­

ment with the experiments with the wake generator. The same procedure was replicated to

compute the sensitivity to density and a value of Sρ = 0.1441 was retrieved.

Although the probe was the same in both phases of the campaign the wire needed to be re­

placed. This leads to a different characteristics of the wire, specially the effective tempera­

ture, witch has a big influence in the computation of the sensitivities. Boufidi [46] stated that

by varying the temperature of the wire, very different sensitivities can be achieved. There­

fore the sensitives in the first phase of the campaign with and without the turbulence grid

are similar but slightly difference from the ones in the second phase with both turbulence

generators.

5.2.3 Turbulence Intensity

Figure 5.14 show the turbulence intensity results for a pitchwise traverse at midspan of the

cascade for the cases without turbulence grid nor wake generator, with turbulence grid and

with both turbulence grid and wake generator. The turbulence intensity naturally achieved

by the facility is around 0.8% what is in agreement with previous investigations conducted

in S­1/C by Michàlek et al [32]. Also the turbulence intensity with the turbulence grid is in

good agreement with Roach correlation. A turbulence of 2.4% was found at midspan and

at 400mm far from the turbulence grid, as already mentioned in section 3.2 according to

Roach at this position the turbulence should be 2.5% therefore a difference of 0.1% can be

obtained. The value of the turbulence intensity with both turbulence generators increases

∼ 1.6% compared to the value with the turbulence grid and increases ∼ 3.1% compared to

the value of the free­stream. To the author knowledge no comparison between the values of

turbulence with passive and active generators was made in similar flow conditions. Some

autors like Wolff et al [58] and Ladwig et al [59], study in slightly different flows conditions

the turbulence intensity with and without a active turbulence generator, and a difference

between 3% ­ 4% can be found to the results of the free­stream and with a active turbulence

generator.
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Figure 5.14: Turbulence intensity at midspan

(a) (b)

Figure 5.15: Turbulence boundary layer: (a) Turbulence boundary layer for the first phase of the campaign, (b)
Turbulence boundary layer for the second phase of the campaign

In figure 5.15 the results of the turbulence intensity for the boundary layer are show. Com­

paring both boundary layers it can be observed that the profile with only the tubulence grid

(figure 5.15a) starts to increase gradualy from midspan until a maximun of ∼ 18%− 22% at

∼ 10% span and then start to decrease until zero in the wall. Whereas the the turbulence with

the wake generator (figure 5.15b) is more or less constante until ∼ 4% of the span where it

increases to a maximum and then drops to zero in the wall. To better visualize these results
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the 2D turbulence map is presented in figure 5.16.

(a) (b)

Figure 5.16: Inlet Turbulence 2Dmapping: (a) Turbulence intensity contour for the first phase of the campaign,
(b) Turbulence intensity contour for the second phase of the campaign

5.3 Integral Length Scales (ILS)

As previously stated in section 2.1.2, the ILS are representative of the most energized ed­

dies in the turbulence energy spectra. According to the energy cascade theory, these are the

structures lying at the limit of the the integral and inertial ranges.

Twomethodologies are taken into account and compared in the current investigation. When

a large time series is available, as in this case, the autocorrelation function (ACF) is the most

commonly used method in the literature to predict the integral length scales. Roach’s ap­

proach, on the other hand, has been widely validated [60] and represents a reliable method.

The autocorrelation function shape strongly depends on the frequency spectrumof the signal.

Since experimentally obtained autocorrelation coefficientsmay featurewide and frequent os­

cillations around zero, the integration for the complete signal duration can produce incorrect

results. Therefore, different approaches have been proposed for the upper integration limit

of equation 2.17. An option would be integrate the autocorrelation function up to the first

zero crossing, nevertheless this approach is not efficient when high oscillations occurs [23].

Another option, which was used in this study, is to fit the experimental autocorrelation func­

tion with a Gaussian function and integrate the resulting function up to a certain tolerance.

The input signal was low pass filtered with an 8 kHz cutoff frequency to remove undesirable

oscillation on the ACF, which could lead to errors.
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Figure 5.17: Time­autocorrelation dominated by the BPF

In the presence of the wake generator, the signal autocorrelation is dominated by the rotor

disk frequency, as demonstrated in figure 5.17. Therefore, in this case, the ACF should be

applied to the stochastic fluctuations of the signal. The methodology is the following:

• With the PLA, the signal is divided in rotor revolutions and the mean PLA velocity is

computed.

• The mean PLA velocity is subtracted from the instantaneous velocity obtaining the

stochastic fluctuations for each revolution, as depicted in Fig. 5.18.

• The integral time scale is then computed by the ACF of the signal of each revolution.

• Themean integral time scale is computed and then the integral length scale is retrieved

applying Taylor’s Frozen rotor hypothesis (equation 2.1.3).

-

=

Mean PLA velocityInstantaneous velocity

Stochastic fluctuating velocity

Figure 5.18: Decomposition of stochastic fluctuations

Roach’s approach [30] is based on the assumption of truly isotropic turbulence, and his

methodology consists in performing aFourier transformation and compute the integral length

68



scales directly from the Power Spectral Density function (PSD) (see equation 2.1.3).

Figure 5.19: Averaging of the asymptotic spectra at E(f)|f→0

The spectral energy E(f) is extrapolated to zero frequency (figure 5.19), which is the aver­

aged spectra up to when the energy reaches its asymptotic value. Roach also developed a

correlation for estimating the Integral Length Scales downstream of Turbulence grid [30]:

Λx

d
= I

(x
d

)1/2
(5.6)

where I = 0.2, d is the diameter of the bar and x is the downstream distance from the turbu­

lence grid. According to the employed turbulence grid, the predicted integral length scales

resulted to be Λx = 6.93mm.

Figure 5.20a shows the integral length scales over a pitchwise traverse conducted atmidspan

and at nominal conditions, with the turbulence grid. It is clear that the two methods return

very different results. While the spectra method give results close to the mesh size of the

turbulence grid the ACF gave results close to the bar diameter. Such a big difference between

the two method was alreday reporded by Biondi [23], who performed his experiments in the

same facility under the same conditions.

The ILS without the turbulence grid are reported in figure 5.20b. As expected, the ILS are

lower, as well as the difference between the two methods. Table 5.5 summarize the pitch­

averaged values of ILS relative to the different cases.

Michalek et al [32] who previously conducted investigations in the S­1/C facility, computed

the Integral length scales by using the ACF for a flow at Reout,is = 120000. With the same

turbulence grid he found a ILS of 12mm, whereas without grid the ILS resulted to be 4mm,

which are in fare agreement with the present results from the spectra method. On the other

hand, the results show a considerable difference with the ones computed by Biondi [23].
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(a) (b)

(c) (d)

Figure 5.20: Length Scales: (a) ILS with TG, (b) ILS without TG, (c) ILS with TG&WG, (d) Dissipation Length
Scales for the three cases

In Figure 5.20c the ILS for the case with both turbulence generators are show. The same

trend between the two methods can be observed. Besides that, it is possible to notice that

these values are smaller when compared with the case with only the turbulence grid.

Figure 5.20d despites the Kolmogorov scales for the three cases. The values for with and

without the turbulence grid are in good agreement with the ones proposed by the spectra
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method. On the other hand, with the wake generator the difference between the integral

length scales from the spectra method and the Kolmogorov scales is very small. This could

be related to the proximity of the wire to the wake generator.

Table 5.5: ILS at midspan of the central blade

Method
Λx[ mm]

With TG Without TG With TG\WG
ACF 2.1 1.2 0.1

Energy spectra 12.2 3.9 4.4

Biondi[23]: ACF 3.2 0.7 ­
Biondi[23]: Energy Spectra 20.1 2.4 ­

Michalek [32] 12 4 ­

(a) (b)

Figure 5.21: Integral Length Scales for boundary layer at midspan: (a) ILS for the first phase of the campaign,
(b) ILS for the second phase of the campaign

Figure 5.21a shows the ILS computed over a boundary layer traverse. It is worth noting that

the methodology based on energy spectra is similar to the boundary layer profile, whereas

those calculated using the ACF have approximately constant values through the span. In

order to visualize the inlet boundary layer the 2Dmapping of the integral length scales com­

puted with the spectra method is show in figure 5.22.
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(a) (b)

Figure 5.22: Integral Length Scales 2Dmapping computed with the spectra method: (a) ILS contour for the
first phase of the campaign, (b) ILS contour for the second phase of the campaign

5.4 Power Spectral Density Analysis

In order to obtain additional information on the flow field, the Power Spectral Density (PSD)

of the velocity fluctuations are evaluated. Spectral analyses are used to provide informa­

tion about how the energy of the signal is distributed with respect to the frequency. The

calculation of the spectra is mostly based on the Fourier Transform that produces values of

discrete frequencies within sub­records of the signal [5]. In other words, taking the Fourier

Transform of a correlation function leads to frequency­domain representation in terms of

the spectral density function. For turbulent signals, the PSD represents the turbulent spec­

tra addressed by the energy cascade. The signal is digitally reconstructed through a sampling

frequency, that defines the maximum number of frequencies with which the signal may be

represented in the Fourier domain. According toNyquist’s theorem [61], for a periodic signal

with frequency fp, the sampling frequency must be at least twice that frequency, fs = 2fp.

Figure 5.23 shows the Power Spectral Density of the velocity signal acquired at midspan with

the turbulence grid. The spectra features the presence of several distinctive peaks, the main

ones, depicted in detail, corresponds to 5.5 kHz, 7 kHz, 8 kHz, 10 kHz, 20 kHz and 30 kHz.

Moreover, the −5/3 slope characteristic of the inertial sub­range is visible in a small region

within 2 kHz and 4 kHz. Figure 5.24 depicts the spectra for the closest and furthest points

to the turbulence grid throughout the pitchwise traverse. As expected, the furthest point

features a slightly weaker PSD, relative to the turbulence decay induced by the turbulence

grid.

In order to have a first idea of the origin of the aforementioned peaks, the PSD of the velocity
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in the boundary layer is presented in figure 5.25 It can be noticed how the turbulence in­

creased inside the boundary layer, which is in agreement with the evidences in figure 5.15a.

Moreover, it is clear how turbulence first increases with distance from the wall and then de­

creases once outside the boundary layer.

Figure 5.23: Power Spectral Density of the velocity signal at midspan under nominal flow conditions for the
first phase of the campaign

Figure 5.24: Power Spectral Density relative to closest and furthest points to the turbulence generator for the
first phase of the campaign

If the peaks are examined in detail, it appears that the the 5.5 kHz peak increases by going

close to the endwall and the remaining peaks exhibit the opposite trend. The 10 kHz could

be related to the turbulence grid vortex shedding. If a Strouhal number (St = fL/U) of

St = 0.21, characteristic of the vortex shedding frequency, the diameter of the turbulence

grid bars and the inlet mean flow velocity are considered, a frequency of 10.8 kHz is ob­
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tained. Nonetheless, as will be demonstrated later, the 10 kHz peak persists in the absence

of turbulence grid.

1% Span 10% Span 30% Span 50% Span

Figure 5.25: Power Spectral Density of the Velocity in the Boundary Layer for the first phase of the campaign

Figure 5.26 depicts the PSD at midspan with and without grid, in order to highlight the in­

fluence of the turbulence grid. As expected, the spectra drops in absence of the turbulence

grid and a set of low frequency peak is visible. The aforementioned peaks were also reported

by Biondi [23] who related them to the large­eddies structures coming from the compressor

and the components in facility’s central region. It can be also noticed the persistence of the

5.5 kHz, 7 kHz, 8 kHz, 10 kHz, 20 kHz and 30 kHz peaks even without the TG. Moreover,

studies at downstream of the cascade demonstrate that the 10 kHz peak and its harmonics

are also present, bringing to the conclusion that they might be related to the rig.

Figure 5.27: Power Spectral Density obtained from different instrumentation.
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Figure 5.26: Comparison of Power Spectral Density between with and without turbulence generator

Figure 5.27 shows a comparison of PSD atmidspan performedwith a Fast Response Pressure

Probe (FRPP) and the Hot­Wire probe used in the previous campaign (HW1) by Biondi [23]

and the one used in the present campaign (HW2). None of the other probes exhibit the

presence of the 5.5 kHz, 7 kHz, 8 kHz peaks, therefore it may be related to the probe itself,

probably due to either the vibration of the wire or the natural frequency of the prongs.

As alreadymentioned the wire of the probe was replaced between the two phases of the cam­

paign, what can explain the absence of the 5.5 kHz, 7 kHz, 8 kHz peaks in figure 5.28. In

this phase the sampling frequency was increased to 1.2MHz and the Low­Pass Filter of the

CTA system may be observed where beyond the cut­off frequency set as 30 kHz only noise is

distinguishable. A new peak at 5.28 kHz appears and it can be related to the bar tip harmonic

of the wake generator.

Figure 5.29 depicts a comparison of the PSD for both cases with and without the wake gener­

ator. As can be notice the peaks at 10 kHz and 20 kHz still remain althoughmuchmore lower.

Moreover, the three slopes relative to the turbulence cascade processes are clearly visible.

• f−1 slope: represents the energy containing the exponential decay of the vortices, where

the energy content start to decrease [62].

• f−5/3 slope: is the turbulent kinetic energy transport rate in the inertial subrange,

where an universal equilibrium between the production and dissipation rates exists.

• f−3 slope. This region characteristic of two­dimensional turbulence and it is relative

to the enstrophy cascade [63].

Figure 5.30 shows the closest and furthest points at measured at midspan. Since the wake
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Figure 5.28: Power Spectral Density of the velocity signal at midspan under nominal flow conditions for the
second phase of the campaign

generator was placed in a parallel plane to the measurement plane where the hot­wire was

placed, no big differences can be seen between the two points. The PSD of the velocity in

the boundary layer is presented in figure 5.31. The values are approximately constant until

it arrives very close to the wall when achieves a maximum. Therefore, the results are in good

agreement with the ones depicted on figure 5.15b.

Figure 5.30: Power Spectral Density relative to closest and furthest points to the turbulence generator for the
second phase of the campaign
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Figure 5.29: Comparison of Power Spectral Density between first and second phase of the campaign

1% Span 10% Span 30% Span 50% Span

Figure 5.31: Power Spectral Density of the Velocity in the Boundary Layer for the Second phase of the campaign
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Chapter 6

Conclusions

The project deals with the application of Constant Temperature Hot­Wire Anemometry op­

erated in low Reynolds and highMach number conditions in a linear cascade, representative

of a low pressure turbine operation. The investigations were conducted in S­1/C high­speed,

low­density test rig, located at the von Karman Institute for Fluid Dynamics. The ultimate

goal of the project is to provide solid engine representative boundary conditions, such as

turbulence intensity and integral length scales, for the development and validation of high­

fidelity numerical models.

Hot­Wire Anemometry is is the most frequent technique in experimental fluid dynamics for

measuring velocity fluctuations (i.e. turbulence), thanks to the small dimensions of the sens­

ing wire that guarantee high frequency response and high spatial resolution. However, crit­

ical aspects need to be taken into account when HWA is applied to high­speed transonic

flows. As the operating principle is based on the heat transfer from the heated wire to the

flow, the hot­wire is sensitive to velocity, but also to temperature and density , adding an in­

creased degree of complexity to the measurements. Simple voltage­velocity calibration laws

can be obtained in isothermal and incompressible flows, but more elaborate methods are

required in all other cases. Several attempts have been made with the goal of developing a

methodology for calibration of the instrumentation, but without success unless unrealistic

assumptions are made.

A non­dimensional calibrationmethodology for high­subsonic hot­wire measurements, pre­

viously developed in VKI by Cukurel et al. [21] and subsequently employed by Boufidi [46]

andBiondi [23], was employed in the present study. Cukurel’s approach is based on a dimen­

sionless reformulation of the hot­wire output voltage functional relationship . This method

consists in expressing the heat transfer law in dimensionless parameters and using correla­

tions to eliminate the compressibility effect. Using a widely­validated correlation, proposed

by Dewey [39], the Mach dependency is eliminated. Since Dewey’s correlation is validated

only beyondM>0.3, an extension to thismethodology has been added, by employing the cor­

relation of Klopfer [44] in order to cover also the low Mach number region. Applying both

correlations a singleNucorr −Re curve is obtained, resulting in aNu = f(Re) relationship .

The non­dimensional calibration was employed in previous investigations conducted at VKI

by Boufidi [5], who validate Cukurel’s methodology for velocity measurements in slip­flow

conditions less severes than the ones in the present study. Biondi[23], who perform previous

measurements with the same flow conditions of the present study, validate the data reduc­
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tion methodology, for time­average measurements. However, the methodology for time­

resolved measurements, initially proposed by Cukurel [21] and subsequently modified by

Boufidi [5], failed in the prediction on the turbulence intensity. It appears that an instability

on the compressibility correlations occurs throughout the iterative cycle when estimating the

Mach number fluctuations. This seems to be triggered by a strong variation of the Knudsen

number when the density level is really low (Kn > 0.09).

The methodology for time­average measurements proposed by Boufidi [5] was employed

in the present case. The inlet endwall boundary layer was characterized in terms of mean

velocity, integral parameters and wall units.

For the time­resolved measurements three methodologies were compared in the first case of

the campaign:

• TA reduction: it is the data reduction procedure for Time­Averaged quantities but

taking the time­series of the Nusselt number instead of the mean value.

• TR reduction:it is the data reduction procedure for Time­Resolved measurements

proposed by Boufidi[5].

• Sensitivities: it is the data reduction procedure using the sensitivities equations 4.33

­4.35 .

The TA reduction show a good agreement in predict the mach flow number since its was

close to the one measure by the pressure measurements. On the other hand this method

underestimate the turbulence intensity predicted by Roach. The opposite seems to happen

with the TR reduction. Although the turbulence intensity is close to the one predicted by

Roach, the mach number is in fair disagreement whit the 5HPP measurements. Therefore

this two methodologies were set aside and a the third method was employed. Using equa­

tions 4.33 ­4.35 the sensitivities can be calculated and the turbulence can retrieved with good

agreement with Roach’s prediction, while themach number was obtain directly from the cal­

ibration curve. The third method was chosen to perform the time­series measurements for

the first and second phase of the cascade.

In the second phase of the campaign a wake generator was mounted in plane01 parallel to

plane02 were the measurements with the hot­wire were preform. In these case the total un­

steadiness can be considered as the contribution of both periodic and stochastic fluctuations.

Since only the the stochastic fluctuations are related to turbulence, a PLA (Phase Locked Av­

eraging) was applied to the data to remove periodic components. Once the periodic fluc­

tuations are subtract from the raw data the sensitivities method can be used to predict the

turbulence intensity in the same way as mentioned above.

The hot­wire sensitivities to density, velocity and total temperature have been studied. For
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all the cases tested, it is clear that the sensitivity to density and total temperature is greater

than the one to velocity. Therefore, the assumption that these fluctuations are negligible

must be treated with caution for each application. Interesting evidences were found on the

sensitivities values to velocity, witch in the present case are negative since a increase in the

velocity decreases the heat transfer. By varying the temperature of the wire, very different

sensitivities can be achieved. This was already studied by Boufidi and can be the cause of the

difference between the sensitivities in the first and second phase of the campaign.

The turbulence intensity naturally achieved by the facility was found to be 0.8%, this value

is in agreement with previous investigations conducted in S­1/C by Michàlek et al [32]. In

the first phase of the campaign a turbulence intensity of 2.4% was found at midspan, which

according to Roach [30] should be 2.5%. In the second phase of the campaign the wake

generator increased the turbulence to 4%.There are no previous cases of studies that can be

used as a direct comparison between the turbulence obtained with the turbulence grid and

with the presence of the wake generator. But some authors like Wolff et al [58] and Ladwig

et al [59] who used an active turbulence generator, estimate that the increase in turbulence

should be in the order of 3 to 4% of the free­stream turbulence, which would be in agreement

with the values obtained.

The integral length scales were computed with the autocorrelation function and the spectra

method proposed by Roach. Both methods were in disagreement with Roach’s predictions

and also dissimilar values were found between the two approaches. Although the values

computed by the spectra method were in agreement with the values computed by Michàlek

et al [32], little confidence is given to this results and more studies should be performed.

Finally, the Power Spectra Density of the velocity fluctuations are evaluated in order to pro­

vide information about how the energy of the signal is distributed with respect to the fre­

quency.

6.1 Recommendations for future work

Based on the conclusions of the current investigation, the following proposals for future work

Hot­Wire Anemometry in high­speed and low­density can be made:

• More specific investigations should be conducted with the goal of testing the stability

of the data reduction technique for Time­Resolved measurements by improving the

non­dimensional approach proposed by Cukurel [21]. A single hot­wire does not allow

the decoupling of the velocity and the density fluctuations from the resultantmass­flux.

This, in a low­density flow, due to the high sensitivity of thewire to the density, can lead

to strong errors. Therefore, the use of at least a double hot­wire should be considered.

• In order to solve completely the sensitivities equations a triple hot­wire should be im­

plemented. This way the fluctuations to density and total temperature can be consid­
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ered and the flow can be thoroughly analyzed. Only this way we can assure the turbu­

lence levels. By using a triple hot­wire, since different wires need to be use, it may be

possible to understand why the sensitivity to velocity is negative and which parameters

influence this value.
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Appendix A

Comparison between the PLA at the rotor disk
frequency (RDF) and the PLA at the bar passing
frequency (BPF)

For the phase locked averaging the raw signal can be divided into a full revolution of the disk

considering all 96 bars (RDF) or in a revolution of one of the bars of the disk (BPF).

Figure A.1 shows the PLA for the bar passing frequency where only one bar is observed and

figure A.2 shows the PLA for the rotor disk frequency where 96 peaks are visible correspond­

ing to each one of the bars.

Figure A.1: PLA at the bar passing frequency
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Figure A.2: PLA at the rotor disk frequency
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Before subtracting the PLA from the raw signal, the PLA based on the BPF needs to be mul­

tiplied by the number of bars (96). Figure A.3 shows a comparison between both PLAs with

a maximum deviation of 1.51m/s.

In figure A.4 and A.5 is possible to see the raw signal and the computed PLA for the BPF

and RDF respectively. By subtracting the PLA from the raw signal it is possible to obtain

the random fluctuations. The results of the random fluctuations are show in figure A.6. The

difference between the two methods results in a error of ∼ 1%.

Figure A.3: Comparison between the PLA on the RDF and the PLA on the bar BPF

Figure A.4: Raw signal and PLA based on the BPF
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Figure A.5: Raw signal and PLA based on the RDF

BPF
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Figure A.6: Comparison between the velocity fluctuations based on the BPF and RDF
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Appendix B

Analytical study of the sensitivities

Taking into account the hot­wire characteristics in the first phase of the campaign and the

non­dimensional calibration implemented it was possible to make a study of the hot­wire

sensitivities for other Mach and Reynolds numbers. Therefore, it is possible to have an idea

of the sensitivities for other flow conditions. Figures B.1, B.2 and B.3 show the hot­wire

sensitivities to velocity, density and total temperature respectively.

Figure B.1: Sensitivity to velocity for different Mach and Reynolds numbers

Figure B.2: Sensitivity to density for different Mach and Reynolds numbers
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Figure B.3: Sensitivity to total temperature for different Mach and Reynolds numbers
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