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Resumo

O presente estudo numérico investiga as diferenças entre a injeção de um único jato de
azoto em condições transcríticas e supercríticas gas-like recorrendo a ummétodo numérico
baseado nas equações de Navier-Stokes com aplicação das médias temporais de Reynolds.
Embora os propelentes sejam injetados em condições supercríticas nas câmaras de com-
bustão de motores foguete de propelente líquido, a mistura dos propelentes pode resultar
num comportamento transcrítico local, ou seja, a temperatura da mistura resultante pode
ser caracterizada por variações de temperatura que são localmente inferiores às condições
do ponto crítico. Assim, este estudo visa avaliar a adequação de modelos termodinâmicos e
abordagens numéricas geralmente aplicadas a jatos em condições supercríticas na previsão
do comportamento de jatos transcríticos.

Nummotor foguete de propelente líquido, uma combustão mais eficiente é obtida à custa do
combustível e/ou oxidante excederem os seus pontos críticos e entrarem no regime super-
crítico. Embora estas condições estejam associadas há algumas décadas ao complexo am-
biente das câmaras de combustão de motores foguetes, os fenómenos envolvidos ainda não
são totalmente compreendidos, da mesma forma que as ferramentas necessárias para simu-
lar tais condições não estão completamente desenvolvidas.

O sistema de equações de governo é composto pelas equações de conservação da massa,
quantidade de movimento e energia, às quais foram aplicadas as médias de Favre. Para lidar
com as condições incompressíveis, mas de massa volúmica variável, características daquelas
no interior da câmara de combustão, a técnica das médias temporais de Reynolds é substi-
tuída pelo método das médias de Favre. O sistema de equações é então fechado recorrendo
ao modelo de turbulência k − ε standard.

Realizar simulações numéricas envolvendo fluidos supercríticos não é uma tarefa direta, po-
dendo provar ser um desafio. Como a lei de fluido ideal não é mais válida para descrever o
comportamento do fluido devido ao comportamento não linear das propriedades termofísi-
cas nestas condições, considera-se um desvio da formulação de fluido ideal, utilizando a
Equação de Estado de fluido real de Peng-Robinson.

Por fim, os resultados obtidos numericamente são apresentados e validados comos dados ex-
perimentais. Enquanto uma maior aproximação aos dados experimentais é obtida tanto na
previsão do comportamento do jato quanto na magnitude dos resultados para as condições
supercríticas simuladas, é recuperada uma perceção sobre a transição entre comportamento
de jato transcrítico e supercrítico. Observa-se ainda que a capacidade de prever o comporta-
mento do jato transcrítico é preponderante nos resultados computacionais obtidos.

Palavras-chave

injeção em condições transcríticas, ponto crítico, motores foguete
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Abstract

The present numerical study investigates the differences between the injection of a single
nitrogen jet under transcritical and supercritical gas-like conditions resorting to a Reynolds-
averaged Navier-Stokes-based numerical method. Albeit the propellants are injected under
supercritical conditions into the combustion chambers of liquid rocket engines, the propel-
lants’mixture can result in local transcritical behavior, i.e., the resultingmixture temperature
can be characterized by temperature variations that are locally below its critical point con-
dition. Therefore, this study aims to evaluate the suitability of thermodynamic models and
numerical approaches generally applied to jets at supercritical conditions in the transcritical
jet behavior prediction.

In a liquid rocket engine (LRE), higher combustion efficiency is obtained at the expense of
both the fuel and/or the oxidizer exceeding their critical point and entering the supercriti-
cal regime. Even though these conditions have been associated for some decades with the
complex environment of rocket combustion chambers, the involved phenomena are still not
fully understood as well as the necessary tools to simulate such conditions are not completely
developed.

The system of governing equations is composed of the Favre-averaged conservation equa-
tions of mass, momentum, and energy. To deal with the incompressible but variable den-
sity conditions, characteristic of those inside the combustion chamber, the Reynolds time-
averaging technique is replaced by the Favre averaging method. The system of equations is
then closed resorting to the standard k − ε turbulence model.

Performing numerical computations involving supercritical fluids is not a straightforward
task and can prove to be challenging. As the ideal gas law is no longer valid to describe
fluid behavior due to the highly nonlinear behavior of the thermophysical properties at these
conditions, ideal gas departure is considered, using the real gas Peng-Robinson Equation of
State.

Ultimately, the numerically obtained results are presented and validated against the exper-
imental data. While a greater approximation to the experimental evidence is attained both
in predicting jet behavior and the magnitude of the results for the simulated supercritical
conditions, awareness is retrieved into the transition between transcritical and supercritical
jet behavior. In addition, it is observed that the ability to predict transcritical jet behavior is
preponderant in the obtained computational results.

Keywords

transcritical injection, critical point, liquid rocket engine
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Chapter 1

Introduction

The attractiveness of supercritical fluids has been demonstrated through numerous studies
and successful implementation in the most varied fields of work. However, this concept is
not relatively recent, nor was it humanly created.

A fluid is considered to be in a supercritical state when both its temperature and pressure
values are above the critical point conditions. The critical temperature, Tc, characterizes the
point beyond which a transition to the liquid phase is no longer possible, regardless of the
applied pressure. The critical pressure, pc, is then defined as the vapor pressure at the critical
temperature. Thus, the critical point marks the end of the coexistence line (vapor-pressure
curve), where both temperature and pressure reach their respective critical values [1].

A supercritical state is characterized by T > Tc and p > pc however, according to the posi-
tioning in relation to the critical point values for temperature and pressure, three additional
regimes can be described. A second regime, designated by subcritical regime, is character-
ized by temperature and pressure values below their respective critical point values. Regard-
ing the other two, each one can be defined by combining the value of one of the properties
(temperature and pressure) being above the corresponding critical point value and the other
below it. Thus, in the T > Tc and p < pc case study, we operate in the superheated regime;
whereas, for the T < Tc and p > pc conditions, we operate in the transcritical regime.

Several processes in Nature have been resorting to supercritical fluids for billions of years.
Either by processing minerals in aqueous solutions near or above the critical point of wa-
ter [2] or by the formation of supercritical water in underwater volcanoes as a consequence
of elevated water pressure and volcanic eruption temperature [3]. The primarily CO2 com-
prisedVenus atmosphere is another example, as it can be considered to be in the supercritical
regime due to its temperature and pressure values [4,5].

The existence of supercritical fluids was first noted by Baron Charles Cagniard de la Tour
around 1822. Since then, the number of applications using these fluids has increased where
examples of applications ranging from their use in supercritical drying in the production of
aerogels due to their convenient properties in the removal and cleaning of surfaces to their
use in the energy domain where, e.g., supercritical water is used in power-plant steam gen-
erators [6].

Several applications present some benefits as they can require less energy consumption in

1
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various industrial processes while compared to the conventional ones, have a lower environ-
mental impact, there is the possibility of adjusting their thermophysical properties by just
changing the operating temperature and/or pressure, or lead to improvements in terms of
process efficiency [7,8].

Noticeable developments have also been accomplished in the propulsion field, with the in-
troduction of higher pressure systems in the development of liquid rocket engines (LREs),
gas turbines, and diesel engines [9–11]. The operation at higher chamber pressures in LREs
allows obtaining higher specific impulse values, whereas in gas turbines and diesel engines
an increase in power output and efficiency is registered [12]. In this work, the focus will be
on the first type of engine.

Rocket engine technology has been developing for decades, either through its application in
space programs or through the creation of ballistic missiles. The use of these engines is very
appealing since they take along both their fuel and oxidizer, making them independent of
the involving atmosphere for its combustion, in contrast with jet engines that need oxygen
from the surrounding atmosphere for their functioning [11]. Therefore, rocket engines can
operate in the vacuum of space leading them to be one of the most used propulsion systems
for that kind of mission.

The working principle of rocket engines, explained by Newton’s third law, is based on the
creation of reaction forces that thrust the vehicle as a consequence of the mass that is ac-
celerated and expelled. These reaction forces are then created as a result of the chemical
reaction between the fuel and oxidizer, injected into the combustion chamber, where com-
bustion takes place in a relatively small volume. Consequently, a thermal expansion occurs,
creating high-pressure and high-temperature combustion products that are then accelerated
and expelled through a nozzle.

The thrust F produced by this type of engine can be expressed as the sum of two contribu-
tions, where the first is named impulse or momentum thrust while the second is pressure
thrust. In equation (1.1), ṁ represents the total mass flow rate of the combustion products
and p∞ the (undisturbed) atmospheric pressure. Additionally, ue, Ae, and pe represent the
exhaust gases velocity, the cross-section area, and the pressure at the nozzle exit, respec-
tively [13].

F = ṁue +Ae (pe − p∞) (1.1)

Regarding the specific impulse, Isp, it is the total impulse per unit weight of propellant and
represents an important figure of merit of the performance of a rocket propulsion system.
This parameter portraits howmuch thrust canbe extracted fromaunit ofweight of propellant
and, for that reason, high values of specific impulse are desirable.

Assuming that the expansion through the nozzle is isentropic, the nozzle exit pressure is

2
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equal to the ambient pressure, and the velocity inside the combustion chamber is negligible,
we have

Isp =
F

g0ṁ
=

1

g0

{
2γ

γ − 1
RTcc

[
1−

(
pe
pcc

) γ−1
γ

]}1/2

(1.2)

where Tcc and pcc are the temperature and pressure in the chamber, and R is the specific gas
constant.

From the analysis of equation (1.2), it can be noted that the combustion temperature Tcc

should be high. The combustion temperature is mainly controlled by the chemistry of the
fuel and oxidizer, where the propellants will burn at a specific temperature called adiabatic
flame temperature, whose value is determined by the heat of reaction. The propellants choice
is important since the more highly reacting they are, the higher the Tcc is.

In rocket engines, the choice of propellants to be used is often the same or, by changing them,
the handicaps to face are the same. In the LRE field, a typical fuel–oxidizer combination con-
sists of the coaxial injection of hydrogen and oxygen or methane, or hydrazine. As such, not
being able to change much more parameters, the choice to obtain higher values of Isp lies in
Tcc and pcc. Therefore, by changing these parameters, higher efficiency of the chemical reac-
tion is obtained, thus reducing themass of propellants necessary to achieve a given objective,
consequently increasing the available mass for payload.

These results led to the general trend observed in the propulsion area of the adoption of
increasingly higher combustion chamber pressures. However, as a consequence of operat-
ing at elevated pressures, conditions exist in which the injected fluid(s) might be subject to
ambient pressures that exceed the critical pressure(s) of the propellants. Some examples
of LREs that operate at chamber pressures above the critical conditions are the RS-25, the
LE-7A, and the Merlin 1D engines (used in the Falcon 1, Falcon 9, and Falcon Heavy launch
vehicles) [14–16].

The research in the flow behavior field and injection phenomena under these conditions is
essential to deepening knowledge on the processes that occur in a LRE combustion chamber.
While some phenomena are not fully understood, understanding the complex environment
of rocket combustion chambers gives the designer more reliable and time/cost-saving tools
to project a higher-performance rocket engine.

In the present numerical study, following the experimental work of Oschwald et al. [17], ni-
trogen N2 surrogates the LO2 −H2 combination, typical of LREs. Its relative handling easi-
ness, increased safety it provides when compared with the use of O2 (pc,O2

/pc,N2 ≈ 1.48), and
similar characteristics to those of the LO2 −H2 mixture, allow N2 to be a reference as work-
ing fluid in the study of the behavior of supercritical fluids, without considering chemical
equilibrium or even the effects of combustion [10].
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However, experimental campaigns resorting to supercritical fluids face several challenges,
e.g., the associated costs, the complexity of the processes under these conditions, and the
reliable measurement techniques. Alternatively, when validated for specific conditions, the
Computational Fluid Dynamics (CFD) tools can provide valuable information about the phe-
nomena involved without facing these sometimes insurmountable challenges. In this way,
the use of an accurate numerical solver based on proven mathematical and physical models,
aiming at characterizing the flow behavior and injection phenomena inside the combustion
chamber of LREs, can be seen as an equally powerful means of generating knowledge.

1.1 Objectives

This work investigates the differences between the injection of a single nitrogen jet under
transcritical and supercritical gas-like conditions into a combustion chamber filled with su-
percritical nitrogen. For that purpose, it resorts to aReynolds-averagedNavier-Stokes (RANS)-
based numerical method. A mathematical model based on an incompressible but variable
density approach, capable of dealing with the sharp temperature and density gradients and
the nonlinear behavior of the thermodynamic properties characteristic of the flows inside
the combustion chambers of LREs, is proposed. Hence, through the employment of a RANS
approach, we aim to evaluate the performance of thermodynamic models and numerical ap-
proaches in supercritical injection cases and evaluate their suitability in the prediction of
transcritical jet behavior.

Themotivation for carrying out this work lies within the scope of other studies also developed
in the Aeronautics and Astronautics Research Center (AEROG), e.g., the validation of the
use of a variable density but incompressible approach in the study of cryogenic nitrogen jets
under supercritical conditions [18]; the study andmodeling of nitrogen jets under trans- and
supercritical conditions, where it is found that the methods employed for the calculation of
the transport properties have a reduced effect on the obtained numerical results as opposed
to turbulence that appears to have a crucial role in jet behavior [19]; the evaluation of the
performance of several turbulence models in supercritical nitrogen mixing layers, where no
direct correlation is found between the complexity of a turbulence model and the accuracy of
the numerically obtained results [20]; the evaluation of jet topology for different injectors’
conditions, where the results demonstrate the influence of a ’thermal breakup mechanism’
concept suggested in the literature [21]. In this way, the present work intends to extend the
analyzes previously performed to the transcritical regime.

1.2 Challenges

Performing numerical computations involving supercritical fluids is not a straightforward
task. The operation near or under supercritical conditions creates several challenges, which
may require the use of more complex mathematical and physical models or the adoption of
certain approximations.
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Near the critical point conditions, we are in the presence of thermodynamic singularities.
While themass diffusivity, surface tension, and latent heat are zero, the isentropic compress-
ibility, isobaric specific heat, and thermal conductivity tend to infinity, thus portraying the
singular behavior of thermodynamic properties in the vicinity of the critical point. How-
ever, this nonlinear behavior of the thermophysical properties, particularly in the Widom
line vicinity, makes their accurate modeling a challenging task in the description of super-
critical fluid behavior. In the transport properties definition, it may even be necessary to
introduce additional models to surpass this nonlinear behavior.

In addition, the ideal gas law is no longer adequate to describe fluid behavior, near and be-
yond the critical point, since diffusion coefficients become functions of pressure besides tem-
perature. Hence, this departure from ideal gas behavior must be considered. Furthermore,
while operating under supercritical conditions, the flow reveals a quantitative similarity to
gas jet-like behavior. Therefore, the flow can be successfully described with an approach
developed for incompressible but variable density flows.

The prediction of the behavior of supercritical fluids is thus subject to challenges such as
these requiring the creation and development of models that allow capturing as closely as
possible these strong variations resulting from operating near and beyond the critical point.

1.3 Overview

The present work is organized into seven distinct chapters. The current chapter, Chapter 1,
presents a contextualization of the supercritical fluids field and the motivation, objectives,
and challenges of this work. Chapter 2 introduces important considerations and fundamen-
tal concepts concerning the supercritical regime and presents a literature review of relevant
experimental and numerical studies regarding supercritical fluid behavior. Chapter 3 aims
to describe themathematical and physicalmodels employed in this work. Chapter 4 presents
the numerical algorithm used to apply the equations from the previous models to a discrete
domain, aiming to maintain minimal associated error. Moving on to Chapter 5, this chap-
ter focuses on presenting the experimental test matrix of the experimental study of reference
alongside the corresponding computational domain and associated initial and boundary con-
ditions. In Chapter 6, the numerically obtained results are presented and compared against
the experimental data. Finally, Chapter 7 presents the most pertinent conclusions of this
work and introduces future work suggestions.
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Chapter 2

State of the Art

This chapter presents some fundamental concepts and definitions towards a better under-
standing of the supercritical regime and its effects on fluid behavior. Then, some of the con-
siderations elaborated in the literature are presented along with a study review that has been
carried out both in the experimental and computational domains.

2.1 Considerations on the supercritical regime

With the increase in pressure and temperature in combustion chambers of LREs, while en-
hancing injection and combustion efficiencies, both the fuels and oxidizers can exceed their
critical point conditions. When that is the case, we have entered the domain of supercritical
fluid flows.

A fluid is considered to be in a supercritical state when both its pressure and temperature
values are above the critical point conditions. In the case of a pure substance, the critical
pressure, pc, and temperature, Tc, act as identifiers of the fluid [6]. The ideal gas Equation of
State (EoS) is no longer appropriate to describe the fluid behavior considering that diffusion
coefficients become functions of pressure besides temperature [22]. In addition, dense fluid
corrections are necessary in the form of departure functions to the thermodynamic variables.

Near the critical point conditions, thermophysical properties present a distinct behavior as
while the mass diffusivity, surface tension, and latent heat are zero, the isentropic compress-
ibility, isobaric specific heat, and thermal conductivity tend to infinity. In addition, a phe-
nomenon named critical divergence takes place as the isobaric specific heat tends to infinity
and thermal diffusivity to zero [23]. Considering this distinct behavior at the critical point,
we can therefore say we are in the presence of thermodynamic singularities.

However, a noticeable characteristic of a supercritical state is that the discontinuity between
the liquid and gas phases noted at subcritical conditions is no longer present due to the dis-
appearance of the surface tension at and beyond the critical point. As a result, there is only
a single-phase behavior under supercritical conditions, where the single term ”fluid” is used
instead [24,25]. Oschwald et al. [10] reported similar phenomena as they performed surface
tension measurements for oxygen from subcritical temperatures, with higher values, up to
the critical temperature, for which it completely vanishes.

Besides the isobaric specific heat, cp, as will be further discussed in this section, the dynamic
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viscosity, µ, and the thermal conductivity, λ, are also greatly affected near and at supercritical
conditions. Both present a strong nonlinear behavior in the supercritical regime, as depicted
in Figures 2.1 and 2.2, with the values available from the National Institute of Standards and
Technology (NIST) database [26]. In these Figures, it is possible to ascertain the evolution
of dynamic viscosity and thermal conductivity for several pressure levels, respectively. In
this way, the definition of the evolution of each of these properties becomes a very important
assignment. As a result, Section 3.7 addresses this assignment.
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Figure 2.1: Plots of dynamic viscosity for nitrogen for pressures from 1 MPa to 10 MPa, dashed lines represent
liquid-vapor discontinuity (data from the NIST database) [26].
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Figure 2.2: Plots of thermal conductivity for nitrogen for pressures from 1 MPa to 10 MPa, dashed lines
represent liquid-vapor discontinuity (data from the NIST database) [26].
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A supercritical state is characterized byT > Tc and p > pc however, according to the position-
ing in relation to the critical point values for temperature and pressure, three other regimes
can be defined. Figure 2.3 shows a representation of the definition of the various regimes.

T

p

Tc

pc

subcritical
conditions

superheated
regime

supercritical
fluid

transcritical
regime

Figure 2.3: Regime definition.

A subcritical fluid is characterized by temperature and pressure values below their respective
critical point values. In the same region, it is possible to present the classic phase diagram
where the gaseous, liquid, and solid phases are represented along with the corresponding
coexistence lines [1].

Concerning the other regimes, each one can be characterized by the value of one of the prop-
erties (temperature and pressure) being above the corresponding value of the critical point
and the other below it. In the case of the superheated regime, the temperature is above the
critical point value and pressure below it, and in a transcritical regime case, the temperature
is below the critical point value and pressure above it. In the referred transcritical regime,
until the temperature exceeds the critical point value, it is considered to be in the presence
of a compressed liquid.

Even taking into account that nitrogen is not employed as a propellant in liquid rocket propul-
sion, its relative handling easiness and the increased safety it provides when compared, e.g.,
with the use of oxygen (for reference, pc,O2

= 5.04 MPa and Tc,O2
= 154.6 K), make it a

working fluid of great reference in the study of the behavior of supercritical fluids, without
considering chemical equilibrium or even the effects of combustion. Additionally, for the
same conditions, the fact that nitrogen has characteristics similar to those of the oxygen-
hydrogenmixture, commonly used in liquid rocket propulsion, further strengthens its use in
this area of study [10,27].
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Whenworkingwith supercritical fluids and discussing the regime characterization, the phase
diagram can present an interesting point of view. Figure 2.4 depicts a phase diagram.

T

p

Tc

pc

pseudo-boiling or
Widom line

liquid-like

gas-like

Figure 2.4: Phase diagram and pseudo-boiling or Widom line.

Since nitrogen is the working fluid at study, Table 2.1 presents its critical properties. These
properties can be used to locate its critical point in a phase diagram, like the one depicted in
Figure 2.4.

Table 2.1: Critical properties of nitrogen (data from the NIST database) [26].

Property Value

Tc [K] 126.192

pc [MPa] 3.3958

ρc [kg ·m−3] 313.300

In order to try to reach an agreement and resolve someof the contradictions, Banuti et al. [28]
performed molecular dynamics to argon. In this work, the authors divide transitions at the
supercritical fluid state into two major concepts: a thermodynamic one, having a macro-
scopic nature, and a dynamic one, occurring in themicroscopic domain. The thermodynamic
transition is associated with the crossover across theWidom line, this being the continuation
of the coexistence line (vapor-pressure curve), present at subcritical conditions, into the su-
percritical regime. As it resembles the subcritical boiling phenomenon, it is also named the
pseudo-boiling line. In contrast to the thermodynamic case, the dynamic transition [29–31]
does not lead to a sudden change of thermodynamic fluid properties.

The pseudo-boiling or Widom line separates a supercritical liquid-like state from one su-
percritical gas-like state, where the transition phenomenon is named ”pseudo-boiling” [10].
Associate to this transition, the disappearance of latent heat makes mass diffusion the gov-
erning parameter rather than vaporization, while the absence of surface tension leads the
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diffusion process to dominate the jet atomization.

Banuti [32], introduces pseudo-boiling, describing that at supercritical conditions, the en-
ergy supplied to the fluid is used to both overcome molecular attraction and to raise its tem-
perature. In addition, the author termed both contributions as structural and thermal, re-
spectively. Therefore, this process differs from what occurs in the subcritical case since, in
that case, the temperature remains constant, and all the supplied energy is used to overcome
molecular attraction. The differentiation between structural and thermal contributions will
therefore influence the jet evolution, as a result of crossing the Widom line and the respec-
tive pseudo-boiling temperature. For that reason, the critical temperature is no longer the
transition criterion being then replaced by the pseudo-boiling temperature.

The cp-Widom line is a line that contains the points at a pressure above the critical pressure
and at a temperature T > Tc that corresponds to the maximum value of the isobaric specific
heat at this particular pressure (pseudo-boiling points).

Nevertheless, while studying the behavior of the propellant mixture inside the combustion
chamber of a LRE operating with a bi-propellant mixture, e.g., oxygen-hydrogen, the pres-
sure and temperature ranges of nitrogen must be established as representative of the phe-
nomena that now take place in the chamber.

In case the oxygen and hydrogen injection into the combustion chamber occurs separately
and, at supercritical conditions, the behavior of the resulting mixture will undergo several
changes [33, 34]. This behavior can be characterized by temperature variations that are lo-
cally lower than the critical mixing temperature, thus positioning the mixture in the trans-
critical regime. Subsequently, the conditions in the chamberwould lead to amixing tempera-
ture increase, eventually crossing the critical point, thus approaching supercritical liquid-like
conditions. In case of an even highermixing temperature increase, themixturewould further
be subjected to pseudo-boiling effects, and eventually cross theWidom line into supercritical
gas-like conditions [32].

This transition from liquid-like supercritical conditions to gas-like supercritical conditions
can be compared to a subcritical boiling, where the main distinction is that the isothermal
vaporization typical of subcritical fluids is replaced by a continuous non-equilibrium process
that occurs over a narrow temperature range [10], as shown in Figure 2.4. As a result, the
isobaric specific heat, cp, presents a maximum and tends to infinity when approaching the
critical point, as portrayed in Figure 2.5 for the nitrogen case.

Figure 2.5 depicts the evolution of density, ρ, and isobaric specific heat, cp, with temperature,
T , for nitrogen. In addition, pressure values from 4 to 6 MPa are represented using different
line styles. The experimental data plotted is available from the NIST database [26]. Consid-
ering the critical properties of nitrogen, Figure 2.5 shows that the supercritical regime has
indeed numerous states with noticeably different density and isobaric specific heat values.

11



Numerical study on nitrogen injection at trans- and supercritical conditions

While different isobaric plots converge to different density values for higher temperatures,
they relatively converge to a similar density value for lower temperatures, thus portraying a
liquid-like behavior.
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Figure 2.5: Plots of density and isobaric specific heat for nitrogen for pressures from 4 MPa to 6 MPa (data
from the NIST database) [26].

The local maxima of the isobaric specific heat or the inflection point of density can be used as
identifiers of the pseudo-boiling temperatures for different pressures, as shown in Figure 2.5.
For the nitrogen case, it can be seen that for pressure values closer to the critical value of 3.40
MPa, the local maxima of the isobaric specific heat become more noticeable in addition to
the value of (∂ρ/∂T )max.

Furthermore, in a quantitative investigation of the pseudo-boiling phenomenon carried by
Banuti [32,35], it is discovered that the isobaric specific heat distributions, besides suffering
a displacement to higher temperatures, also widen and flatten with the pressure increase.
Figure 2.5 depicts such behavior for the various pressures of 4, 5, and 6 MPa for the nitrogen
case. In addition, the author discovered that, at a reduced pressure of pr = 3, the local max-
ima of the isobaric specific heat have flattened, leading to the disappearance of the nonlinear
transitions. Therefore, the significance of the noticeable fluid property changes of pseudo-
boiling is thus limited to pressures pc < p < 3pc. Here, reduced pressure, pr, is defined as
the ratio of a given pressure p to the critical pressure, pr = p/pc. Figure 2.6 represents the
extended p − T diagram of the fluid, which compares the continuous but highly nonlinear
variation between a liquid-like and a gas-like supercritical state to a subcritical vaporization
process [36].
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Figure 2.6: Extended p− T diagram and supercritical injection characteristics (adapted from [36]).

Regarding the jet structure, supercritical fluids present distinct behaviors not observed at
subcritical conditions. Figure 2.7 presents results obtained by Chehroudi et al. [37], which
shows shadowgraphs of cryogenic liquid nitrogen jets injected into a gaseous nitrogen envi-
ronment at a fixed supercritical temperature of 300 K. The pressures in Figure 2.7 are pre-
sented as reduced pressures, pr, in relation to the critical pressure of nitrogen. From lower
right to upper left in Figure 2.7, we have: pr = 0.23 (a), 0.43 (b), 0.62 (c), 0.83 (d), 1.03 (e),
1.22 (f), 1.62 (g), 2.03 (h), 2.44 (i), 2.74 (j).
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Figure 2.7: Liquid nitrogen jet injected into a nitrogen environment at a fixed supercritical temperature of 300
K varying sub- to supercritical pressures [37].
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In frames (a) to (d), where the chamber pressure is subcritical, the jet presents a classical
liquid spray appearance with the presence of the classical jet disintegration process at sub-
critical conditions. In line with the classical liquid jet breakup regimes described by Reitz
and Bracco [38], surface instabilities grow downstream from the injector, where ligaments
and droplets are ejected from the jet (see Figure 2.8a). According to Oschwald et al. [10], this
behavior corresponds to the second wind-induced jet breakup mode described by Reitz and
Bracco [38], where the theory of Rayleigh [39] regarding jet disintegration is appropriate for
its description.

Figure 2.8 contains selected images from Figure 2.7 under additional magnification. The
purpose of these images is to represent three injection cases under sub-, near-, and super-
critical chamber pressures.

However, major structural and visual changes occur at pr = 1.03 (e), as the nitrogen jet enters
into a supercritical pressure and temperature environment, and noticeable changes in the in-
terface are visible. As the critical point is crossed, ligaments and droplets are no longer visi-
ble, instead and as described by Chehroudi et al. [12], thread- or finger-like entities emerge
from the jet but do not break up as before. Until this moment, the exact formation mecha-
nism of these entities is not well known [40]. These thread- or finger-like structures, rather
than breaking up in the classical mechanical theory view, dissolve at different distances from
the dense core. Such entities are portrayed at a reduced pressure of pr = 1.22 in Figure 2.8b.

Due to the density decrease, energy dissipation becomes dominant at this point. Schmitt et
al. [41] performed a LES study where it is found that the large density gradients between
the jet and the chamber environment affect the development of Kelvin-Helmholtz vortical
structures and consequently the breakup. By comparing two different cases affected by these
structures, the casewith a higher density jet and therefore the higher density gradient inhibits
the formation of Kelvin-Helmholtz vortical structures, thus delaying the breakup [40, 42].
This change in the mixing layer morphology is due to the combined effects of the surface
tension being zero as the critical pressure is exceeded and the disappearance of latent heat
as a result of the transition to supercritical pressures.

Ultimately, as the chamber pressure is further increased to a reduced value of pr = 2.74,
the length and thickness of the dense core decrease, and the jet start to have an appearance
similar to that of subcritical gaseous jets. This resemblance is illustrated in Figure 2.7 in
frames (g) to (j) and in Figure 2.8c. Regarding the droplets and ligaments production, these
no longer occur, as well, by consequence, any additional classical liquid atomization [37].
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(a) pr = 0.92 (b) pr = 1.22 (c) pr = 2.71

Figure 2.8: Magnified images of the jets in Figure 2.7 at their outer boundaries [37].

Ultimately, both the thermodynamic behavior and the breakupmechanisms preponderantly
affect the jet structure. As the liquid-like nitrogen is injected into the chamber, its tempera-
ture suffers an increase as it begins to mix with the warmer nitrogen gas environment. As a
consequence, the structure of the flow changes, and it can be divided into three characteristic
regions: potential core, transition, and self-similar or fully developed region. This division
is depicted in Figure 2.9.

Potential Core Transition Region Self Similar Region

Figure 2.9: Jet mixing flow field (adapted from [43]).

Branam and Mayer [43] define the length of the potential core of the jet as the distance at
which the centerline density remains relatively constant. This parameter has its importance,
as it is an indicator of breakup efficiency. In the same matter, Banuti [35] compiles and
compares four distinct equations in an attempt to predict this length, which is either based on
the ratio between the densities of the liquid- and gas-like fluids or either assumes a constant
value for any specific test geometry. After the potential core region, the jet is in a transitional
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state where the turbulent and diffusive mixing present great relevance. As instabilities start
to appear, dense pockets of liquid-like nitrogen are detached from the jet core and persist for
a considerable length downstream. As a result, a strong density decrease occurs as density
fluctuations suffer a notable increase [44, 45]. In this phenomenon, energy dissipation is
noteworthy. Lastly, in the self-similar or fully developed region, the absolute value of flow
variables can still change however their corresponding radial profiles are no longer varying
in the axial direction.

In the experimental field, the flow structure is noticeable when resorting to axial and radial
density distributions as well as to the jet spreading angle. These measurements, therefore,
reveal great interest not only in experimental studies but also in the numerical field since
they are used to validate the numerically obtained results.

In a study conducted by Banuti and Hannemann [36], the authors present substantial evi-
dence for the introduction of a thermal disintegration mechanism as complementary to the
classicalmechanical breakupof supercritical jet disintegration. This formulation of a thermal
disintegration mechanism is based on the pseudo-boiling theory and resolves certain exist-
ing discrepancies at the theoretical and computational domains, being unique for injection
at supercritical pressures.

The rationale for this work is related to the fact that some experiments in quasi-isobaric
supercritical injection raise discrepancies at the theoretical and the computational level. A
constant value for the potential core length, expected in line with the mechanical breakup
process, is not retrieved, instead, density is observed to decrease instantly as the jet enters
the chamber. This behavior cannot be fully explained by a merely mechanical view of super-
critical injection. However, the authors show that by introducing a thermal disintegration
mechanism, the existing dilemma could be surpassed. The results indicate that this thermal
disintegrationmechanismmay dominate classical mechanical breakup when heat transfer is
considered taking place in the injector region and when the fluid state is sufficiently close to
the pseudo-boiling point. In addition, the authors provide a procedure that allows capturing
the referred subsided cores.

Figure 2.10 portrays how the jet disintegration process occurs depending on whether the
injection takes place under sub- or supercritical conditions. Figure 2.10a, concerning sub-
critical injection, depicts how the instabilities in the shear layer form as waves with ever-
increasing amplitude until they detach from the jet, forming droplets and ligaments. A mass
stripping phenomenon is observed towards the jet centerline until the stream is no longer
connected. The processes responsible for the rate at which this phenomenon occurs are
atomization and vaporization. In contrast, in the supercritical injection case, the previous
structures are replaced by the turbulent mixing of the supercritical fluid with the surround-
ing environment, as shown in Figure 2.10b. Since diffusion and mixing are faster processes
than vaporization and in addition to the fact that surface tension inhibited breakup, super-
critical mixing is predicted to occur at a higher rate and to be more effective.
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(a) Subcritical classical breakup.

(b) Supercritical mixing-like disintegration.

Figure 2.10: Jet appearance in sub- and supercritical injections [36].

Banuti and Hannemann also present a method in which it is possible to assess the existence
of a constant density core through a thermodynamic analysis but only if the jet disintegration
mechanism resort to a thermal mechanism formulation.

In order for a fluid to reach the pseudo-boiling state at constant pressure, the specific en-
thalpy of the fluid initially at a given temperature Tinit needs to increase to reach Tpb by an
amount

∆hpb =

∫ Tpb

Tinit

cp(T ) dT (2.1)

where the subscript pb represents the pseudo-boiling condition. If the fluid absorbs less heat
than ∆hpb, the fluid will remain liquid-like. If not, if it has absorbed more heat, it becomes
gas-like.

The power required to transform continuously, e.g., a jet with a mass flow ṁ, is given by

∆Ḣpb = ṁ

∫ Tpb

Tinit

cp(T ) dT (2.2)

This equation describes the power necessary to gasify a liquid jet.

If the mass flow ṁ is known, equation (2.2) only depends on the integral of equation (2.1).
Figure 2.11 depicts its evaluation for the nitrogen case for injection at different states. In ad-
dition, the critical temperature of nitrogen is also represented in orange. In a fluid injection
context, it can then be considered that Tinit = Tinj .
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Figure 2.11: Required pseudo-vaporization enthalpy for the nitrogen case for injection at different states (data
from the NIST database) [26].

Figure 2.11 has several intriguing properties. The plots for the various pressures intersect
the ordinate zero line at the pseudo-boiling temperature, Tpb, of the corresponding pres-
sure. In addition, it shows that, for low supercritical pressure values, fluid behavior near the
pseudo-boiling temperature is considerably sensitive to temperature. In that case, a reduced
temperature variation has a noticeable influence on the enthalpy of the fluid and, as a result,
density. Additionally, no significant dependence of isobaric specific heat, i.e., the slope of
the plot, on temperature, can be seen for a pressure of 10 MPa, corresponding to a reduced
pressure of pr = 2.9. This fact strengthens the previously obtained results of Banuti [32,35],
which specify that pseudo-boiling effects are bounded superiorly at pr = 3.

Figure 2.11 also clearly demonstrates the previously stated by Banuti [32] that the critical
temperature is no longer the transitionmarker at supercritical pressures. As the steepest gra-
dient is always centered near the pseudo-boiling temperature and no distinct changes arise
at the critical temperature, Tpb is then the transition criterion. Lastly, another observation
is that, for a given subcritical injection temperature, the ∆hpb value increases for increasing
pressure values. Nevertheless, this is not obvious, as the local maxima of the isobaric spe-
cific heat are significantly reduced towards higher pressures (see Figure 2.5). However, such
is distinctly compensated by the increasing pseudo-boiling temperature to be reached with
increasing pressure.

In a case where injection occurs without significant pressure variation, the classical core
length characterizes the quickness of the propagation of the expanding shear layer towards
the centerline. Thus, as the potential core can be considered an enclosed region, this region is
not yet influenced by the mechanical interaction. In the mechanical formulation framework,
this mechanical interaction inevitably starts as the jet enters the chamber, and the interac-

18



Numerical study on nitrogen injection at trans- and supercritical conditions

tion occurs between the jet and the fluid in that environment. Thus, the potential core ends
where the mixing between the injected fluid and the warmer environment has reached the
centerline, thus triggering a rapid density drop. Therefore, density distributions that present
a noticeable decrease upon entering the chamber cannot be explained by this formulation.

With the introduction of a thermal disintegration mechanism, based on the pseudo-boiling
theory, this large drop in density can then be explained by the heat transfer to the super-
critical fluid, not by the fluid entrainment. A large density gradient can be expected near
the pseudo-boiling temperature. Therefore, pseudo-boiling reaching the centerline can then
cause this drop. Themain difference between themechanical breakup and the thermal disin-
tegration is that the latter may already occur in the injector, even before entering the cham-
ber.

Banuti and Hannemann [36] then introduced a parameter Λ that assesses the possibility of
thermal disintegration during the injection, defined as

Λ =
∆Ḣpb

Q̇
(2.3)

This parameter compares the energy per unit time required to reach pseudo-boiling, ∆Ḣpb,
to the supplied energy per unit time, Q̇.

If a higher energy amount than ∆hpb is provided, the density core is terminated since fluid
gasification is complete prior to the shear layers reaching the centerline, and a thermal breakup
mechanism prevails (Λ ≪ 1). If the supplied energy to the injected fluid is not enough, then
mechanical breakup dominates (Λ ≫ 1).

Unfortunately, there is no available data concerning heat transfer Q̇ however, the∆Ḣpb com-
parison for different conditions can convey important information. Since, in the thermal dis-
integration framework, the existence of a constant density core should be associated with a
high required thermal disintegration power Ḣpb, a potential core/subsided core case classi-
fication could then be performed.

The ideal gas EoS is not appropriate to describe fluid behavior in the supercritical regime and
thus must be replaced by more accurate formulations. As depicted in Figure 2.5, the strong
density gradients have a tremendous impact on density evolution where, e.g., for a pressure
level of p = 4MPa, a 1 K increase at the temperature of 129 K leads to an approximately 21%
reduction in density values.

Park [22] investigated liquid nitrogen jets at near-critical and supercritical pressures resort-
ing to theReynolds-averagedNavier-Stokes (RANS) andLarge Eddy Simulation (LES)meth-
ods, where two real gas EoS are implemented to consider this departure from ideal gas be-
havior to real gas behavior. The results using the ideal EoS are then compared with those
based on the two real gas EoS, the modified Soave-Redlich-Kwong (SRK) [46,47] and Peng-
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Robinson (PR) [48].

Although some discrepancies exist in the results of the SRK and PR EoS, the pseudo-boiling
behavior is distinctly observed. As a result, it can be recognized that the real fluid EoS are
adequately reproduced by the author’s procedure. Regarding the performances of the three
EoS, the results using the SRK and PR EoS are in good agreement with the experiment, while
the ideal EoS presented lower density values without real fluid effects. Park also concluded
that considering the predicted results, the choice of the suitable EoS plays a more prepon-
derant role in the performance of the numerical simulations than numerics or turbulence
modeling. The same conclusion is also verified in the LES results. The conclusion is consis-
tent with the work of Kim et al. [27].

In aRANS-basednumerical study conductedbyKimet al. [27], simulations are performed for
cryogenic nitrogen jets at near-critical and supercritical pressures. To account for the non-
ideal thermodynamic effects, the authors resorted to the modified SRK [46,47] and PR [48]
real gas EoS. Special attention is provided to sensitivity analyses for both EoS. The numerical
results demonstrate that the present real gas formulation is capable of simulating the funda-
mental features of the cryogenic liquid nitrogen jets. The study also shows that the choice of
a suitable real gas EoS is a preponderant factor for the performance of the simulations. In
addition, the results show that the PR EoS predictions are in slightly better agreement with
measured nitrogen density profiles than those of the SRK EoS.

In order to deal with this challenge in density evaluation, several real gas EoS can be applied,
considering their respective advantages and inconveniences. These equations can be cubic
EoS, multi-parameter EoS, or formulations based on the Helmholtz energy.

Characteristics like simplicity, computational efficiency, optimization, accuracy, or versatil-
ity are just some of the desired characteristics for the EoS. For example, some studies aim
to develop optimized EoS for a given representative group of fluids with the same character-
istics. For instance, the work of Span and Wagner [49] is an example where the resulting
EoS is not the one that provides the best results for a single fluid. Instead, it is the one that
provides the best results, in general, for the whole representative group.

Multi-parameter Equations of State can produce considerably accurate results however, they
do not present a significant computational efficiency. To overcome this obstacle, an alterna-
tive is to resort to a multi-parameter EoS to calculate thermophysical properties before the
numerical simulation begins and store these values in a library. The initial computational
cost necessary to build this library for a broad range of temperature and pressure values, with
the desired resolution, is considerable, but still, it proves rewarding since this work only has
to be performed once. As a result, it allows an increasing accuracy with a lower associated
computational cost since the values of interest are obtained before the computations, thus
removing the need to calculate these properties in each iteration.
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Associated to this alternative of solving theEoSbefore the computations, by generating lookup
tables, complexmulti-parameter EoS have been employed by Banuti et al. [50], using amod-
ified Benedict-Webb-Rubin (MBWR) EoS [36] or formulations based on the Helmholtz en-
ergy [51] in a RANS-based study by Magalhães et al. [20].

Multi-parameter EoS can be developed through polynomial and exponential expansions in
a data fitting method based on detailed and accurate data sets, where the coefficients mul-
tiplied by each term are specific to each fluid. In addition, these coefficients must be fitted
through the available experimental data for the operating conditions in which the EoS is to
be valid. The 32-termMBWREoS [52] presents a relative error of density prediction smaller
than0.5%above and below the critical point. While Span andWagner [49] propose a 12-term
EoS with coefficients suitable for several substances, nitrogen included, Span et al. [51, 53]
introduce a highly accurate 18-term EoS optimized directly for nitrogen. The main inconve-
nience of this approach is the computational cost, which can sometimes prohibit its usage.

Cubic Equations of State, such as the SRK EoS [46] and the PR EoS [48], are widely used in
supercritical fluid flows modeling. Some arguments that contribute to this usage are based
on their simplicity and compromise between accuracy and computational efficiency. Cubic
EoS, hence this designation, only resort to three parameters for characterizing a given ther-
mophysical parameter: the critical point temperature and pressure, and the acentric factor
(a measure of the nonsphericity of the molecules). However, the accuracy of these cubic EoS
and the respective operating range of the dependent variables must be monitored and con-
sidered when evaluating numerical simulations results.

This fact is justified by the results of Yang [54], where the author reports a considerable rel-
ative error of density prediction for the SRK EoS and PR EoS in the critical region. On the
other hand, considering the same region, the noticeable performance of themulti-parameter
MBWR EoS stands out due to its reduced maximum relative error. Whereas the SRK EoS
and PR EoS register maximum relative errors of density prediction near 13% and 17%, re-
spectively, the MBWR EoS only produces a 1.5% maximum relative error, at approximately
10MPa. Since these relative errors are not for nitrogen but oxygen instead and are registered
at a very high reduced pressure (pr ≈ 3), they only serve as a warning. The Equation of State
used in the present study and its formulation are presented in Section 3.6.

The CFD tools need to be validated by experimental results due to the absence of a general,
efficient, and accurate mathematical model. Nevertheless, experimental studies have errors
and uncertainties associated with the user, the equipment, or the involved techniques. Es-
pecially in the present case, where it resorts to supercritical fluids, the theoretical test con-
ditions can be challenging to fulfill and maintain from an experimental point of view. As
a result, the available measuring and visualization techniques become more restricted and,
such errors can have a substantial impact on the legitimacy of measurements or visualiza-
tions. Therefore, when using numerical tools such as CFD to validate experimental results, it
is essential to be aware of the phenomena involved to allow a critical and informed analysis
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throughout the process.

The experimental studies presented in this section employ two of the principal standard diag-
nostic techniques: Shadowgraphy andRaman spectroscopy [17,55–58]. While the Shadowg-
raphy technique is used to provide qualitative information, as a consequence of its operating
principles, it is most of the time complemented with Raman spectroscopy. While resorting
to spontaneous Raman scattering, quantitative information, such as species concentration
measurements, can be retrieved.

In the last decades, systematic research programs have been deployed to obtain a better in-
sight into the injection of cryogenic liquids at sub- and supercritical pressures in laboratory
quasi-isobaric experiments, with application to LREs. Two laboratories stood out in this ex-
haustive research, the Deutsches Zentrum für Luft- und Raumfahrt (DLR) in Germany and
the Air Force Research Laboratory (AFRL) in the USA. Some examples of pioneering works
at these laboratories are the ones of Oschwald and Schik [17], Oschwald andMicci [59] at the
DLR, and Chehroudi et al. [60] at the AFRL. Since each laboratory has constructed unique
facilities, such benefited the knowledge deepening. With the realization of different stud-
ies, knowledge will have been extended in a way that would not be possible individually for
each laboratory. Concerning similar studies, it will have allowed conclusions to be drawn
regarding the degree of corroboration of the results of each laboratory.

One of the most distinguished experimental studies is that of Mayer et al. [61]. The work
of [61] on the injection of single species nitrogen at supercritical conditions has become one
of the most noticeable sources of experimental data and a canonical set of test cases for the
validation of numerical solvers whose objective is to predict supercritical fluid behavior. As
a result, there are numerous examples of numerical solvers that resort to the experimental
data of [61] for their validation [20–22,27,36,40–42,44,45,62–69].

In [61], the injection of a single liquid nitrogen jet at supercritical conditions into a chamber
filledwith gaseous nitrogen is studied. Several test cases are considered since the experimen-
tal conditions include different chamber pressure, velocity, and temperature levels. Then,
the authors resort to Raman scattering to obtain density profiles, measure the axial evolu-
tion of density and evaluate the jet divergence angle. Following the nomenclature of this
study, although attention has been paid to the evaluation of the computational models’ suit-
ability for the description of liquid- and gas-like supercritical behavior, usually, only cases 3
and 4 are simulated. Furthermore, the experimentally measured temperature values of [61]
suggested the presence of significant heat transfer in the injector region that would affect jet
development. Nevertheless, heat transfer inside the injector is regularly not considered in
the simulations [40,45,62,66,68].

However, as [61] presented, the injection temperature measurements have some associated
uncertainties. Since these present a strong influence on the jet development for the given
operating conditions, this subject needs to be evaluated. In the experiments of Mayer et
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al. [61], the experimental temperature was not controlled accurately due to the nonexistence
of a temperature regulation system in the experimental setup. As a result, e.g., the temper-
ature at the injector’s exit could not be measured during the testing being instead measured
during a separate measurement campaign. [61] presents in more detail the two approaches
used in this temperature measurement process. Furthermore, despite evidence supporting
the importance of accounting for heat transfer in the injector region, such is usually not con-
sidered.

The handling of the well-known closure problem through turbulence modeling is still one
of the most prominent topics in numerical studies. Above a critical value of the Reynolds
number (Re), the existence of advective terms in the governing equations leads to a chaotic
solution due to their nonlinear behavior [70]. Hence, turbulence modeling is performed re-
sorting to computational methods ranging from RANS to LES and Direct Numerical Simu-
lation (DNS). However, the performance of a given computational method while predicting
the behavior of flows under supercritical conditions is conditioned by various factors. Limi-
tations such as the methods’ performance associated with their respective backbone, where
they aim to accurately capture the nonlinear behavior of the different thermophysical prop-
erties, particularly in theWidom line vicinity, to the existence of pertinent experimental data
in the literature for their validation and mathematical models capable of predicting the flow
behavior. In this sense, Bellan [71] presents some considerations on the various challenges
that arise from the computations, from the associated consequences of employing differ-
ent numerical and modeling approaches to the difficulties in establishing common initial
and boundary conditions to the various sets of experimental data. As a result, in a quest for
knowledge deepening in the description of supercritical fluid flows, several studies have em-
ployed RANS [18,20–22,27,36,72–75], LES [41,42,62,63,68,76], and DNS [44,45,77,78]
methods in that sense.
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Chapter 3

Mathematical Model

This chapter presents the mathematical model adopted in this study. Section 3.1 introduces
the general form of a given conservation law. In Section 3.2, the governing equations are pre-
sented, including the conservation equations of mass, momentum, and energy. Section 3.3
reviews the approximations that have to bemade to specific terms to simplify their resolution.
Turbulence modeling is discussed in Section 3.4, while a brief review concerning near-wall
modeling is made in Section 3.5. Section 3.6 reviews the adopted formulation to account for
real gas behavior using a real gas EoS, while Section 3.7 presents the model implemented for
describing the transport properties.

3.1 General form of a conservation law

To understand the concept of a conservation law, it may be worth considering a scalar quan-
tity per unit volume U as a related property of a given flow.

Subsequently, it is necessary to define an arbitrary volume Ω, stationary in space, that has
its boundaries delimited by an arbitrary closed surface S. This closed surface S is crossed by
the fluid flow and can also be designated control surface; similarly, the arbitrary volume Ω

can be named control volume. As it was called arbitrary, this control volume can be located
anywhere in the flow domain and have any shape and size [70].

In order to write the conservation law associated with U, it is necessary to describe all quan-
tities involved by doing a balance of the variation of U in the arbitrary domain Ω. The first
term is related to the variation per unit time of the total amount of U in Ω and is given by

∂

∂t

∫
Ω
U dΩ (3.1)

Following that, it is necessary to write the term that expresses the amount of the quantity U
that enters and leaves the domain. But, before the term is presented, it must be taken into
account that the intensity ofU changes from point to point in the domain due to the effect of
quantities called fluxes.

A flux expresses the contribution from the surrounding points to the local value of U, there-
fore describing how the quantity U is transported by the flow. Flux is a quantity related to a
conserved flow variableU and is characterized as the amount ofU crossing the unit of surface
per unit of time. Consequently, a flux is a directional quantity, being represented as a vector,
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with a direction and an amplitude. Considering that flux is represented as a vector it is of
interest to clarify that in the cases where this vector is parallel to the local surface, nothing
will enter the domain. Therefore, only the component of the flux that is in the direction of the
normal to the surface will enter the domain and consequently affect the rate of change of U.
For that reason, there is the need to define a surface element vector dSi that represents the
local vector that is normal to the surface [70]. Additionally, this vector will be represented
pointing along the outward normal to maintain the generally accepted convention.

Flux production has two different contributions. One contribution is related to the passive
transport by the bulk of the fluid; the other is related to themolecular agitation that can exist
even in cases where the fluid is at rest.

The first contributor, which is always present, is named advective flux FA and is described
as the passive transport of U by the flow and is defined as

FAi = Uui (3.2)

The second one is the diffusive flux FD, characterized as the contribution that exists in fluids
at rest as a consequence of the macroscopic effect of the molecular thermal agitation

FDi = −Γ
∂U

∂x
(3.3)

where Γ is the diffusivity coefficient.

The result of the molecular motion appears as the tendency that a fluid has to the equilib-
rium and uniformity, given that different intensities of the considered quantity will originate
changes in the spatial distribution to reach homogeneity. Therefore, the contribution of the
diffusive component to the total flux is proportional to the gradient of the associated quantity
since when uniformity is reached, this can not exist.

Considering all the domain and all the surface elements dSi of the closed surface S, the net
total contribution from the fluxes that cross the surface is given by

−
∮
S
Fi dSi (3.4)

The minus sign is used in this equation to preserve the convention that also considers the
flux contribution as positive when it enters the domain.

Lastly, the term that represents the contributions from the sources of U is presented. The
sources here are divided into two parts, volume and surface sources∫

Ω
QVi dΩ+

∮
S
QSi dSi (3.5)
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Therefore, the general integral form of the conservation law for the scalar quantity per unit
volume U after applying the Gauss theorem is given by∫

Ω

∂U

∂t
dΩ+

∫
S
Fi dSi =

∫
Ω
QVi dΩ+

∫
S
QSi dSi (3.6)

In addition, it can be written as∫
Ω

∂U

∂t
dΩ+

∫
S
(Fi −QSi) dSi =

∫
Ω
QVi dΩ (3.7)

In the last equation, the flux and the surface sources terms were grouped since the last one
has the same effect on the system as the flux term. Consequently, the term (Fi −QSi) can be
considered as an effective flux.

Equation (3.6) has some noteworthy properties. The first one is that this equation is valid
for any fixed surface S and volume Ω. Secondly, the internal variation of U, when no volume
sources exist, depends only on the flux contribution through the surface S and not on the
flux values inside the volumeΩ. Another property is that the fluxes are not written under the
form of a derivative or gradient operator and may, for that reason, be discontinuous [70].

These properties are considered important, with particular attention to the second one since
it will be required that this property is still valid after discretization, thus guaranteeing the
fulfillment of the conservation law at the discrete level. When such a property is verified, it
is said that we are in the presence of a conservative numerical scheme. For example, when
dealing with a case of an internal flow calculation, this property is essential to ensure mass
conservation in all regions at study.

3.2 Governing equations

3.2.1 Mass conservation

The mass conservation law consists of a relation of kinematic nature, i.e., it does not depend
on the nature of the fluid nor on the forces that act on it. This law conveys that mass cannot
be destroyed nor be created in a fluid system. Therefore, no diffusive flux exists for the mass
transport, meaning that the only term present is the one concerning advection.

Defining the advective flux as

FA = ρui (3.8)

and in absence of external mass sources, the general integral mass conservation equation is
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given by ∫
Ω

∂ρ

∂t
dΩ+

∫
Ω

∂

∂xi
(ρui) dΩ = 0 (3.9)

Equation (3.9) is also known as the continuity equation.

3.2.2 Momentum conservation

Momentum is a vector quantity characterized as the product of mass and velocity. When
expressed per unit of volume, momentum appears as the product of density and velocity

U = ρuj (3.10)

The momentum conservation law is the expression of the generalized Newton law, defining
the equation of motion of a fluid.

In resemblance to the mass conservation equations, the only contribution to the flux pro-
duction is due to advective nature. Since the conservative property is a vector quantity, the
advective flux term will appear under the form of a tensor and is defined by

FAi = ρujui (3.11)

Regarding the other terms present in the conservation equation, it is necessary to identify
the sources that affect momentum. The sources for the variation of momentum in a physical
system are the forces acting on it. In this work, those are represented, per unit mass, as the
external volume forces fext and the internal forces fint.

While the external volume forces per unit volume ρfext are associated with QV , the inter-
nal forces per unit volume ρfint are associated with QS . This last relation is because, since
internal forces cancel two per two in every point inside the volume as a result of Newton’s
third law of motion, only the internal forces acting on the points of the surface S contribute.
This phenomenon happens because the internal forces acting on these points do not have an
opposite counterpart within the volume Ω.

As a consequence, the surface source term is given by

QSi = σij (3.12)

where σij is the total internal stress tensor being defined by

σij = −pδij + τij (3.13)

Additionally, in this last equation, τij represents the viscous shear stress tensor which can be
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written in its most general form

τij = 2µsij + ζ
∂uk
∂xk

δij (3.14)

where sij represents the strain-rate tensor, µ the dynamic viscosity, and ζ the second viscosity
coefficient.

The strain-rate tensor is given by

sij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
(3.15)

Therefore, the general momentum conservation or Navier-Stokes equations in their integral
form is given by∫

Ω

∂

∂t
(ρui) dΩ+

∫
Ω

∂

∂xj
(ρujui) dΩ =

∫
Ω
ρfi dΩ−

∫
Ω

∂

∂xi
(p) dΩ+

∫
Ω

∂

∂xj
(τij) dΩ (3.16)

3.2.3 Energy conservation

While studying a fluid, its total energy is defined as the sum of two terms. The first term
consists of the internal energy of the fluid, while the second represents its kinetic energy per
unit mass

E = e+
uiui
2

(3.17)

If the conservative property is U = ρE, then the advective flux contribution of energy is

FAi = ρEui (3.18)

In addition, the diffusive flux contribution, under the form of Fourier’s law of heat conduc-
tion, is given by

FDi =
∂qi
∂xi

= −κ
∂T

∂xi
(3.19)

where T is the absolute temperature and κ the thermal conductivity coefficient defined by

κ = ρcpα (3.20)

In equation 3.20,α represents the thermal diffusivity coefficient that can be used to introduce
the Prandtl number (Pr), defined by

Pr =
µcp
κ

=
υ

α
(3.21)
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where υ is the kinematic viscosity given by µ/ρ. The Prandtl number can be interpreted as
the ratio of momentum to thermal diffusivity.

To conclude the writing of the conservation equation, a distinction has to be made between
the volume and surface sources. Regarding the volume sources’ contribution to energy vari-
ation, it appears as the sum of the work of the volume forces and the heat sources other than
conduction, the latter represented by qH

QVi = ρuifi + qH (3.22)

Lastly, the surface sources appear as the consequence of the work done on the fluid by the
internal shear stresses acting on the surface of the volume. In the absence of external surface
heat sources, the surface sources are represented by

QSi = uiσij = −uipδij + uiτij (3.23)

With all the above terms considered, the energy conservation equation in its integral form is
given by∫

Ω

∂

∂t
(ρE) dΩ+

∫
Ω

∂

∂xj
(ρEuj) dΩ = −

∫
Ω

∂qj
∂xj

dΩ+

∫
Ω
(ρuifi + qH) dΩ−

−
∫
Ω

∂

∂xj
(uip) dΩ +

∫
Ω

∂

∂xj
(uiτij) dΩ

(3.24)

It is also possible to introduce the definition of total enthalpyH in the last equation resorting
to the following relation

H = e+
p

ρ
+

uiui
2

= h+
uiui
2

= E +
p

ρ
(3.25)

The energy conservation law is also referred to as the expression of the first principle of Ther-
modynamics.

3.3 Approximations

The conservation equations obtained in Sections 3.2.1, 3.2.2, and 3.2.3 cannot be discretized
straightaway. In addition, it has resorted to a statistical approach since turbulence can be
described as random fluctuations of the several flow properties. As a result, we follow the
method introduced in 1895 by Osborn Reynolds, where he developed a procedure where all
quantities are defined as the sum of mean and fluctuating terms. According to this method,
averages are then applied to the governing equations.

Nevertheless, after applying such a procedure to the governing equations, additional un-
knownquantities appear, whichwill translate to havingmore unknowns than transport equa-
tions, i.e., the closure problem. The solution to this problem can be achieved using turbu-
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lence modeling, where new transport equations are introduced to represent the previous un-
known quantities, thus establishing a sufficient number of equations for all of the involved
unknowns.

In this section, two methods regarding the governing equations averaging are presented.
Regarding the Reynolds averaging techniques, we introduce a brief explanation of two of its
forms: the ensemble and the time averages. Subsequently, the Favre averaging and the Favre
averaged equations, adequate for variable density flows, are presented.

3.3.1 Reynolds averaging

Regarding the averaging concepts introduced by Reynolds, several formulations exist how-
ever, themost relevant when dealingwith turbulencemodels are the time average, the spatial
average, and the ensemble average [79]. The latter appears as one of the most general forms
of Reynolds averaging suitable for, e.g., flows that decay in time and is defined as

FE(x, t) = lim
N→∞

[
1

N

N∑
n=1

fn(x, t)

]
(3.26)

where fn(x, t) is the instantaneous flow variable in the nth experiment of f andN represents
the number of identical experiments. That is to say, it consists of the average of the instan-
taneous values of the property at a given point in space x and time t over a large number of
repeated identical experiments.

Concerning time-averaging, when applied to stationary random cases, it can be defined as

FT (x) = lim
∆t→∞

[
1

∆t

∫ t+∆t

t
f(x, t) dt

]
(3.27)

The assumption in statistical mechanics where time averages of macroscopic variables are
equivalent to ensemble averages, for stationary random processes, in the limit as ∆t → ∞,
is known as the ergodic hypothesis [71,80].

3.3.2 Reynolds time-averaging

The Reynolds time-averaging consists of decomposing, in time, a quantity as the sum of two
terms, a mean term and a fluctuating term, respectively

ϕi = ϕi + ϕ′
i (3.28)

where

ϕi = lim
∆t→∞

[
1

∆t

∫ t+∆t

t
ϕi dt

]
(3.29)
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and

ϕ′
i = lim

∆t→∞

[
1

∆t

∫ t+∆t

t

(
ϕi − ϕi

)
dt
]
= 0 (3.30)

A noteworthy relation of the Reynolds averaging is that the averaging in time of the spatial
variation of a certain quantity is equal to the spatial variation of the mean quantity, i.e.,

∂ϕi

∂xj
= lim

∆t→∞

[
1

∆t

∫ t+∆t

t

∂ϕi

∂xj
dt
]
=

∂

∂xj

[
lim

∆t→∞

(
1

∆t

∫ t+∆t

t
ϕi dt

)]
=

∂

∂xj
(ϕi) (3.31)

therefore,

∂ϕi

∂xj
=

∂ϕi

∂xj
(3.32)

Another remarkable relation is that the averaging in time of a product of two quantities is
not necessarily equal to the product of each mean, i.e.,

ϕiϕj =
(
ϕi + ϕ′

i

) (
ϕj + ϕ′

j

)
= ϕi ϕj + ϕiϕ

′
j + ϕjϕ

′
i + ϕ′

iϕ
′
j (3.33)

Using the relation of the equation (3.30) and the following property

ϕiϕj = ϕi ϕj (3.34)

we have

ϕiϕj = ϕi ϕj + ϕ′
iϕ

′
j (3.35)

3.3.3 Favre averaging

This work adopted the simplification of an incompressible but variable density approach.
This simplification was a hypothesis investigated by Barata et al. [18] based on the results of
Chehroudi et al. [12], where supercritical flows revealed a quantitative similarity to gas jet-
like behavior. Considering these similarities, [18] studied the hypothesis of using the same
mathematical and numerical models for gaseous flows in numerical simulations involving
supercritical flows. The obtained results for different supercritical density ratios revealed
a good agreement with the available experimental data for liquid/gaseous jets and mixing
layers.

To deal with the incompressible but variable density conditions, characteristic of the test
cases at study, the Reynolds time-averaging technique is replaced by the Favre averaging
method. Thus, the density-weighted conservation equations are presented to introduce the
density variation effects.

If the condition ρ = ρ + ρ′ was added to the Reynolds time-averaging procedure that would
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lead to the appearance of several terms involving products of fluctuations between density
and other variables. Consequently, that would increase the complexity of determining suit-
able closure approximations (additional models). For that purpose, Favre averaging is used
to rule out the density fluctuations from the averaged equations while maintaining their ef-
fect on the turbulence.

The Favre averaging decomposes a quantity as the sum of two terms, a density-weighted
average term and a density-weighted fluctuation term, being respectively

ϕi = ϕ̃i + ϕ′′
i (3.36)

Analogously to equation (3.29), ϕ̃i is defined as

ϕ̃i =
1

ρ
lim

∆t→∞

[
1

∆t

∫ t+∆t

t
(ρϕi) dt

]
(3.37)

where ρ represents the Reynolds time-averaged density.

Another notable definition of ϕ̃i can also be presented while resorting to some properties of
Favre averaging, such as

ρϕi = ρ(ϕ̃i + ϕ′′
i ) = ρϕ̃i + ρϕ′′

i = ρϕ̃i + ρϕ′′
i (3.38)

and

ρϕ′′
i = 0 (3.39)

what leads to

ρϕi = ρϕ̃i

ϕ̃i =
ρϕi

ρ

(3.40)

where the overbar notation defines a Reynolds time average.

On the other side, while resorting to the Reynolds time-averaging, we would have

ρϕi = ρϕi + ρ′ϕ′
i (3.41)

That is, the use of Reynolds time-averaging would lead to the appearance of an additional
term which would lead to several other operations, thus increasing the complexity of expres-
sions when applied to governing equations.
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Another rule of Favre averaging consists of

ϕjϕ̃i = ϕj

(
ρϕi

ρ

)
= ϕj

(
ρϕi

ρ

)
= ϕjϕ̃i (3.42)

In addition, analogously to that presented in equation (3.33), if Favre averaging is used, we
have

ρϕiϕj = ρ
(
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i

)(
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j

)
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i ϕ

′′
j

= ρϕ̃iϕ̃j + ρϕ′′
i ϕ

′′
j

(3.43)

After applying the Favre averaging technique to equations (3.9), (3.16), and (3.24), we have,
respectively ∫

Ω

∂ρ

∂t
dΩ+

∫
Ω

∂

∂xi
(ρũi)dΩ = 0 (3.44)
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(3.46)

While equation (3.44) is identical to its laminar counterpart, equation (3.45) differs only by
the appearance of the average pressure term, p, substituting the instant pressure term, p, and
the appearance of the Favre-averaged Reynolds stress tensor

tij = −ρu′′i u
′′
j (3.47)

In addition, the viscous shear stress tensor from equation (3.14) is averaged to

τ̃ij = 2µs̃ij + ζ
∂ũk
∂xk

δij (3.48)

where the mean strain-rate tensor, s̃ij , is

s̃ij =
1

2

(
∂ũi
∂xj

+
∂ũj
∂xi

)
(3.49)

Regarding equation (3.46), several additional terms appear, each of which representing a
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noticeable physical process or property, such as Ẽ and H̃ , defined by

Ẽ = ẽ+
1

2
ũiũi + k (3.50)

H̃ = h̃+
1

2
ũiũi + k (3.51)

where k is the turbulent kinetic energy per unit volume

ρk =
1

2
ρu′′i u

′′
i (3.52)

Additionally, the turbulent heat flux, qtj , is also defined as

qtj = ρu′′jh
′′ (3.53)

Through an analysis of equations (3.45) and (3.46), it is possible to notice the presence of
double and triple correlations, this being a consequence of the averaging technique. The
Reynolds stress tensor alone, defined in equation (3.47), adds three additional independent
variables to the previous four equation system evidencing that the system is still not closed.
This fact reiterates the closure problem. For that reason, there is still the need to define some
terms, which is the purpose of the following section.

3.3.4 Closure approximations

Terms such as tij , qj , qtj , and τjiu′′i from equations (3.45) and (3.46) remain undefined.

In what the definition of the Reynolds stress tensor concerns, one of the most used approxi-
mations is the Boussinesq hypothesis. Boussinesq, in 1877, presented the notion of eddy or
turbulent viscosity, µt, which accounts formomentum transport by turbulent eddies, relating
tij to τij . The concept was based on the resemblance of the random eddy motion of groups
of particles and the random motion of molecules in a gas, where molecules collide transfer-
ring momentum in the process. Hence, momentum transfer by eddies in turbulent flows is
analogous to molecular momentum diffusion. Consequently, equation (3.48) assumes the
form

tij ≈ 2µt

(
s̃ij −

1

3

∂ũk
∂xk

δij

)
− 2

3
ρkδij (3.54)

When using this equation, it should be noted that the terms of the tensor with i ̸= j are mod-
eled through µt, while the trace of tij is defined according to equation (3.47), thus involving
the specific turbulent kinetic energy, that is given by

tii = −ρu′′i u
′′
i = −2ρk (3.55)

Bearing these considerations in mind, turbulence models can concentrate on the calculation
of µt and k.
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Regarding the laminar and turbulent heat transport terms, qj and qtj , these are written using
Fourier’s law of heat conduction, presented in equation (3.19), resulting in

qj = −µcp
Pr

∂T̃

∂xj
= − µ

Pr

∂h̃

∂xj
(3.56)

qtj = −µtcp
Prt

∂T̃

∂xj
= − µt

Prt

∂h̃

∂xj
(3.57)

where Prt is the turbulent Prandtl number, defined as the ratio of turbulent kinematic vis-
cosity to turbulent thermal diffusivity, i.e.,

Prt =
νt
αt

(3.58)

Lastly, the term τjiu′′i is coupled with−1
2ρu

′′
i u

′′
i u

′′
j , and consequently, the molecular diffusion

and turbulent transport term is modeled by
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)
∂k
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(3.59)

where σϕ is the Prt for any variable ϕ.

Introducing the above approximations in equation (3.46), we have
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(3.60)

The system of governing equations is still not closed at this stage. Attention has to be taken
yet of µt, k, Prt, and in defining material properties.

3.4 Turbulence modeling

Regarding turbulence modeling, there are several models each using different approxima-
tions or assumptions. Turbulence models can be grouped into two main groups: first-order
and second-order models.

Concerning first-order models, these are based on the Boussinesq hypothesis and there-
fore are also named eddy viscosity models. First-order models include zero, one, and two-
equation models. In turbulence modeling, when the concept of an n-equation model is used
it portraits the group of n additional transport equations apart from those representing the
conservation of mass, momentum, and energy required to solve the closure problem [79].
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In 1925, Prandtl introduced themixing length hypothesis, inspired by an analogy of themean
free path of a gas. Prandtl also suggested a straightforward method for computing the eddy
or turbulent viscosity in terms of the mixing length. That resulted from the observation of a
simplified model for turbulent motion where fluid particles agglutinate into lumps that hang
together and move as one entity. As a result, Prandtl assumed that the x-momentum of the
fluid conserves its value for a given length in the y direction, being represented as lmix. Here,
lmix represents themixing length defined as a characteristic length scale of the turbulent flow
that differs from each flow geometry as does the characteristic velocity. These scales need to
be defined a priori.

Zero-equation models use algebraic relations to relate the turbulent fluctuating correlations
to the mean flow field quantities. It is also assumed that the local rate of turbulence produc-
tion is equal to the rate of turbulence dissipation. In these models, the length and velocity
scales are specified in terms of the mean flow, therefore assuming an equilibrium between
mean motion and turbulence. However, the physical effect of the past history of the flow is
not included in these algebraic models (’convection of turbulence’).

Nevertheless, one and two-equation models take the previous effect into account by employ-
ing transport equations for past history-dependent variables of the flow that can represent a
length and a velocity scale. These transport equationsmay be derived from theNavier-Stokes
equation, where when one such equation is employed, we refer to it as a one-equation model
whereas when two transport equations are used, it is said to be a two-equation model.

With regard to second-ordermodels, its central concept consists of deriving a transport equa-
tion for tij that is coupled with an equation for either the turbulent dissipation rate, ε, or the
specific dissipation rate, ω, instead of resorting to the Boussinesq hypothesis.

The two-equation turbulence model used in the present work defines the velocity scale by
resorting to the turbulent kinetic energy, thus including non-local and flow history in the
turbulent viscosity considerations. Therefore, the corresponding transport equation for k
is based on the transport equation of the trace of the Reynolds stress tensor, presented in
equation (3.55), resulting in

∂

∂t
(ρk) +

∂

∂xj
(ρũjk) = tij

∂ũi
∂xj

− τji
∂u′′i
∂xj
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∂

∂xj

(
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1

2
ρu′′i u

′′
i u

′′
j − p′u′′j

)
−

− u′′i
∂p

∂xi
+ p′

∂u′′i
∂xi

(3.61)

where the averaged dissipation rate is given by

ρε = τji
∂u′′i
∂xj

(3.62)

As it was previously conducted, the term that resulted from the coupling of the molecular
diffusion and turbulent transport is approximated according to equation (3.59). Concerning
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the terms p′u′′j and p′ (∂u
′′
i /∂xi), these are neglected as a consequence of the lack of knowledge

on its behavior and the conviction of its negligible impact on the flow. In addition, the term
u′′i ∂p/∂xi is also neglected. Consequently, equation (3.61) is rewritten into

∂

∂t
(ρk) +

∂

∂xj
(ρũjk) = tij

∂ũi
∂xj

− ρε+
∂

∂xj

[(
µ+

µt

σk

)
∂k

∂xj

]
(3.63)

The turbulent kinetic energy is used to define the velocity scale however, there is still the
need to define the length scale so that the system can be closed

µt = ρk1/2l (3.64)

To define the turbulent length scale l, an additional transport equation for the turbulent dis-
sipation rate is introduced, resulting in

µt ∼ ρk2/ε

l ∼ k3/2/ε
(3.65)

Regarding k, a definition was already presented in equation (3.63), however, it is still neces-
sary to introduce a definition of ε.

Magalhães et al. [20] performed a RANS-based study, following the incompressible but vari-
able density approach investigated by Barata et al. [18], on which the behavior of turbulence
modeling under supercritical conditions is studied. For that purpose, through the compu-
tation of cases 3 and 4 of [61], the performance of several one and two-equation turbulence
models are compared. The authors concluded that no direct correlation exists between tur-
bulencemodel complexity and the quality of the numerically obtained results, in what super-
critical fluid flows are regarded. The authors also concluded that computational time could
be saved when resorting to simpler turbulence models.

Therefore, based on the results of [20], to achieve a computational time reduction, a com-
promise between turbulence model complexity and the consequent quality of the results
and, having been previously validated for supercritical conditions by Magalhães et al. and
Park [20,22], we resort to the standard k− ε turbulence model of [81] to close the governing
equations system.

As a result, the standard k − ε turbulence model [81] consists of

∂

∂t
(ρk) +

∂

∂xi
(ρũik) = tij

∂ũj
∂xi

− ρε+
∂
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)
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∂xj

]
(3.66)
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∂xi
(ρũiε) = Cε1

ε

k
tij

∂ũj
∂xi

− Cε2ρ
ε2

k
+

∂

∂xj
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µ+

µt

σε

)
∂ε

∂xj

]
(3.67)
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The turbulent viscosity is defined by

µt = Cµ
ρk2

ε

l = Cµ
k3/2

ε

(3.68)

where Cµ represents a model constant. The remaining constants of the standard k − ε tur-
bulence model are presented in Table 3.1. Additionally, it is relevant to add that this model
is only valid for fully turbulent flows since, in its derivation, the effects of viscosity on the
turbulence structure are considered negligible.

Table 3.1: Standard k − ε turbulence model constants [81].

Constant Value

Cε1 1.44

Cε2 1.92

Cµ 0.09

σk 1.0

σε 1.3

Before addressing a new topic, it is relevant to introduce additional considerations regard-
ing heat transfer modeling. Given the preponderance of this phenomenon in a supercritical
fluid injection context, several researchers have put considerable effort into its modeling.
From a general point of view, heat transfer is modeled according to equation (3.60) where,
depending on the adopted turbulence model, small changes concerning Prt are introduced
(equations (3.67) to (3.68)). Regarding the Prt, owing to those studies, it appears that this
variable has a significant impact on the development of the flow structure.

While Magalhães et al. [82] concluded that a constant value of 1 for Prt provides the best
approximation, Mayer et al. [61] came to the same conclusion, justifying it due to the better
consistency of their numerical results with the experimental data. Sierra-Pallares et al. [73]
implemented a variable Prt model, using the experimental setup of [17], comparing it with
constant Prt formulations. The authors concluded that the variable Prt model was unsuc-
cessful, in contrast to a constant Prt formulation. Therefore, a constant value of 1 for Prt is
adopted.

3.5 Near-wall modeling

The region close to the injector arouses great interest in studying, as it plays a preponderant
role in the numerical solutions, considering the interactions and phenomena observed there.

In the region close to thewall, significant variations of the localRe are noted and, considering
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that the adopted approximation depends on the value of the localRe, the y+ parameter gains
interest.

The y+ is a function of the density, ρ, the friction velocity, uτ , the absolute distance to the
wall, y, and the dynamic viscosity, µ,

y+ =
ρuτy

µ
(3.69)

Where the friction velocity is defined by

uτ =

√
τw
ρ

(3.70)

with

τw = µ

(
∂u

∂y

)
y=0

(3.71)

It is also relevant to introduce the concept of a dimensionless velocity, u+, defined by

u+ =
u

uτ
(3.72)

The near-wall region of a flow consists of three main zones [83]. The closest zone to the wall
is named the viscous sublayer, where in terms of y+, it ranges between 0 < y+ < 5. In this
zone, the flow is almost laminar, and the viscous effects dominate, consequently leading the
dynamic viscosity to play a dominant role inmass, momentum, and heat transfer. Regarding
the furthest zone, it is termed inertial sublayer or fully turbulent zone (30 < y+ < 400)

as it is assumed that the flow is completely turbulent while considering that τ ≈ τw. In
between these two is the transition or ’buffer’ zone (5 < y+ < 30) of vigorous turbulence
dynamics where the flow is assumed not to be completely dominated by viscous effects nor
completely turbulent. Figure 3.1 portrays a turbulent boundary layer typical dimensionless
velocity profile, depicting the several zones.

Traditionally, there are two approaches regarding near-wall region modeling [79].
In one approach, the turbulence models can resolve the flow in all of the three zones of the
near-wall region, therefore including the viscous sublayer. In this approach, y+ ≈ 1 is desir-
able, where a noticeable mesh resolution must exist due to the presence of large gradients of
the solution variables and the vigorous occurrence ofmomentum and other scalar transports
in the wall direction.

Regarding the alternative approach, the inner zone affected by viscosity (viscous sublayer and
transition or buffer zone) is not resolved. Alternatively, thismethod resorts to semi-empirical
equations namedwall functions, whose objective is to ’act as a bridge’ between the inner zone
affected by viscosity and the fully turbulent zone. With the use of wall functions, the mesh
resolution does not need to be that high, the y+ should assume higher values, and there is
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Figure 3.1: Turbulent boundary layer typical dimensionless velocity profile (adapted from [83]).

no need to modify turbulence models to account for the presence of the wall. However, the
same mesh cannot be used for turbulence models of these two different approaches.

Regarding the adopted wall function approach used in this work, as is done in several engi-
neering calculations, the ’buffer’ zone is neglected and a point is defined where below that
point the flow is considered to be purely viscous and above it is purely turbulent. Therefore,
the momentum equation finally reduces for y+ ≤ 11.63 and y+ > 11.63, where the value
of 11.63 is the y+ value at which equations (3.73) and (3.74) intersect. That can be seen in
Figure 3.1, where equations (3.73) and (3.74) are represented resorting to dashed lines.

The equation which describes the velocity profile in the fully turbulent zone (y+ > 11.63) is

u+ =
1

κ
ln(y+) + constant ≡ 1

κ
ln(Ey+) (3.73)

where κ is the von Kármán constant, and E is an integration constant that depends on the
magnitude of the variation of shear stress across the layer andon the roughness of thewall [79].

While, in the viscous sublayer (y+ ≤ 11.63),

u+ = y+ (3.74)

The equations that describe the velocity profile in the inner region are collectively termed the
”law of the wall”.

However, while achieving specific y+ values has its importance, the overall mesh resolution
inside the boundary layer is essential to obtain high-quality numerical results for the wall
boundary layer. Therefore, an aimed y+ value of 11.63 was considered for the first cells ad-
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jacent to the walls and, whenever not possible, never lower. Furthermore, besides selecting
the y+ value, it is also imperative to define a minimum number of points in the mesh that
are located inside the boundary layer. So, to guarantee sufficient mesh resolution in this re-
gion, it was defined that, in the wall-normal direction, there were at least 20 points inside
the boundary layer.

Both the y+ selection process and setting the minimum number of grid points inside the
boundary layer are parameters that need to be preserved during themesh refinement process
and when testing different grid configurations. Nevertheless, other regions in the computa-
tional domain will be subjected to higher gradients of several thermophysical properties or
will be more affected by the Boundary conditions. Therefore, as a consequence, during the
mesh refinement process, the injector region and the jet centerline demand a higher concen-
tration of cells than the rest of the computational domain.

3.6 Equation of State

As a consequence of operating in the supercritical regime where a slight temperature vari-
ation can lead to an abrupt variation of physical properties, attention must be taken to de-
scribe their evolution. Therefore, thermophysical properties like density, dynamic viscosity,
thermal conductivity, and isobaric specific heat have to be modeled as close as possible to
reality.

The EoS appears as the mathematical expression that relates pressure, molar or specific vol-
ume, and temperature for a pure homogeneous fluid in equilibrium states. The simplest EoS
is the ideal gas EoS, being approximately valid for the low-pressure gas regions of the p− T

and p-v diagrams. Nevertheless, this formulation is no longer appropriate to describe fluid
behavior, near and beyond the critical point, considering that diffusion coefficients become
functions of pressure besides temperature [22].

Several equations are available in the literature to consider the departure from ideal gas to
real gas behavior. After analyzing numerical studies that aim to describe supercritical fluid
behavior, a significant preference for cubic EoS is noticeable. While several studies resorted
to some PR EoS formulation [41,42,44,45,84], others introduced a correction to the PR EoS
to considerably reduce the error in density prediction near the critical region [42,44,45,68].
In contrast, [22, 27, 82, 85, 86] have used the SRK EoS. On the other side, while Branam
and Mayer [43] have employed the MBWRmodel, [35,72,73] resort to a real gas library. In
the present work, we resort to the cubic Peng-Robinson EoS since it is widely used in the
literature and represents a compromise between accuracy and computational efficiency.

In a quest for improved reliability of the results, Peng and Robinson [48] proposed a two-
parameter EoS, based on the van der Waals equation, with an enhanced prediction of the
liquid density values. As the term refers, the cubic Peng-Robinson EoS resorts to three pa-
rameters for the characterization of a given thermophysical parameter: the critical point
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temperature and pressure, and the acentric factor ω (a measure of the nonsphericity of the
molecules).

While the ideal gas equation does not consider, two-parameter EoS take into account both
the intermolecular attraction forces and the finite volume of the molecules through the pa-
rameters a and b, respectively

p =
RT

v − b
− a(T )

v (v + b) + b (v − b)
(3.75)

where v is the molar volume and R the molar gas constant.

The variables a and b are defined by

a (T ) = a (Tc)β (τ, ω)

a (Tc) = 0.45724
R2T 2

c

pc

b = 0.07780
RTc

pc

(3.76)

where τ is the inverse reduced temperature, i.e., equal to Tc/T .

The dimensionless function β (τ, ω) is defined by

β (τ, ω)0.5 = 1 +m
(
1− τ−0.5

)
m = 0.37464 + 1.54226ω − 0.26992ω2

(3.77)

To employ this EoS, the required variables are only the critical parameters (Tc and pc) and the
acentric factor ω, thus revealing the simplicity of this formulation, especially when compared
tomore complexmulti-parameter EoS. For the nitrogen case, the critical properties are listed
in Table 2.1 and the acentric factor ω is equal to 0.0372. Thus, it is possible to verify why one
of the major arguments for using the Peng-Robinson EoS is simplicity.

However, equation (3.75) can be rewritten into

Z3 − (1−B)Z2 + (A− 3B2 − 2B)Z − (AB −B2 −B3) = 0 (3.78)

where

A =
ap

R2T 2

B =
bp

RT

Z =
pv

RT

(3.79)

In the last set of equations, Z represents the compressibility factor, and it is the variable to
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be solved in the polynomial of equation (3.78). The referred equation has three roots, where
only the smallest positive root is of interest.

3.7 Transport properties

Transport properties have a preponderant impact on the governing equations through such
terms as those in equations (3.21) and (3.48) that must, therefore, be properly defined.

The substantial variation of transport properties is already discussed in Section 2.1 and in
Figures 2.1 and 2.2, where a strong decrease in dynamic viscosity and thermal conductivity
is evident approaching and entering supercritical conditions. To surpass this nonlinear be-
havior, it resorts to the work of Lemmon and Jacobsen [87] to define both µ and κ. Since we
use a cubic EoS, User Defined Functions (UDFs) are written to define these properties.

The work conducted by Lemmon and Jacobsen [87] proposes a method for the calculation
of transport properties, such as dynamic viscosity and thermal conductivity. The adopted
transport property equations for µ and κ resort to the independent properties of temperature
and density as input conditions. In addition, accurate EoS for pure fluids must be used to
obtain the necessary density. The associated error with these formulations is within 2% for
both the dynamic viscosity and thermal conductivity.

The dynamic viscosity, µ, is expressed as the sum of two terms, where the first term is the
dilute gas viscosity, and the second is the residual fluid viscosity. In equation (3.80), the
dynamic viscosity in µPa · s is set as a function of T , τ and δ = ρ/ρc,

µ = µ0 (T ) + µr(τ , δ) (3.80)

The dilute gas contribution, µ0 (T ), is given by

µ0 (T ) =
0.0266958

√
MT

σ2 Φ(T ∗)
(3.81)

whereM is themolarmass, σ the Lennard-Jones size parameter, andΦ the collision integral.
In addition, Φ(T ∗) is given by

Φ(T ∗) = exp

(
4∑

i=0

bi [ln (T
∗)]i
)

T ∗ = T/θ

(3.82)

where θ represents the Lennard-Jones energy parameter. The Lennard-Jones parameters
are presented in Table 3.5, and the coefficients bi in Table 3.2.
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The residual fluid contribution, µr (τ , δ), is calculated through

µr (τ , δ) =

n∑
i=1

Niτ
tiδdi exp(−γiδ

li) (3.83)

where γi = 0 when li = 0 and γi = 1 when li ̸= 0. The coefficients and exponents used in
equation (3.83) are given in Table 3.3.

The evolution of dynamic viscosity for different pressure levels is depicted in Figure 2.1. It is
possible to notice that the 4 MPa pressure level (the critical point of nitrogen) still has some
influence, despite becoming less pronounced as pressure increases.

Table 3.2: Coefficients of the collision integral equation for nitrogen [87].

i bi

0 0.431

1 −0.4623

2 0.08406

3 0.005341

4 −0.00331

Table 3.3: Coefficients and exponents of the residual fluid viscosity utilized in equation (3.83) for nitrogen [87].

i Ni ti di li

1 10.72 0.1 2 0

2 0.03989 0.25 10 1

3 0.001208 3.2 12 1

4 −7.402 0.9 2 2

5 4.620 0.3 1 3

Similar to the dynamic viscosity formulation, the authors also presented amodel to calculate
the thermal conductivity, κ, expressed inmW ·m−1 ·K−1, being defined as

κ = κ0 (T ) + κr(τ , δ) + κc(τ , δ) (3.84)

The present model calculates thermal conductivity as the sum of three distinct terms.

The first term, κ0 (T ), refers to the dilute gas thermal conductivity

κ0 (T ) = N1

[
µ0 (T )

1× 10−6

]
+N2τ

t2 +N3τ
t3 (3.85)
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The second term, κr(τ , δ), refers to the residual fluid thermal conductivity

κr(τ , δ) =

n∑
i=4

Niτ
tiδdi exp(−γiδ

li) (3.86)

The coefficients and exponents used in equations (3.85) and (3.86) are given in Table 3.4.
Regarding γi, it maintains the same definition as that presented for equation (3.83).

Lastly, the third term, κc(τ , δ), resorts to the thermal conductivity critical enhancementmodel
proposed by Olchowy and Sengers [88] used to evaluate the singular behavior of thermal
conductivity in the critical point vicinity

κc(τ , δ) = ρcp
kBR0T

6πξµ

(
Φ̂− Φ̂0

)
(3.87)

In equation 3.87, µ is the dynamic viscosity already presented in equation (3.80), whereas
Φ̂, Φ̂0, and ξ are defined by

Φ̂ =
2

π

[ (
cp − cv

cp

)
tan−1

(
ξ

qD

)
+

cv
cp

(
ξ

qD

) ]
(3.88)

Φ̂0 =
2

π

{
1− exp

[
−1

(ξ/qD)−1 + 1
3 (ξ/qD)

2 (ρc/ρ)2

] }
(3.89)

ξ = ξ0

[
χ̃ (T, ρ)− χ̃ (Tref, ρ) (Tref/T )

Γ

]v/γ
(3.90)

where χ̃ (T, ρ) is given by

χ̃ (T, ρ) =
pcρ

ρ2c

(
∂ρ

∂p

)
T

(3.91)

The isobaric and isochoric specific heats, cp and cv, along with χ̃ are calculated from the
EoS at the specified temperature and density. The remaining parameters both used in the
viscosity and thermal equations are presented in Tables 2.1 and 3.5. In addition, κc is set to
zero when ξ is negative or zero.

Figure 2.2 portrays the thermal conductivity evolution for different pressure levels. It is pos-
sible to observe that, in Figure 2.2, the effect of the critical point is considerably more pro-
nounced than for the dynamic viscosity case in Figure 2.1, as suggested by the 4MPa pressure
plot. Hence, the mathematical model could benefit from the addition of a critical enhance-
ment term in the thermal conductivity modeling to deal with the critical point singularity.
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Table 3.4: Coefficients and exponents of the thermal conductivity equation for nitrogen [87].

i Ni ti di li

1 1.511 − − −
2 2.117 −1.0 − −
3 −3.332 −0.7 − −
4 8.862 0.0 1 0

5 31.11 0.03 2 0

6 −73.13 0.2 3 1

7 20.03 0.8 4 2

8 −0.7096 0.6 8 2

9 0.2672 1.9 10 2

Table 3.5: Parameters used in the viscosity and thermal conductivity equations for nitrogen [87].

Parameter Value

ρc [mol · dm−3] 11.1839

M [g ·mol−1] 28.01348

θ [K] 98.94

σ [nm] 0.3656

ξ0 [nm] 0.17

qD [nm] 0.40

Tref [K] 252.384

kB [J ·K−1] 1.380658 × 10 −23

R [J ·mol−1 ·K−1] 8.3145

R0 1.01

Γ 0.055

γ 1.2415

v 0.63

For the Peng-Robinson EoS, the isobaric specific heat, cp, is calculated resorting to the de-
parture function formulation, i.e., is calculated as the sum of the ideal contribution with a
departure isobaric specific heat function. In the same way, as it was performed for the dy-
namic viscosity and thermal conductivity, this formulation is implemented through a UDF.

The ideal contribution, cp,ideal, adopted in this work is based on the formulation of Span et
al. [53] for nitrogen. According to the authors, this definition presents an average error of
less than 0.02% from the triple point to temperatures of 523 K and pressures up to 12 MPa.
cp,ideal is defined in equation (3.92), where u = 3364.011/T K.

cp,ideal
R

= 3.5 + 3.066469× 10−6T + 4.701240× 10−9T 2 − 3.987984× 10−13T 3 +

+ 1.012941
u2 exp(u)

[exp(u)− 1]2

(3.92)
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Additionally, the departure isobaric specific heat function, cp,departure, is calculated as pre-
sented in equation (3.93).

cp,departure = cv,departure −R− T
(∂V/∂T )2

(∂V/∂p)
(3.93)

In equation (3.93), the departure isochoric specific heat function, cv,departure, is calculated
by differentiating the equation for the departure of the internal energy with respect to the
temperature. Regarding the partial derivatives, they are calculated by differentiating the
EoS (equation (3.75)).

Ultimately, when resorting to a cubic EoS, the isobaric specific heat is given by

cp = cp,ideal −
cp,departure

M
(3.94)

The use of real gas formulations for the transport and thermodynamic properties enables the
mathematical model to capture the weak compressibility effects when resorting to an incom-
pressible but variable density approach. As the departure function formulation is used to
account for real gas effects in the evaluation of transport properties, thermodynamic prop-
erties, e.g., enthalpy, are also evaluated by the same principle.
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Chapter 4

Numerical Algorithm

The governing equations presented in the last chapter can be affected by a considerable
amount of error as a consequence of the adopted approximations. Albeit these can be re-
sponsible for a significant amount of error, they are not the only source of error. Having
defined the system of governing equations, they must be applied to a finite computational
domain. However, this process has an associated numerical error. As a result, this chap-
ter reviews the work performed in the numerical algorithm field. Section 4.1 introduces the
Finite Volume Method (FVM) used to discretize the governing equations system, where we
aim to maintain the numerical error as low as possible. Then, Section 4.2 presents a brief
explanation of the algorithm that defines the order in which every equation is calculated as
well as the methods used to prevent the appearance of the odd-even decoupling of pressure
and velocity. Finally, Section 4.3 reviews the initialization method employed and the de-
fined convergence criteria, while Section 4.4 discusses the under-relaxation used to control
the stability and convergence rate of the numerical computations.

4.1 Discretization

In this work, the Finite Volume Method (FVM) is utilized, where the integral formulation of
the conservation laws is discretized directly in the considered physical domain. This tech-
nique is considerably used in CFD, where one of its most notable advantages is associated
with the concept of conservative discretization.

Under the concept of the conservative formulation of the flow equations, it is now of the
utmost importance to preserve the global conservation of the basic flow quantities (mass,
momentum, and energy) at the discrete level. Nevertheless, such has an impact on the way
the discretization process is performed. In this sense, it has resorted to the noticeable ad-
vantage of the FVM, where the conservative discretization is automatically satisfied through
the direct discretization of the integral formulation of the conservation laws [70].

Considering an arbitrary subdivision of the control volume Ω into n subvolumes, in such a
way that Ω is equal to Ω1 +Ω2 + ...+Ωn, the conservation equation is applied to each of the
n finite subvolumes leading to the mutual cancellation of the internal surface fluxes, leaving
only the external contributions. By doing so, the scheme will remain conservative [70].

To introduce the discretization subject, let us consider the theoretical definition of the deriva-
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tive of a given function ϕ(x) at point x

∂ϕ

∂x
= lim

∆x→0

ϕ(x+∆x)− ϕ(x)

∆x
(4.1)

By removing the limit in equation (4.1), the result is a finite difference, thus portraying the
finite difference approximation used to obtain numerical solutions of differential equations.

With the application of a Taylor series development of ϕ(x+∆x) around ϕ(x), with∆x ̸= 0,
we have

ϕ(x+∆x) = ϕ(x) + ∆x
∂ϕ

∂x
+

∆x2

2!

∂2ϕ

∂x2
+

∆x3

3!

∂3ϕ

∂x3
+ ... (4.2)

or, alternatively,

ϕ(x+∆x)− ϕ(x)

∆x
=

∂ϕ

∂x
+

∆x

2!

∂2ϕ

∂x2
+

∆x2

3!

∂3ϕ

∂x3
+ ... =

∂ϕ

∂x
+O(∆x) (4.3)

In addition, if the truncation error O(x) is restricted to its dominant term, i.e., to the lower
power in ∆x, it is said that the truncation error goes to zero like the first power in ∆x and
the approximation is first order in∆x.

Equation (4.3) can still be rewritten for the case of a discrete domain with a finite number of
points, as represented in Figure 4.1, where we obtain

∂ϕC

∂x
=

ϕE − ϕC

∆xe
− ∆x

2!

∂2ϕC

∂x2
− ∆x2

3!

∂3ϕC

∂x3
=

ϕE − ϕC

∆xe
+O(∆x) (4.4)

This equation is considered a first-order forward difference.

Figure 4.1: Representation of a discrete domain with cell center values associated and its face values.

Furthermore, by replacing∆x with (−∆x) in the previous equation, the resulting relation is
termed a first-order backward difference

∂ϕC

∂x
=

ϕC − ϕW

∆xw
+

∆x

2!

∂2ϕC

∂x2
− ∆x2

3!

∂3ϕC

∂x3
=

ϕC − ϕW

∆xw
+O(∆x) (4.5)

Additionally, still with some interest, equations (4.4) and (4.5) can be added, thus leading to
a relation known as a second-order central difference

∂ϕC

∂x
=

ϕE − ϕW

∆xw +∆xe
− ∆x2

3!

∂3ϕC

∂x3
=

ϕE − ϕW

∆xw +∆xe
+O(∆x2) (4.6)
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or

∂ϕC

∂x
=

ϕe − ϕw

∆xC
+O(∆x2) (4.7)

While the principal numerical quantities, when resorting to the Finite Difference Method,
are the local function values at the mesh points, the FVM relies on a cell-averaged values
approach. In the FVM, a local finite volume (control volume) is associated with each mesh
point of a given grid. Then, the integral conservation laws are applied to each of these local
volumes. While in a finite difference approach, the discretized space is considered a set of
points, in the FVM, the discretized space is formed by a finite volume cells set, where each
cell is associated with each mesh point. This difference between the FVM and the Finite Dif-
ference Method is of the utmost importance. However, it is also necessary to know the face
values ϕw and ϕe, which are obtained, through interpolations, from the cell-centered val-
ues. There are several possibilities regarding the type of interpolation scheme to use where
crucial factors like the number of points used and their relative position preponderantly af-
fect the order of accuracy of the discretization scheme and how it handles different physical
phenomena [70].

Regarding the diffusion phenomenon, the diffusion of a given quantity is proportional to the
gradient of the corresponding quantity, where this phenomenon presents an isotropic be-
havior in all directions of the considered domain. With that in mind and one of the most
fundamental guidelines of numerical discretization, which states that the properties of a nu-
merical discretization scheme may never contradict the physical phenomena it intends to
describe, a central difference formula seemsmost appropriate to describe this phenomenon.
Therefore, the diffusive terms in the governing equations are discretized following a second-
order central scheme.

Concerning the discretization of the advective terms, the QUICK scheme [89] is employed.
This scheme is used to reduce the oscillatory and unstable behavior of the second-order
schemes and to handle the numerical diffusion that affects the first-order upwind schemes.

Due to the lack of extensive knowledge regarding mixing under supercritical conditions, ef-
forts have been made in the modeling area to complement the experimental research. How-
ever, one of the main difficulties that have been noted is the ability of numerical solvers to
maintain accuracy and stability in regions where large gradients of density and thermody-
namic quantities exist [90].

As a consequence of the strong thermodynamic nonlinearities in the vicinity of the Widom
line, small variations of density and/or energy may create pressure oscillations. In addition,
due to nonlinearities in the EoS and strong field gradients, the reconstructed pressure may
differ from the real physical pressure and, consequently, result in artificial pressure varia-
tions [90]. As a result, these non-physical pressure oscillations can pollute the accuracy of
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the solutions or even lead to the divergence of the calculation.

It is intended that, with the use of the QUICK scheme, the appearance of these non-physical
pressure oscillations is attenuated by the introduction of first-order upwinding. Such tends
to occur when a second-order central scheme is applied to the advective terms when the grid
Péclet number (Pe) is higher than two, i.e., advection is two times greater than diffusion.

The QUICK scheme introduced by Leonard [89] has the peculiarity of combining the high-
order accuracy with the directional behavior of upwind schemes, thus providing additional
stability for the advective terms in coarser meshes.

According to the illustrations in Figures 4.2a and 4.2b, the face values ϕe and ϕw are defined
by

ϕe =
1

2
(ϕC + ϕE)−

1

8
(ϕW + ϕE − 2ϕC) (4.8)

ϕw =
1

2
(ϕW + ϕC)−

1

8
(ϕWW + ϕC − 2ϕW ) (4.9)

φ
W

φ
C

φ
e

φ
E

u
e

φ
WW

(a) Interpolation of ϕe.
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w
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(b) Interpolation of ϕw.

Figure 4.2: Quadratic interpolation (adapted from [89]).

In addition, as can be observed, the slope of the parabola at ϕe is identical to the slope of
the chord linking ϕC with ϕE , thus meaning that the gradient can be defined as presented in
equation (4.7). In analogy to the upwind scheme, the direction of the interpolation is based
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on the velocity values. As a result, with this technique, the QUICK scheme achieves third-
order accuracy for the advective terms in a FVM approach [91].

4.2 Solution approach

A pressure-based algorithm is implemented in which the conservation of mass is achieved
not resorting to the continuity equation (3.44) but implicitly achieved through a pressure-
based continuity equation instead. This equation is obtained by taking the divergent of the
momentum equation (3.45) and introducing the condition ∂ρũi

∂xi
= 0.

Müller et al. [42] performedLES simulations, where a comparison ismadebetween adensity-
based and a pressure-based solution. The results comparison from the two solution ap-
proaches does not show any significant difference in the mean centerline density profiles.

The rationale for this method is presented by Jarczyk and Pfitzner [68], where a pressure-
based approach is chosen to avoid extra efforts in correcting the ill-conditioned solutionma-
trix while implementing a density-based solution approach.

In a first instance, fluid properties are calculated through the equations presented in Sec-
tions 3.6 and 3.7with either the initial conditions or the current solution values. In this group
of properties to be calculated, turbulent viscosity is also included. Subsequently, a system of
equations that includes the momentum and pressure-based continuity equations is solved
to obtain the velocity and pressure fields simultaneously. At a later stage, the energy equa-
tion (3.60) and the transport equations for turbulent variables, introduced in Section 3.4, are
solved until convergence is reached. A flowchart of the numerical procedure is presented in
Figure 4.3.

However, the pressure values at the cell faces in equation (3.45) are still required, hence
these must be interpolated from the cell-centered values. In a collocated grid scheme, both
the velocity and the pressure values needed for the interpolation are selected from the same
cell. Nevertheless, when calculating the pressure field on a collocated grid, oscillations in the
pressure fieldmay arise as a consequence of an odd-even decoupling of pressure and velocity,
i.e., that pressure and velocity do not affect one another on a specific point [70].

As a result, a staggered grid configuration [92] is used in this work, thus benefiting from the
consequence of eliminating the decoupling of the pressure and velocity fields as well as with
any possible oscillations. A peculiarity of this configuration is that the velocity and pressure
values are stored in different positions and for which the control volumes are no longer equal.
In addition, the pressure values are calculated directly for the cell face, thus eliminating the
need for interpolations.

53



Numerical study on nitrogen injection at trans- and supercritical conditions

Update properties

Simultaneously solve the system
of momentum and pressure-based

continuity equations

Solve energy, turbulence
and other scalar equations

Converged?

STOP

Yes

No

Figure 4.3: Pressure-based solution algorithm [68].

4.3 Initialization method and convergence criteria

Regarding the initialization method, a hybrid method is employed where boundary condi-
tions are introduced, such as the inlet velocity set to u0 from Table 5.1 and the absolute pres-
sure at the outlet set to p∞. The velocity and pressure fields calculated with the previous
methods are then introduced in the first cycle of the pressure-based algorithm represented
in Figure 4.3.

In the present work, convergence is achieved when all the conditions for the various equa-
tions in Table 4.1 are reached. The residuals perform a significant role, as they are used as
convergence criteria due to their link to the solution error. Such is related to the fact that
when this error tends to zero, so the residuals do [70]. This procedure is necessary consid-
ering that the exact solution is not known, making it impossible for the solution error to be
directly calculated.

Table 4.1: Convergence criteria.

Equation Absolute criteria

Continuity 1× 10−4

Momentum 1× 10−5

Energy 1× 10−5

Turbulent Kinetic Energy 1× 10−5

Turbulent Dissipation Rate 1× 10−5
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4.4 Under-relaxation

In this work, we have also resorted to the application of explicit under-relaxation, whose
purpose is to control the change in the value of a variable U , from a given iteration to the
following. Consequently, under-relaxationplays a preponderant role in the convergence rate,
as well as in the possible instabilities and oscillations that may arise (from its application).

Under-relaxation is then implemented through the introduction of an under-relaxation fac-
tor, θ, in such a way that

U = Uold + θ(U calculated − Uold) (4.10)

where U calculated is the calculated solution and Uold is the solution obtained at the previous
iteration. The under-relaxation factors used are presented in Table 4.2.

However, the solutions must be independent of the under-relaxation. In this way, under-
relaxation is applied in two distinct phases. In the first phase, a high level of under-relaxation
is applied to the variables that have reached convergence (Initial Relaxation Factors). Then,
a lower level of under-relaxation (Verification Relaxation Factor) is applied, letting the it-
erative solver restart from the last solution for about 100-200 iterations. If this lower level
of under-relaxation has no significant influence on the residuals, the solution is considered
independent. Considering that there is no noticeable disturbance in the residuals, it can be
concluded that the solution is independent. The influence of under-relaxation is only verified
on the speed and stability of convergence.

Table 4.2: Under-relaxation factors.

Variable Initial Relaxation Factor Verification Relaxation Factor

p 0.4 0.7

ρ 0.4 0.5

µt 0.4 0.7

k 0.4 0.7

ε 0.4 0.7

Momentum 0.4 0.7

Energy 0.4 0.5

Body Forces 0.5 0.7
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Chapter 5

Implementation

This chapter presents the experimental conditions of Oschwald and Schik [17] that are stud-
ied in this work. Therefore, this chapter is dedicated to the definition of the experimental
conditions to be numerically computed, where their distribution in relation to the Widom
line is clarified. Furthermore, the definition of the corresponding finite computational do-
main is presented in addition to the initial and boundary conditions.

5.1 Initial and boundary conditions

The experimental conditions of Oschwald and Schik [17] are the basis of comparison for the
present numerical study. In the experimental work, cryogenic nitrogen is injected at trans-
critical and supercritical conditions into a chamber filled with gaseous nitrogen at ambient
temperature. The injection and chamber conditions are presented in Table 5.1, where the
subscript inj concerns the injection conditions while subscript∞ regards the chamber con-
ditions.

Table 5.1: Experimental test matrix [17].

Case p∞ [MPa] uinj [m · s−1] Tinj [K] T∞ [K] ρinj [kg ·m−3] ρ∞ [kg ·m−3]

A4 4 5 140 298 150.70 45.42

B4 4 5 118 298 584.43 45.42

C4 4 20 100 298 707.65 45.42

A6 6 5 140 298 340.77 68.08

B6 6 5 118 298 610.03 68.08

C6 6 20 100 298 717.19 68.08

The experimental data of [17] was obtained resorting to the Raman scattering technique and
four windows in the test facility, thus allowing optical diagnostics.

In the present numerical study, six experimental cases are considered, divided between su-
percritical and transcritical conditions for two different pressure levels in the chamber, p∞,
4 and 6 MPa. There are also two levels for the injection velocity, uinj , of 5 and 20 m · s−1.
Regarding the injection temperatures, Tinj , there are three distinct temperature levels of 140
K, considerably above the critical temperature of nitrogen, and the levels of 118 K and 100

K, characterizing the transcritical jet behavior. Figure 5.1 depicts the experimental data dis-
tribution in relation to the Widom line.
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Figure 5.1: Experimental data distribution in relation to the Widom line (data from the NIST database) [26].

The experimental test case conditions can also be presented in dimensionless variables being
introduced in Table 5.2. The presented values include the reduced values of pressure, with
respect to the pressure in the chamber and temperature, in relation to its value at the injec-
tion. In addition, the ratio between density at injection and in the chamber is also presented.

With this representation, it is possible to identify every single test case position in relation to
the conditions at the critical point of nitrogen and substantiate that the injection conditions
have a dominant role and will determine jet behavior.

Table 5.2: Experimental test case conditions expressed as dimensionless variables.

Case p∞/pc Tinj/Tc ρinj/ρ∞

A4 1.17 1.11 3.34

B4 1.17 0.94 12.5

C4 1.17 0.79 15.7

A6 1.76 1.11 5.01

B6 1.76 0.94 8.99

C6 1.76 0.79 10.6

Based on the experimental setup of [17] depicted in Figure 5.2, the corresponding computa-
tional domain is portrayed in Figure 5.3, detailing the boundary conditions.
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x
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Figure 5.2: Test chamber [17].

A two-dimensional axisymmetric configuration is selected over a three-dimensional to re-
duce computational costs. The experiments presented by the authors were performed with
a nitrogen-free jet without any coaxial injection and, for this reason, the adopted geometry
only contains the central injector. The depicted chamber and injector have a diameter of 100
mm and 1.9mm and a length of 250mm and 88mm, respectively. Assuming that the chamber
is vertically aligned, the parameter fx in equation (3.45) is set to 9.81 m · s−2.

Inlet

SymmetryAxis

Outlet

AdiabaticWall

IsothermalWall

IsothermalWall

x/d0

Figure 5.3: Boundary conditions.

The computational domain contains five different boundary conditions. A constant axial ve-
locity profile equal to uinj is imposed at the inlet, following the values presented in Table 5.1.
In addition, the radial velocity component is set to zero. At the chamber and injector walls,
a no-slip condition is applied, where both the normal and tangential components of velocity
are set to zero.

A pressure outlet is defined with a gauge pressure of 0 MPa. In addition, the pressure values
at the outlet face are calculated by averaging the specified operating pressure of p∞ with the
internal pressure. Regarding the symmetry axis, the value of any specific property is equaled
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to that of the adjacent cell, and the normal derivatives are zero.

Concerning the boundary conditions, in the adiabatic chamber face-plate, the heat flux, de-
fined in equations (3.56) and (3.57), is set to zero. However, in the case of the isothermal
walls, i.e., the injector and chamber walls, the heat transfer is calculated through a Dirichlet
boundary condition, presented in equation (5.1), by imposing a constant wall temperature of
298 K,

q = hf (Tw − T∞) (5.1)

where hf represents the fluid heat transfer coefficient, Tw is the temperature at the wall, and
T∞ is the local fluid temperature.

The initial conditions for the turbulence quantities, the turbulent kinetic energy and turbu-
lent dissipation rate, are presented according to equations (5.2) and (5.3), respectively

k0 =
3

2
(Iu)2 (5.2)

ε0 =
C

3/4
µ k3/2

0.014l
(5.3)

In the previous equations, I is the turbulence intensity, set to 5%, per a preliminary study. In
addition, l is the characteristic length scale, considered to be equal to the injector diameter,
and the velocity scale, u, is equal to the injection velocity.
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Chapter 6

Results

This chapter presents the numerically obtained results for the experimental conditions of
Oschwald and Schik [17]. The chapter is divided into two sections: Section 6.1 reviews the
results concerning the supercritical injection cases (cases A4 and A6) and Section 6.2, where
the results regarding the transcritical injection cases (cases B4, B6, and C4, C6) are pre-
sented. Considering certain experimental case conditions operate in different regimes, sev-
eral grid independence studies are performed to assure that the numerically obtained results
are highly accurate and independent of the grid resolution. The numerically obtained axial
density distributions are presented as dimensionless variables, through a variable ρ∗, widely
used in the literature since it provides researchers with a common scale for comparison. The
injection and chamber conditions values are specific for each experimental case condition
and are presented in Tables 5.1 and 5.2. In addition, density field comparisons are performed
using the respective absolute density values.

6.1 Supercritical conditions

Figure 6.1 portrays the comparison between the results obtained for the axial density distri-
bution at the jet centerline for case A4 and the experimental data of Oschwald and Schik [17].
As a result, a new variable, ρ∗, widely used in the literature, thus allowing the comparison
between different existing studies, is introduced to describe the dimensionless density dis-
tribution. This variable is then defined by

ρ∗ =
ρ− ρ∞

ρinj − ρ∞
(6.1)

The values used to perform the nondimensionalization in each case, respectively, are pre-
sented in Table 5.1. Still, in the referred figure, x/d represents the axial distance from the
injector normalized by the injector’s diameter, d.

Among the results obtained, three different mesh refinement levels were evaluated to guar-
antee that grid resolution did not influence the results. In this sense, three structured or-
thogonal meshes of rectangular elements were studied: a coarse mesh with about 185 000
points, a fine one with 281 000, and a more refined mesh with 497 000 points. Consider-
ing that no significant variation between the slopes of the three configurations is depicted,
grid independence is achieved for the fine mesh. Resorting to the finest configuration does
not seem to justify considering that the gain in accuracy does not outweigh the additional
computational cost.
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Figure 6.1: Axial density distribution for case A4.

The case represented in Figure 6.1 is positioned in the gas-like supercritical regime, having
the crossing of the Widom line as a characteristic feature. As a consequence of crossing the
Widom line, a thermal breakup mechanism dominates over the mechanical breakup, where
it is no longer predominantly moved due to the entrainment of fluid, rather by large density
gradients consequent from temperature effects.

After a thorough analysis, a disintegrated core can be observed until x/d ≈ 6, where the axial
density starts to decrease right after the beginning of the chamber. It can also be noted that
the numerically obtained rate of decay until x/d ≈ 6 is slower than that of the experimental
data. Although there is no total agreement with the experimental data, a similar trend can
be observed from x/d ≈ 6, where the jet evolution starts to be dominated by the conditions
inside the chamber. This outcome is to be predicted, considering that no dense potential core
is formed.

Considering that the Widom line has already been crossed in gas-like supercritical condi-
tions, the pseudo-boiling phenomenon is not noted as it would be in the case of liquid-like
supercritical conditions. As a consequence, since pseudo-boiling effects do not need to be
overcome in gas-like conditions, less thermal energy is required to increase the temperature
of the system and decrease the density as it would when compared to a liquid-like case sce-
nario [27].

The axial density distribution for case A6 is represented in Figure 6.2, where the pressure is
increased from 4 MPa to 6 MPa. After analyzing the figure, it can be seen that the increase
in pressure conducts to a higher density of the nitrogen jet in the chamber. Such is expected
as the ratio ρinj/ρ∞ has increased from 3.34 to 5.01 from case A4 to case A6. Several dimen-
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Figure 6.2: Axial density distribution for case A6.

sionless variables of interest for the test cases at study can be consulted in Table 5.2. A direct
consequence of this pressure increase is the higher length of the disintegrated core, which
is now seen until x/d ≈ 7. After this stage, the conditions inside the chamber prevail once
again, thus dominating the jet development. Again a decrease in axial density is seen as soon
as the beginning of the combustion chamber.

From the analysis of Figures 6.1 and 6.2 it can be concluded that despite the different values
of pressure and density for cases A4 and A6 (see Table 5.1), they share some resemblance in
nature. The fact that both cases share a similar distribution in relation to the pseudo-boiling
point is also key for that resemblance. Figure 5.1 portrays the different test cases distribution
concerning the pseudo-boiling point.

For further comparison, the density fields of cases A4 and A6 are presented in Figure 6.3,
where the differences in density are emphasized. A new variable, r/d, is introduced, where r
is the radial distance measured from the origin set at the injector’s exit plane, normalized by
the injector’s diameter, d.

After examining both density fields, it is possible to verify that, inside the injector, i.e.,−15 <

x/d < 0, the heat transfer between the injector walls and the nitrogen jet preponderantly
affects the whole field and, in particular, the field at the jet centerline. As a consequence,
such leads to the presence of the disintegrated core observed in the previous results.
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Figure 6.3: Density field comparison between cases A4 and A6.
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6.2 Transcritical conditions

Figure 6.4 illustrates the results obtained for the axial density distribution at the jet centerline
for the experimental transcritical case B4. In the same way, as it was performed previously, a
new grid independence study was conducted owing to operating in a different regime. Thus,
it is intended that the new evaluated levels of mesh refinement are capable of assessing the
problem in such a way that highly accurate results are generated and, consequently, are in-
dependent of the grid resolution.
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Figure 6.4: Axial density distribution for case B4.

As it can be noted by an analysis of the experimental data, there are considerable fluctua-
tions in the experimental curve. In addition to the change in the second derivative, there is a
sudden increase of about 25% in the value of ρ∗ over a relatively small space interval at about
x/d = 10.

According to the definition introduced by Branam and Mayer [43] that define the potential
core as the region that contains some portion consisting of only injected fluid and the poten-
tial core length as the distance at which the centerline properties remain relatively constant
(specifically, density), a potential core length of about x/d ≈ 9.2 is observed. However, ac-
cording to the above definitions and the experimental evidence, no potential core is formed.

In this first section (until x/d ≈ 9.2), the transcritical jet develops until the critical value
of temperature is reached. After passing the critical point, the liquid-like supercritical jet
will, at a first stage, be unaffected by the conditions inside the chamber. Nevertheless, after
that, the conditions in the chamber finally dominate the jet evolution due to the increasing
preponderance of the large density gradients (ρinj/ρ∞ = 12.5) at about x/d ≈ 16, causing
pockets of dense fluid to start to smear the potential core.
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The axial density distribution for case B6 in contrast to the experimental data is represented
in Figure 6.5, where some differences are noted when compared to case B4.
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Figure 6.5: Axial density distribution for case B6.

In the first section of caseB6, although the density ratio is not as high as in caseB4 (ρinj/ρ∞ =

8.99), the high-density values lead to the same non-concordance between the experimental
and the numerical results. As noted in case B4, a slower decay of the centerline density, when
compared to the experimental results, is observed until x/d ≈ 7. After this point, the critical
temperature is surpassed, leading the jet to a supercritical liquid-like behavior, where the
density starts to decrease owing to the influence of the conditions in the chamber.

After comparing Figures 6.4 and 6.5, it can be seen that, from an overall point of view, a
better agreement is found between the experimental and the obtained numerical results for
caseB6 than for caseB4. This outcome could be justified by the closer proximity to the critical
pressure of nitrogen (pcrit ≈ 3.40 MPa) of case B4 than case B6, thus portraying that case B4
is more susceptible to experience the influence of the critical point and the region around it.

Furthermore, it is possible to verify that, for both cases, the ability to predict transcritical
jet behavior plays a crucial role in the outcome of the simulations, since after the critical
temperature is reached and the jets enter a supercritical regime, the numerically obtained
results can reproduce its characteristics. However, such happens at higher density levels
than those reported in the experimental evidence as a consequence of the lower rate of decay
observed for the transcritical region of the jets.

For further analysis, both cases’ density fields are represented in Figure 6.6. In this figure, it
is possible to see the reason for the referred low-density decay rates, as the evolution of the
jets occurs over a broader x/d interval and with reduced differences in density values when
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compared to cases A4 and A6, as a consequence of the heat transfer between the injector
walls and the nitrogen jets.

Figure 6.6: Density field comparison between cases B4 and B6.

Figure 6.7 depicts the numerical computed axial density distribution at the jet centerline for
the experimental transcritical case C4. As it was carried out previously, a new grid inde-
pendence study was conducted due to the presence of a different regime, thus ensuring that
the results are not only highly accurate but also independent of the grid resolution. For the
rationale previously presented, grid independence is achieved for the fine mesh.

As previously seen, a considerable fluctuation of the experimental curve can be observedwith
the change in the second derivative and a rapid decrease of about 25% near x/d ≈ 2. The
rate of decrease of the computed density is much faster until x/d ≈ 15, where the calculated
density values continue to decrease even further approaching the experimental data.

From the interpretation of the figure, a potential core of about x/d ≈ 8.6 can be observed.
However, according to the experimental data, no potential core is formed. Until this point,
the transcritical jet develops until reaching the critical temperature value. However, the rate
of decay obtained from the computations does not match the experimental results.

After surpassing the critical point, the nitrogen is then in a supercritical liquid-like state
where it will, at first, be unaffected by the conditions in the chamber. Nevertheless, as it
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Figure 6.7: Axial density distribution for case C4.

happened for case B4, the conditions in the chamber ultimately dominate over the jet evolu-
tion, as the large density gradients (ρinj/ρ∞ = 15.7) start to prevail in the jet disintegration
mechanism, leading to pockets of dense fluid to break.

Figure 6.8 shows a comparison between the computed axial density distribution for case C6
and the experimental evidence, that when in contrast to case C4, some resemblances and
differences are noted.
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Figure 6.8: Axial density distribution for case C6.
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In the first section of case C6, the high-density values (ρinj/ρ∞ = 10.06) lead to a similar
disparity between the experimental and numerical results. While analyzing the numerical
results, it can be observed a potential core until x/d ≈ 8.2, as opposed to the correspond-
ing experimental data. Experimentally, no core is predicted, and as soon as the combustion
chamber begins, the axial density starts to decrease. Nevertheless, after this point, the tem-
perature exceeds the critical temperature value, where a decrease in density can be seen due
to the influence of the conditions in the chamber, thus leading the jet to a liquid-like super-
critical behavior.

This time, when comparing cases C4 and C6, similar conclusions can be drawn from the
analysis of both axial density distributions. From a general perspective, case C6 presents
a better agreement between the experimental and numerical computations than case C4.
Such could be justified once more by the closer proximity to the critical pressure of nitrogen
of case C4 than case C6, thus contributing to the possibility that this proximity can have a
preponderant role in the results.

Analogously, the comparison of both density fields of cases C4 and C6 is made in Figure 6.9.
As heat transfer between the injector walls and the nitrogen jets can be observed, it is also
possible to see the density stratification and the different jet evolution in space, considering
both cases use distinct injection values (see Tables 5.1 and 5.2).

Figure 6.9: Density field comparison between cases C4 and C6.
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During the presentation and comparison of the numerically obtained results with the exper-
iments, some considerable differences were noticed for transcritical conditions. These dif-
ferences may be related to the nature of the measurements and the employed measurement
technique, the Raman scattering technique. Additionally, it must be taken into account that
the experimental measurements carried out by Oschwald and Schik [17] rely on the usage
of a considerably complex measurement technique, for which some assumptions need to be
considered. For instance, the authors assume that the Raman cross-section is constant.

Under the authors’ procedure, density is determined using the following relation

ρ(r) =
ρ∞
I∞

· I(r) (6.2)

where I is themeasuredRaman signal intensity, and I∞ is the average signal at specific radial
positions.

However, the Raman signal intensity calculation may present some challenges. The radial
distribution of the Raman signal is obtained by integrating the detected signal perpendicular
to the direction of the laser beam. Thus, the measured Raman signal intensity, I, can be
expressed, in a simplified way, as

I = βϑρElaser (6.3)

where β is a constant that includes equipment efficiency, geometry, and dependent factors
that is determined by experimental calibration, ϑ the Raman cross-section, ρ the species den-
sity, and Elaser the laser energy.

Despite the authors’ knowledge of the dependence of the Raman cross-section on density,
they did not correct their measurements due to a lack of accurate data. Thus, the densities
presented by the authors are derived fromRaman intensities under the assumption of a con-
stant Raman cross-section.

Regarding the experimental results, the authors point out that this assumption does not af-
fect the results of cases A4 and A6. However, that is not observed for cases B and C, where
an underestimation of the determined densities in the cold, dense flow region is expected.
According to the authors’ prediction, the obtained results may have an associated error of
30% for the worst cases. As a result, the experimental axial density distributions of cases B
and C can be seriously under-predicted, thus potentially leading to the noticeable disparity
of the results.

Another possibility that can explain the accentuated over-prediction of the numerical com-
putations over the experimental data is related to Raman scattering constraints [61]. For the
correction of the Raman images, it is required the separation of the Raman signal from any
background signal contribution. However, under these experimental conditions, there are
sharp density gradients that consequently result in large gradients of the refractive index. In
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addition, there are more effects of focussing within the cryogenic jet that play a significant
role in leading to an optical breakdown. In these regions, the isolation of the Raman signal
is not possible, where a reduction in laser power must exist so that no breakdown occurs.

Furthermore, under partially supercritical conditions, difficulties arise from the fact that the
Raman cross-section of liquid nitrogen is different from that of gaseous nitrogen. In addition,
there is no way to distinguish in a camera image where the transition lies between liquid and
gas and where to apply the respective cross-section. The reduction in laser power is also a
reality in these conditions to prevent any optical breakdown. In this subject, Mayer et al. [61]
also adds that in experiments close to critical conditions, it is not possible to avoid optical
breakdown completely. Thus, we could be confronting the image saturation issue of Raman
scattering, which has the proneness to under-predict density when dealing with large density
values as the ones we operate in this work.

In the description of the measurement procedure, Oschwald and Schik [17] report that the
cryogenic nitrogen was only injected during the time of a measurement at one location to
avoid the waste of nitrogen when moving the optics to a new measurement position. As a
result, after the beginning of themeasurement procedure at a new location, there was a tran-
sient time during which the fluid system cooled down. Figure 2.5 highlights the possibility
that a minor temperature variation may be associated with a considerable density variation.
Despite the care taken by the authors, a slight variation in the temperature determination
may be associated with the observed fluctuations in the experimental evidence. The authors
also add that the experimental case C4 suffers from beam steering and high background sig-
nal, thus affecting the accuracy of measurements. As a consequence of the large density
gradients in the near injector region, the evidence retrieved at the first location downstream
of the injector is not trustworthy [17].

Additionally, Oschwald et al. and Mayer et al. [17, 61] pointed out that measurements re-
sorting to the Raman scattering technique in high-density regions can also face additional
challenges due to the associated reduction of refracted radiation.

When radiation, e.g., a light beam irradiates a transparentmedium, some fraction of the light
is scattered in different directions. If the transparent medium contains particles of molec-
ular dimension, reduced scattered radiation with the same wavelength is detected. When
such happens, i.e., inelastic collisions where the energy of the impacting photon remains un-
altered, it is termed as Rayleigh scattering [58]. Raman and Krishnan [93] discovered in
1928 that additional diffuse radiation, besides that of Rayleigh scattering, is also present,
having a different wavelength. This wavelength shift represents the energy that is emitted or
absorbed by molecules. However, the resultant frequency depends upon the chemical struc-
ture of themolecules responsible for the scattering. Such represents a fundamental feature of
Raman scattering, as in this way, the resultant frequency can be used to identify themedium,
i.e., the substance in question. Furthermore, the widespread use of this technique in experi-
mental campaigns involving nitrogen injection under conditions such as those in this study
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can be explained, considering that nitrogen is one of the substances identifiable by Raman
scattering.

Considering the working principles of the Raman scattering, the referred reduction in re-
fracted radiation is due to the high refraction index that redirects a fraction of the signal along
the jet axis. Therefore, the density valuesmeasured in this region can be reasonably underes-
timated. Mayer et al. [61] reported that the measured maximum density is often lower than
the density that corresponds to the measured temperature and pressure. The authors then
exemplify stating that in case 3, the maximum measured density is 400 kg · m−3, whereas,
for the reported injection temperature of 126.9 K and pressure of 4 MPa, the corresponding
density value is 457.82 kg ·m−3 (data from [26]). Such represents a density prediction relative
error of 13.1%. While such constitutes a significant source of error along the potential core, it
has less influence downstream, considering that both the density gradients and the refraction
effects start to decrease. As a result, such can explain the overestimation of the numerically
obtained density values in the injector near region when compared to the experimental data
and the better agreement between both towards downstream.
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Chapter 7

Conclusions and Future Work

In the present numerical study, the behavior of nitrogen jets under transcritical and super-
critical gas-like conditions was numerically predicted, resorting to a RANS-based approach.
As a result, following the experimental data of [17], the injection of a single liquid nitrogen jet
into a chamber filled with supercritical nitrogen was investigated for different experimental
cases, varying the chamber pressure levels and the temperature and velocity injection lev-
els. Both the injector and the combustion chamber were considered in the computational
domain, with emphasis on the inclusion of the isothermal injector wall boundary condition.

The steady-state Favre-averaged conservation equations of mass, momentum, and energy
were used to deal with the incompressible but variable density conditions, characteristic
of the test cases at study. Hence, the density-weighted conservation equations were em-
ployed to account for the density variation effects. Concerning the turbulence modeling, the
adopted method was through the Boussinesq hypothesis and consequent modeling of the
turbulent viscosity, resorting to the standard k − ε turbulence model. As the ideal gas law
is no longer valid to describe the fluid behavior due to the highly nonlinear behavior of the
thermophysical properties at these conditions, the real gas behavior is addressed by resort-
ing to the cubic Peng-Robinson EoS and applying an accurate formulation to the transport
properties. A pressure-based algorithm was adopted where the velocity and pressure fields
were solved simultaneously. A staggered grid configuration was implemented along with
the QUICK scheme for the advective terms and second-order central differencing scheme for
the diffusive terms to prevent the appearance of non-physical pressure oscillations and the
odd-even decoupling of pressure and velocity.

With this, a mathematical formulation based on an incompressible but variable density ap-
proach capable of dealing with the strong temperature and density gradients and the non-
linear behavior of the thermodynamic properties characteristic of the flows inside the com-
bustion chamber of liquid rocket engines was proposed. Following the recent breakthroughs
in the literature, the inclusion of a thermal breakupmechanism based on the pseudo-boiling
theory to the classical mechanical breakup mechanism provided valuable insights into the
supercritical fluid behavior.

Six experimental conditions were analyzed, where two of those (cases A4 and A6) concerned
supercritical injection cases, and the remaining four (cases B4, B6, and C4, C6) regarded
transcritical injection configurations. For each experimental condition, a comparison be-
tween the numerically obtained axial density distributions at the jet centerline and the exper-
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imental results of Oschwald was conducted. In addition, density field comparisons between
each pair of the respective experimental conditions were performed where the effects of the
two used different chamber pressure levels (4 and 6 MPa) on the supercritical fluid behavior
could also be assessed.

Regarding the gas-like supercritical injection cases (cases A4 and A6), the numerically ob-
tained results attained a good approximation with the experimental data, both in terms of
the predicted jet behavior and magnitude of the experimental evidence. Albeit some differ-
ences in the near injector region where the axial density started to decrease right after the
beginning of the chamber, a disintegrated core was predicted in both cases. Considering the
predictions of disintegrated cores and that both cases are positioned in the gas-like super-
critical regime, with a characteristic feature of having already crossed the Widom line, these
may evidence the preponderance of the thermal breakdown mechanism under these condi-
tions. As the analysis of both cases’ density fields depicted, the heat transfer between the
injector walls and the cryogenic nitrogen jet inside the injector preponderantly affected the
entire field and, in particular, the field at the jet centerline. Such led to the presence of the
disintegrated cores. Despite the slightly higher disintegrated core length prediction for the
A6 case as a consequence of the pressure increase, both cases share a resemblance in na-
ture, albeit the different pressure and density values. The similar distribution concerning
the pseudo-boiling point of both cases was also crucial for this resemblance.

With regard to the transcritical injection cases (cases B4, B6, and C4, C6), only an approxi-
mation in jet behavior was achieved. Significant fluctuations were found in the experimental
curve for each of these case conditions. In addition, against the experimental data in every
experimental condition, a potential core was numerically predicted. Concerning the trans-
critical portion of the jet, a slower rate of decay of the axial density distribution was attained
in relation to the experimental evidence. The reason for these low-density decay rates is
a consequence of the heat transfer between the injector walls and the nitrogen jets, as jet
evolution takes place over broader intervals and with reduced differences in density when
compared to supercritical injection cases A4 and A6. After the potential core region, the crit-
ical temperature is exceeded, where the jet presents a liquid-like supercritical behavior, and
density starts to decrease owing to the influence of the conditions inside the chamber.

From a general point of view, the axial density distributions obtained from the numerical
computations for cases B6 and C6 were in better agreement with the experimental evidence
than those of cases B4 and C4, respectively. This consequence could be justified by the closer
proximity to the critical pressure of nitrogen of cases B4 and C4 than those of cases B6 and
C6, thus revealing themore proneness of cases B4 andC4 to suffer the influence of the critical
point and the region around it.

It was seen for these four transcritical injection cases that the capability to predict transcriti-
cal jet behavior is preponderant in the obtained numerical results. After the critical tempera-
ture value was attained and the nitrogen jets entered the supercritical domain the numerical
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solver could replicate their characteristics. However, such happened at higher density levels
than those of the experimental data owed to the lower-density decay rates obtained for the
transcritical portions of the jets.

In addition, some challenges arose from the use of Raman scattering, which was the mea-
surement technique used in the experimental study [17]. Between some simplifications em-
ployed and the nature of themeasurements, some considerable differences were obtained for
the transcritical injection conditions. Some possible causes for these differences were pre-
sented, e.g., possible measurements errors owed to the measurement technique complexity
and associated constraints under these severe conditions. However, the authors recognized
the admittance of some errors in the measurements, resulting from the considered assump-
tions. Although these assumptions did not affect the results of cases A4 and A6, the authors
predicted that the results obtained for cases B4, B6, and C4, C6may have an associated error
of 30% for the worst cases. As a result, the experimental axial density distributions for these
cases could be severely under-predicted, thus potentially leading to the noticeable dispar-
ity of the experimental evidence. Therefore, the overestimation of the numerically obtained
density values in the injector near region when compared to the experimental evidence and
the better agreement between both towards downstream thus could be explained.

With the validation of the proposed thermodynamic and numerical formulations for the in-
jection of nitrogen jets at transcritical and supercritical gas-like conditions, the following step
could be the acquisition of more accurate experimental data sets to allow the proper assess-
ment of the numerical solver performance in the capture of transcritical fluid behavior. In
particular, the experimental evidence improvement inside the injector and at the combustion
chamber entrance would be of the utmost importance, considering that it was demonstrated
the global preponderance of the phenomena that occur there.
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