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Resumo

Amodelação de fluidos em regimes supercríticos e transcríticos é levada a cabo em condições
características daquelas encontradas em motores foguete de propelente líquido, nos quais
a demanda por rendimentos mais elevados, para que sejam atingidos impulsos específicos
superiores, faz com que as condições nas câmaras de combustão excedam o ponto crítico de
combustíveis e oxidantes. No presente documento, azoto é utilizado como um substituto da
mistura oxigéniohidrogénio para que o comportamento turbulento das misturas possa ser
estudado sem as influências de efeitos de combustão e de reações químicas.

Por contraste com o uso generalizado na literatura de ferramentas computacionais com for
mulações compressíveis, aqui uma hipótese distinta é formulada e investigada, focada no
comportamento incompressível mas de massa volúmica variável de fluidos em condições su
percríticas e transcríticas. A hipótese incompressível mas de massa volúmica variável surge
da semelhança de visualização, nomeadamente da medição da eficiência da mistura através
do grau de abertura dos jatos. Este documento tem como objetivo avaliar as capacidades e
limitações de um método computacional (Reynoldsaveraged NavierStokes) desenvolvido
com base na hipótese incompressível mas de massa volúmica variável, quando aplicado em
condições transcríticas e supercríticas.

Baseado no conceito de breakup térmico proposto na literatura, a descrição mecânica de
um jato supercrítico é complementada, demonstrando que a quantidade de calor recebida
pelo jato dentro do injetor determina a possibilidade de uma transição de liquidlike para
uma condição de gaslike ter lugar. O decaimento axial da massa volúmica e da temperatura
de jatos supercríticos e transcríticos é previsto para um leque de condições e geometrias de
complexidade crescente, desde a injeção de uma espécie química, primeiro em regime super
crítico e depois transcrítico, num ambiente em repouso, até à injeção coaxial de uma e de
várias espécies.

Os resultados sugerem que a hipótese incompressível mas de massa volúmica variável é ca
paz de prever as condições experimentais com um bom grau de precisão, indo de encontro às
previsões de métodos mais complexos baseados em large eddy simulation. Ademais, a ne
cessidade de incluir o injetor nas simulações para uma descriçãomais precisa do escoamento
é demonstrada e os erros associados com a sua ausência avaliados através da comparação en
tre condições de fronteira adiabática e isotérmica. O método proposto demonstra também
a sua capacidade em prever o campo de temperatura, sendo que se trata de um dos poucos
métodos atualmente disponíveis validados em termos da massa volúmica e da temperatura.

Palavraschave
injeção em condições supercríticas; motores foguete de propelente líquido; escoamento de
massa volúmica variável; injeção coaxial
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Resumo Alargado

Amodelação de fluidos em regimes supercríticos e transcríticos é levada a cabo em condições
características daquelas encontradas em motores foguete de propelente líquido, nos quais a
demandapor rendimentosmais elevados para que sejamatingidos impulsos específicos supe
riores, faz com que as condições nas câmaras de combustão excedam o ponto crítico de com
bustíveis e oxidantes. Ferramentas numéricas precisas podem contribuir para uma redução
do tempo de desenvolvimento e do custo da próxima geração de lançadores espaciais. No
entanto, vários desafios subjacentes à modelação de fluidos nestes regimes são espectáveis,
sejam eles devido às suas próprias peculiaridades em termos das variações não lineares dos
diferentes parâmetros termofísicos ou ao processo de desenvolvimento dos veículos. No
presente documento, azoto é utilizado como um substituto da mistura oxigéniohidrogénio
para que o comportamento turbulento das misturas possa ser estudado sem as influências
de efeitos de combustão e de reações químicas. A mistura de fluidos não reativos é fixada
pela estrutura do escoamento, ao passo que em escoamentos reativos, reações químicas e
transmissão de calor contribuem para um grau de complexidade superior.

Por contraste com o uso generalizado na literatura de ferramentas computacionais com for
mulações compressíveis, aqui uma hipótese distinta é formulada e investigada, focada no
comportamento incompressível mas de massa volúmica variável de fluidos em condições su
percríticas e transcríticas. A hipótese incompressível mas de massa volúmica variável surge
da semelhança de visualização, nomeadamente da medição da eficiência da mistura através
do grau de abertura dos jatos. Este documento tem como objetivo avaliar as capacidades e
limitações de um método computacional (Reynoldsaveraged NavierStokes) desenvolvido
com base na hipótese incompressível mas de massa volúmica variável, quando aplicado em
condições transcríticas e supercríticas.

Baseado no conceito de breakup térmico proposto na literatura, a descrição mecânica de
um jato supercrítico é complementada, demonstrando que a quantidade de calor recebida
pelo jato dentro do injetor determina a possibilidade de uma transição, através da linha de
Widom de liquidlike para uma condição de gaslike ter lugar. Para injeção em condições de
liquidlike emque o jato não recebe energia suficiente para que a transição ocorra, uma região
densa de massa volúmica constante é formada na entrada da câmara de combustão, desig
nada comodense core. Por outro lado, quando a injeção ocorre em condições de gaslikeuma
região designada por sloped core é observada, o que mostra a influência do mecanismo de
breaukp térmico nestas condições. Esta análise demonstra que a quantificação da transmis
são de calor dentro do injetor é fundamental no sentido de dotar qualquer ferramenta com
putacional de capacidades preditivas. Deste modo, o decaimento axial da massa volúmica e
da temperatura de jatos supercríticos e transcríticos é previsto para um leque de condições
e geometrias de complexidade crescente, desde a injeção de uma espécie química primeiro
em regime supercrítico e depois transcrítico num ambiente em repouso, até à injeção coaxial
de uma e de várias espécies. A análise de injeção simples em condições supercríticas é com
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plementada com a descrição de injeção transcrítica, onde a temperatura se encontra abaixo
do ponto crítico, pelo que escoamento multifásico é espectável com consequente separação
de fases. Aqui demonstrase a capacidade do método em modelar o regime transcrítico em
termos do decaimento da massa volúmica e da abertura do jato em termos da quantidade
de movimento e da temperatura, sendo que este é mais elevado tendo em conta a temper
atura, o que demonstra que a propagação de calor é dominante em relação ao transporte da
quantidade de movimento. De seguida o método é posto à prova em configuração de injeção
coaxial, para validação do campo de temperatura sendo que o injetor apresenta um recesso
e as condições experimentais contemplam razões de velocidade (jato exterior para interior)
elevadas, condizentes com o limite de estabilidade da combustão em motor foguete de pro
pelente líquido. A zona de recirculação entre os jatos exterior e interior é capturada numeri
camente, permitindo a validação do campo de temperatura. Por fim, a análise é estendida a
uma configuração coaxial em que azoto é injetado pelo orifício principal e hidrogénio através
do orifício secundário. Ao passo que existem algumas incertezas em relação aos dados experi
mentais, o que não permite fazer uma comparação quantitativa, são demonstradas previsões
semelhantes de ferramentas computacionais compressíveis baseadas em large eddy simula
tion.

Os resultados sugerem que a hipótese incompressível mas de massa volúmica variável é ca
paz de prever as condições experimentais com um bom grau de precisão, indo de encontro
às previsões de métodos mais complexos baseados em large eddy simulation e direct nu
merical simulation. Ademais, a necessidade de incluir o injetor nas simulações para uma
descrição mais precisa do escoamento é demonstrada e os erros associados com a sua ausên
cia avaliados através da comparação entre condições de fronteira adiabática e isotérmica. O
método proposto demonstra também a sua capacidade em prever o campo de temperatura,
sendo que se trata de um dos poucos métodos atualmente disponíveis validados em termos
da massa volúmica e da temperatura.
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Abstract

The modeling of fluids at supercritical and transcritical regimes is addressed at conditions
characteristic of liquid propelled rocket engines, whose increasing performance demands
have led to conditions in the combustion chambers to exceed the critical point of both fuels
and oxidizers in the pursuit of higher specific impulses. In the present document, nitrogen is
used as a surrogate for the commonly encountered oxygenhydrogen mixture so that turbu
lencemixing can be looked into without influences from combustion and chemically reacting
effects.

In contrast to the widespread use of compressible formulations in the literature, a distinct
hypothesis is formulated and investigated, focusing on fluids’ incompressible but variable
density behavior at supercritical and transcritical conditions. The incompressible but vari
abledensity hypothesis arose from the similarity of visualization data, namely measuring
mixing efficiency through jet spreading rates. This document evaluates the capabilities and
limitations of a computational method (Reynoldsaveraged NavierStokes) developed based
on the incompressible variabledensity hypothesis when applied to supercritical and trans
critical conditions.

Based on the socalled ”thermal breakupmechanism concept” proposed in the literature, the
mechanical description of supercritical jets is complemented, demonstrating that the amount
of heat a jet receives inside the injector determines if a change from supercritical liquidto
gaslike condition takes place, highlighting the importance of including the injector flow in
the computations. Axial density and temperature decay rates of supercritical and transcriti
cal jets are predicted for a wide range of conditions and geometries of increasing complexity,
ranging from single species injection at supercritical and later transcritical conditions into
quiescent environments to coaxial single and multispecies configurations.

The results suggest that the incompressible but variable density hypothesis can sufficiently
replicate the experimental data, rivaling the predictions of more sophisticated methods rely
ing on large eddy simulation formulations. Moreover, the need to include the injector into
the computations for an accurate flow description is demonstrated. Furthermore, the errors
resulting from its absence are assessed and evaluated by comparing adiabatic and isothermal
boundary conditions. Finally, the proposed solver has also demonstrated its capabilities in
the temperature field predictions, making it one of the few solvers currently available to have
been validated in terms of density and temperature.

Keywords
supercritical injection; liquid rocket propulsion; variable density flows; coaxial injection
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Chapter 1

Introduction

For billions of years, crystal formation in aqueous solutions at supercritical conditions has
been a naturally occurring process in the depths of the planet [1]. However, only in the nine
teenth century has this process been reproduced in the laboratory to create mineral crystals.
In 1822 Cagniard de la Tour proved experimentally the existence of a critical temperature
above which a pure substance could exist as neither a liquid nor a gas but as a fluid [2]. From
this technological development to the conquest of the final frontier in the second half of the
twentieth century, the replication of the natural process where fluids enter a supercritical
state saw no end, and its applications rose in number and diversity [3, 4].

A fluid is considered in a supercritical state if both its pressure and temperature are above
their critical point values, which identify pure fluids’ characteristics. Additionally, the ratio
between a variable value and its value at the critical point is labeled a reduced property. In
this sense, reduced pressure and temperature are defined as Tr = T

Tc
and pr = p

pc
, respec

tively, with p the pressure, T the temperature, r reduced condition and c the critical point
condition. Consequently, reduced values of both pressure and temperature above 1 mean
the fluid is in a supercritical state, as depicted in Figure 1.1.

p

1

1

T

supercri cal

fluid

r

r0

Figure 1.1: Definition of the supercritical regime.
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1.1 Framework

In an age where space exploration is increasingly privatized, efforts are devoted toward the
improvement of alreadyavailable concepts and designs under constrained budgets and re
duced schedules to reduce costly trialanderror phases of development [5]. Accurate and
validated numerical tools may reduce new engines’ development time and costs for the next
generation of launchers. With the great demands and competition for cheaper and safer
launchers’ access to space, the design of advanced reusable launching vehicles (RLV) is re
quired to have a higher payloadtocost ratio and reliability [6].

The increasing performance demands of liquid rocket engines (LREs) have led to conditions
in the combustion chamber exceeding the critical point of both the fuels and oxidizers to
pursue higher specific impulses. In contrast to solid propelled rocket engines, LREs offer
higher specific impulses and launch abort capabilities. Generally, a rocket engine operates
as an energy conversion system [7] through the release of propellants’ molecules’ internal
energy, its acceleration, and release through the bellshaped nozzle.

A simple thermodynamic analysis of a rocket thrust chamber shows that the rocket size may
decrease as chamber pressure increases. However, this results in higher thrust chamber
stresses and heat transfer rates. For combustion, effects of increased chamber pressure de
crease dissociation of the product molecules and increase effective heat release, which leads
to higher specific impulse [8]. To produce a flame, fuel and an oxidizer are needed. The
fuel and oxidizer are called rocket propellants. If a lower flame temperature is desired, it is
usually better to have more fuel than an oxidizer, known as burning ”offratio” or ”fuelrich”.
This condition is less severe on the rocket engine than burning at stoichiometric oxygenrich
conditions.

The specific impulse, Isp, is defined as the thrust per unit weight flow at sea level, according
to equation 1.1, with T the thrust, g the gravitational acceleration, ṁ the mass flow rate, and
ve the nozzle exit velocity.

Isp =
T
gṁ

=
ve
g

(1.1)

Introducing steady and isentropic flow assumptions, an energy balance can be built (equa
tion 1.2), considering h + v2

2 , where h is the enthalpy and its definition for an ideal gas cpT ,
with∞ indicating conditions in the combustion chamber, and cp the isobaric specific heat.

cpTe +
v2e
2

= cpT∞ +
v2∞
2

(1.2)
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Finally, defining the isobaric specific heat as a function of the adiabatic index, γ, and the
ideal gas constantR, the equation describing the specific impulse of a liquid propelled rocket
engine is given according to equation 1.3.

Isp =
1

g

[
2γRT∞
γ − 1

(
1−

(
pe
p∞

) γ−1
γ

)]0.5
(1.3)

From equation 1.3 we can evaluate the conditions that make it possible to achieve a high
specific impulse. It can be concluded that the combustion temperature (T∞) needs to be
high. This temperature results from the chemical interaction between fuel and oxidizers,
whose molecular weight needs to be low. For example, considering the combination of oxy
gen/hydrogen, the mixture will burn at a specific temperature, the socalled adiabatic flame
temperature, whose value arises from the heat of reaction. In this sense, the specific impulse
depends on the propellants used to adjust the fueltooxidizer ratio. In particular, LRE per
formance is greatly influenced by propellant mixing near the injector. Equation 1.3 indicates
that besides adjusting the fueltooxidizer ratio, the only option remaining to increase the
specific impulse is the increase in engine operating pressure leading mixtures to supercriti
cal regimes, where due to the vanishing surface tension, propellant atomization does not take
place, resulting in propellant and oxidizermixing to be sensitive to variations in pressure and
temperature [9].

The improved performance of LREs associated with operation at highpressure conditions
[10] is not restricted to the pursuit of an improved specific impulse or even to rocket propul
sion. The trend of increasingly higher engine operating pressure, seeking combustion effi
ciency and higher energy conversion rates extends to internal combustion engines [11, 12]
and gas turbines [13, 14] alike. In addition, more efficient power combustion systems are
also desired to reduce emissions. In fact, according to Figure 1.2 detailing the Air Transport
Action Group (ATAG) goals, 50% of the reduction in the world’s emissions of carbon dioxide
(CO2) until 2050 is expected to be achieved through the reduction of aircraft fuel burn. Since
the level of emissions is determined by the combustion of fuels or propellants, highefficiency,
and clean combustion technologies are currently being explored [15, 16].

Fuel burn optimization is the common ground between rocket engines, gas turbines, and
internal combustion engines, built upon the efficiency gains determined by high pressure
and temperature conditions.

In fuel injection phenomena, both fuels and oxidizers’ operating conditions can exceed their
critical point as a means to increase the engine’s efficiency [18–20]. A gas can be converted
to a liquid at an arbitrary constant temperature by increasing the pressure. As temperature
increases, so does the kinetic energy of the molecules, requiring a higher pressure to bring
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Figure 1.2: Schematics of the Air Transport Action Group (ATAG) goals and change drivers [17].

the gas to a liquid. The critical temperature marks when a transition to the liquid phase is no
longer possible, no matter the applied pressure. The vapor pressure at the critical temper
ature is defined as the critical pressure. The critical point then marks the end of the vapor
pressure line, where both temperature and pressure reach their critical values.

Supercritical mixing layers occur, for example, in various combustion engines and the plane
tary atmospheres of Jupiter and Venus. The deepest parts of Venus’ atmosphere behave like
a supercritical fluid [21], where the mixtures’ molecular diffusion coefficient includes terms
due to composition, temperature, and pressure gradients. On the other hand, gas giants
such as Saturn and Jupiter have their atmospheres comprised mostly of supercritical hydro
gen (H2) [22, 23]. Other examples of naturally occurring supercritical phenomena include
hydrothermal vents [24], volcanic lava and oil in underwater reservoirs [25] and supercriti
cal water (H2O) in underwater volcanoes [3]. Supercritical H2O is also used as a coolant in
nuclear reactors [26–28]. Supercritical fluids are broadly used in chemicalrelated applica
tions [4], for instance, in the pharmaceutical industry as solvents [29, 30].

The versatility of supercritical fluids results from their particular thermophysical properties
[4], which can be tuned to best suit any particular application.

1.2 Liquid Rocket Engines Operation

A widely used propellant combination in liquid rocket engines is liquid oxygenhydrogen
(LOXH2), where LOX works as an oxidizer injected through a central orifice with a coflow
ingH2 streamworking as a fuel. Propellants are injected into the thrust chamber by a coaxial
injector (Figure 1.3), a configuration to be analyzed in detail in the present thesis and which
can be encountered in several systems (old and new), such as the space shuttle main engine
(SSME), depicted in Figure 1.4. LOX has been the choice of oxidizer since the V2 rockets in
the 1940’s [31].
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Figure 1.3: Example of a shear coaxial injector, adapted from Davis and Chehroudi [32].

The main component of the rocket engine which determines mixing characteristics and effi
ciency is the injector [33, 34]. Injection, incredibly close to the injector exit plane, determines
mixing efficiency and disintegration [35] due to varying surface tension in multicomponent
mixing [36]. The study of injection is a challenging task due to the coupling of different phe
nomena such as diffusion, mixing, and combustion [37]. From Reynoldsaveraged Navier
Stokes (RANS) to large eddy simulation (LES), Tucker et al. [38] compared the fidelity re
quired to accurately model the injector flow field while maintaining the computational load
within reasonable parameters. In this regard, the study of injection phenomena has evolved
substantially from the dilute spray region analysis, located downstream from the injector
exit plane [39]. For example, recent experimental results [10] show how the change of fluid
properties at supercritical injection affects mixing, where it was concluded that for single
component mixing of fluoroketone injected into fluoroketone at different temperatures, mix
ing behavior is enhanced as the injected jet temperature increases.

In the coaxial injector, the two jets mix at the injector exit leading to interactions in the shear
layer resulting in the jet breakup and the release of heat to produce thrust [32]. The dis
tinction between jet and spray is based on the objective [25]. When dealing with the disin
tegration of fluid columns, the terminology jet is used, while when the objective is to track
droplets that are separated from the jet, the term spray is more appropriate. However, oxy
gen is injected in a transcritical state (with its temperature below the critical point), while
hydrogen is injected at supercritical conditions after being used for regenerative cooling. An
experimental study was conducted by Kobayashi et al. [37] on the application of H2 for re
generative cooling, while Ma et al. [40] considered the relevance of regenerative cooling in
rocket engines, where one of the propellants is used to cool the combustion chamber prior to

5



Saturn V Space Shuttle

Space Launch System Ariane 6

Figure 1.4: Historical Liquid Rocket Engines operating on LOxH2 propellant mixture (National Aeronautics
and Space Administration (NASA) and European Space Agency (ESA)).

injection. Here, thermal stratification and wall heat fluxes [41, 42] play a significant role and
lead to similar challenges as the modeling of injector flow and heat transfer. Additionally,
conventional hydrocarbon fuels are being considered as coolants in new aircraft engine con
cepts [43]. Thermal stratification taking place in the cooling channels [44] and injectors [45]
of liquid rocket engines is a challenge to the design of such systems, where the variations of
thermophysical properties limit the fidelity of Nussel numberbased correlations [46].

The LOXH2mixture does not have a single critical point, as defined for pure fluids, but criti
cal mixing lines [47], owing to the different critical point conditions of the individual species,
depending on the amount of each chemical species at a given time. In order to study the be
havior of such a mixture without the inclusion of combustion and reacting effects, nitrogen
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is employed [48] as a surrogate for its chemical similarity with oxygen.

1.3 Challenges

Challenges associated with themodeling of flows at transcritical and supercritical conditions
can either derive from the complexities and nonlinear behaviors of the various thermophys
ical parameters or from the development process of vehicles that operate at such conditions.

The increasing role of the private sector as a primary stakeholder in the space industry con
tributes to an improvement of already available concepts with restricted budgets and short
ened development cycles, mitigating the trialanderror phase of development to achieve a
higher payloadtocost ratio. At the same time, competition between companies increases
the number of proprietary studies, which are needed by the scientific community to validate
numerical solvers and solutions [49] and to develop generalizations at the expense of sophis
ticated equipment and complicated measurement techniques. For example, direct measure
ments of velocities and temperature distributions are difficult [50] due to the high pressures
and the small diameters of injectors, making it a challenge to obtain relevant and needed
quantitative measurements without perturbing the flow. Usually, sophisticated experimen
tal techniques [12, 51] such as spectroscopy have been used through the years [52].

On the other hand, thermodynamic singularities, which refer to the nonlinear behavior of
thermodynamic properties at the critical point, need to be accurately replicated in any nu
merical effort dedicated to the successful description of supercritical fluid behavior. For
example, when the isobaric specific heat becomes infinite at the critical point, the surface
tension and latent heat become zero. Besides, the discontinuity between the liquid and gas
phases observed at subcritical conditions disappears, resulting in singlephase behavior un
der supercritical conditions [53]. The resulting fluid will have liquidlike density and gaslike
properties, with mass diffusion replacing vaporization as the governing parameter, dominat
ing the jet atomization process.

Consequently, contradictions in theories between subcritical, transcritical, and supercritical
conditions hinder the development of models which can accurately replicate the transition
from one regime to the other, characterizing typical engine operation, such as in the case of
jet engines, where operational regimes change between takeoff/landing and cruise [54] or in
LRE,where themixing betweenpropellants and oxidizers could lead to conditions in the com
bustion chamber below the critical point of an individual chemical species. Highpressure
conditions in multicomponent mixtures led Harstad and Bellan [55] to propose a modified
Lewis number formulation. For example, theories of liquid jet breakup in multiphase flows
assume that the pressure and temperature are much lower than their critical values with
clearly defined boundaries between liquid and gas, which is not the case at supercritical con
ditions [56] or at transcritical conditions where diffuse interfaces are expected [57].

The effectiveness of a computational method to replicate the behavior of flows under super
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critical conditions depends on several factors, ranging from physical models that accurately
capture the nonlinear behavior of the various thermophysical parameters to relevant exper
imental data for its validation and mathematical models with the ability to simulate the flow
behavior. In this way, numerical solvers are validated using the relatively small number of
available quantitative experimental data sets [35, 58–64]. While the density is retrieved us
ing a real gas equation of state (EoS), the description of derived caloric properties makes use
of the departure function formalism. In addition, relevant conditions at injection which are
not available from current experimental data [65] and a broader range of experimental condi
tions describing mixing between various chemical species would allow for the generalization
of conclusions and extend current theories.

1.4 Objectives and Structure

1.4.1 Objectives

This thesis aims at evaluating and demonstrating the suitability of an incompressible but
variable density approach [66] as an effective way of describing transcritical and supercriti
cal fluid behavior. First, Barata et al. [66] employed the incompressible but variable density
approach by solving the conservation equations for mass and momentum, complemented
with the mixture fraction definition, which is uniquely related to scalars such as temperature
and density under the assumption of chemical equilibrium. Later, Antunes [67] introduced
energy conservation in the formulation and replaced the mixture fraction with different real
gas EoS and the description of transport properties through the departure function formal
ism.

Amore indepth and broader evaluation of the incompressible but variable density approach
is carried out in the present work. Different injection configurations are evaluated, ranging
from single and coaxial to multicomponent mixing focusing on nearinjector behavior and
mixing layer formation, which is naturally formed from the interaction between two fluids
moving with relative parallel velocity.

The analysis is restricted to nonreacting configurations. The mixing of nonreactive fluids
is fixed by the flow structure [68], while in the case of reactive fluids, chemical reactions and
heat transfer add another degree of complexity to the problem. By focusing mainly on nitro
gen, single and multispecies mixing layers can be modeled as representative of the mixing
between hydrogen and oxygen in most LRE configurations. Since combustion is controlled
in part by the mixing between fuel and oxidizer, surrogate nonreacting species can be used
to study the influence of density and velocity ratios [32]. In particular, N2–H2 was used to
model LOX–H2mixture. However, in order to gain insight into the mixture behavior inside
the thrust chamber of a given liquid rocket engine operating with a bipropellant mixture (i.
e. oxygen–hydrogen), the temperature and pressure range of the surrogate nitrogen need
to be defined as representative of the actual phenomena occurring in the chamber [35]. In
other words, if oxygen and hydrogen are injected into the combustion chamber separately
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and at supercritical conditions, the resulting mixing behavior can be characterized by varia
tions of temperature that are locally lower than the critical mixing temperature, putting the
mixture in the transcritical regime, from where the conditions in the chamber would lead
to an increase in the mixing temperature, which would eventually cross the critical point,
approaching supercritical liquidlike conditions, be subjected to pseudoboiling effects, and
ultimately cross the Widom line [53] into supercritical gaslike conditions, if enough heat is
received by the jet. Each of these effects and regimes has very particular natures which need
to be understood and replicated in any numerical effort attempting to predict and model the
behavior of fluids under these conditions, which is the focus of the work carried out.

1.4.2 Structure

The present document is organized as follows:

• Firstly, in Chapter 2, details about supercritical and transcritical fluid behavior are ex
plored by looking into the nonlinear behavior of thermophysical properties, the physi
cal meaning of transition at supercritical conditions, and the distinctmechanisms char
acterizing injection at subcritical and supercritical conditions.

• Secondly, Chapters 3 and 4 frame the fundamental and physical laws and the discretiza
tion of the physical domain. Here the incompressible but variable density hypothesis
to be tested is formulated, and its implications addressed.

• Thirdly, several injection configurations are tested, considering the flow stratification
inside the injector. These range from single species injection at supercritical conditions
in Chapter 5 to transcritical injection in Chapter 6. Single species coaxial injection is
addressed in Chapter 7 alongside the temperature field validation. A coaxial multi
species injection is analyzed in Chapter 8.

• Finally, the main findings are summarized in the conclusions, highlighting the main
contributions and making suggestions for future work.
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Chapter 2

Characterization of the Supercritical Regime

Supercritical and transcritical conditions are going to be thoroughly investigated in this work.
As a result, the supercritical and transcritical regimes are defined in the present chapter,
while the distinct nature of the critical point for pure fluids and mixtures is described. Fur
thermore, in light of recent research, themeaning of phase change at supercritical conditions
and phase separation under transcritical ones is looked into, and the implications for the
flow modeling are assessed. Lastly, available experimental data is reviewed to distinguish
between qualitative and quantitative experiments and establish which thermophysical pa
rameters replicated numerically can be compared and validated against experiments.

2.1 Introduction

The increasing performance demands of rocket engines have led to conditions in the com
bustion chamber that exceed the critical point of both the fuels and oxidizers, entering the
domain of supercritical fluids. The critical point delimits the supercritical regime and is char
acterized by pressure and temperature values that become identifiers in the case of pure flu
ids. Thermodynamic singularities, which refer to the singular behavior of thermodynamic
properties at the critical point, need to be accurately replicated in any numerical effort dedi
cated to the successful description of supercritical fluid behavior. When the isobaric specific
heat becomes infinite, the surface tension and latent heat become zero. Since the kinematic
viscosity of supercritical fluids is lower than that of correspondent liquid and gas phases [69],
the Reynolds number is conversely higher for the same velocity, potentiating the formation
of a turbulent flow. Besides, the discontinuity between the liquid and gas phases observed
at subcritical conditions disappears, resulting in singlephase behavior under supercritical
conditions [70]. In such situations, the injection cannot be thought of as leading to spray
formation but as describing a fluidfluid mixing process [71]. However, singlephase behav
ior does not imply a uniform behavior across the supercritical regime. In fact, Banuti and
Hannemann [45] introduce the concept of thermal disintegration as complementary to the
pure mechanical description of supercritical jet disintegration. The research carried out in
this manuscript is built upon the mechanical and thermal disintegration concepts [45].

As a result of the surface tension being zero, fingerlike structures would dissolve into the
flow [72, 73], instead of breaking into several droplets and ligaments. In the case of coaxial
injection at constant injection velocity, as the pressure in the chamber increases progres
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sively, smaller structures detach from the central jet [74]. The exact mechanism responsible
for the formation of these fingerlike structures is not yet understood [75]. Energy dissipation
becomes dominant at this point due to the decrease in density, with LES studies [76] demon
strating that the large density gradients between the jet and the chamber environment hinder
the development of Kelvin–Helmholtz vortical structures, thus delaying the breakup.

After the critical point is reached, further increases in pressure and temperature may result
in the fluid entering the socalled Widom region [77], separating supercritical liquid and
gaslike behavior. Here, several Widom lines have been studied [58, 77, 78] as consequences
of singularities in different thermodynamic response functions. These can be characterized
by a local maximum or an inflection point. In particular, the response functions associated
with the maxima in isobaric specific heat and compressibility are of particular interest [58].

2.2 Classification According to the Critical Point Positioning

According to the positioning concerning the critical point values for temperature and pres
sure, four different regimes are typically identified. A fluid is considered in a supercritical
state if both its pressure and temperature are above their critical point values. On the other
hand, if pressure and temperature are below their critical point values, a subcritical fluid is
present. The commonly represented fluid state diagram lies in this region, with gas, liquid,
and solid phases and the corresponding coexistence lines. Combining values of pressure and
temperature below or over the critical point, twomore regimes can be defined: a superheated
regime, in the case of pressure below the critical point and temperature over it, and a trans
critical regime, in the case of pressure above the critical point value and temperature below it.
A compressed liquid is observed in the transcritical regime until the temperature is elevated
above the critical point value. Currently, this regime is the one less understood by the current
state of the science. In the superheated regime, a behavior close to an ideal gas is expected.
The representation of these four regimes is made in Figure 2.1.

When a fluid reaches its critical point, mass diffusivity, surface tension, and latent heat are
zero, while isentropic compressibility, specific heat, and thermal conductivity tend to infinity.
Critical divergence is defined by Zong et al. [79] as the evolution of specific heat to infinity
and thermal diffusivity to zero. The distinction between liquid and gas phases disappears,
and the terminology fluid is used. At the same time, diffusion coefficients become functions
of pressure, in addition to temperature, while the solubility of the gas phase in the liquid
phase increases significantly at high pressures [80]. The disappearance of latent heat leads
to mass diffusion being the governing parameter instead of vaporization. The absence of
surface tension causes the diffusion process to dominate over the jet atomization. Since va
porization does not occur at supercritical conditions, DeSouza and Segal [81] propose the use
of ’emission rate’ and ’emission constant’ to describe mixing at supercritical conditions.

It is well known that in a subcritical injection, surface instabilities are responsible for the liq
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Figure 2.1: Regime definition according the critical point.

uid jet atomization, small discrete ligaments begin to break up, and droplets are ejected from
the jet core [72]. In a supercritical injection, however, the breakup mechanics are entirely
different. Mayer [82] describes one of the main characteristics of supercritical fluids as the
impossibility of a twophase flow. Similar effects are reported by Oschwald et al. [72], where
the surface tension is measured for oxygen from subcritical temperatures, with higher val
ues, up to the critical temperature, for which it completely vanishes. Several other authors
describe this breakup mechanism where the drops and ligaments are no longer detected,
and no distinct surface interface can be determined. Mayer [82] notes that this disintegra
tion mechanism more closely resembles turbulent and diffusive mixing than the traditional
jet disintegration and Banuti and Hannemann [45] describe a thermalbreakup mechanism
where the limit of the jet core is defined by the transition of the fluid across the pseudocritical
line.

2.3 From Subcritical to Supercritical Conditions

In the subcritical regime, a distinct interface between liquid and gas phases is clearly visi
ble [83]. For example, Figure 2.2 depicts the injection of liquid nitrogen at three different
reduced pressures: 0.91, 1.22 and 2.71 (from left to right) into a chamber filled with nitrogen
at 300K.

The first case corresponds to the classical jet disintegration process under subcritical con
ditions, where ligaments and droplets are visible separating from the jet. According to Os
chwald et al. [72], it corresponds to the secondwind induced jet breakup mode, being the
theory of Rayleigh [84] on jet disintegration suitable for its description. As the critical point
is crossed, in the middle case, no droplets are visible. Instead, thread or fingerlike struc
tures are formed, dissolving rather than breaking in the classical mechanical theory. At
present, LagarzaCortés et al. [75] indicate that no model exists capable of predicting the
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Figure 2.2: Single species nitrogen injection into nitrogen analysis from sub to supercritical conditions,
from Oschwald et al. [72]. From left to right: pr = 0.91, 1.22 and 2.71.

formation of the threadlike structures, while Cho et al. [85] studied nitrogen injection from
subcritical to supercritical conditions from a swirl injector, concluding that the flow structure
is highly affected by the phasechange process. Lastly, as the reduced pressure increases fur
ther to 2.71, the jet resembles subcritical gaseous jets.

As the jet is heated up past the critical point, a condition is reached where heat does not
contribute to a discernible temperature increase [86] but to the jet expansion.

Shadowgraph results such as the one depicted in Figure 2.2 indicated a need to evolve from
Lagrangian droplet tracking methods [87] to continuous Eulerian approaches [88]. In this
way, research evolved from the study of droplets [25, 31, 89–96], also considering micro
gravity conditions in order for their behavior not be influenced by natural convection (in
duced by buoyancy) [97–101], modeled through EulerianLagrangian formulations [102], to
wards jets and shear layer dynamics [25, 96].

The jet’s structure can then be divided into three distinct regions: a potential core, a transi
tion, and a fully developed region [59], as depicted in Figure 2.3. The potential core length
is the distance at which the centerline density remains relatively constant (typically, 99% is
taken as the delimiting factor). Further downstream, there is a selfsimilar region in which
the absolute values of the flow variables can still change. Still, their radial profiles are no
longer a function of axial direction. In between lies the transition region, characterized by
turbulent and diffusivemixing. As the potential core breaks and the density decreases, dense
pockets of liquidlike nitrogen are separated from the jet core, leading to an increase in den
sity fluctuations. Energy dissipation becomes dominant at this point due to the decrease in
density, with LES studies [76] demonstrating that the large density gradients between the jet
and the chamber environment hinder the development of KelvinHelmholtz vortical struc
tures, thus delaying the breakup.
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Figure 2.3: Schematic representation of the jet mixing flow field [59].

2.4 The Physical Meaning of Transition at Supercritical Con

ditions

As it is well known, the critical point marks the end of the coexistence line between liquid
and gas phases, characteristic of subcritical conditions. After this point, the discontinuities
cease to be since both liquid and gas merge into one another, reaching the same values at the
critical point. Since nomacroscopic interface is seen at the region near the critical point, a de
bate was sparked if a phase change due to the large density gradients in this region occurred.
Eventually, the existence of a microscopic interface was demonstrated [103, 104]. Nishikawa
and Tanaka [105] performed xray measurements on supercritical CO2 showing how the
gasliquid coexistence line extends towards the supercritical regime, while Tsuchiya et al.
[106], through spectroscopy in supercritical H2O and CO2 demonstrated that the supercriti
cal regime is not homogeneous, identifying two states: liquidlike and gaslike.

While it has been shown by Santoro and Gorelli [107], Simeoni et al. [108] and Maxim et al.
[109], for example, that a fluid in a supercritical state is not homogeneous, instead of being
characterized by pseudo liquid and gaseous states, the processes involved are not yet fully un
derstood, and the definition of transition is surrounded in some ambiguities. In an attempt to
solve some of the underlying contradictions, Banuti et al. [110] performmolecular dynamics
simulations to argon, dividing transitions at the supercritical fluid state into two categories:
a thermodynamic one, with amacroscopic nature, and a dynamic one, microscopic. The ther
modynamic transition corresponds to the crossover across the Widom line, representing a
continuation of the coexistence line at supercritical conditions. For its resemblance to the
phenomenon of subcritical boiling, it is also labeled a pseudoboiling line. On the other hand,
the dynamic transition is related to the Frenkel line, marking the division from a ”rigid” liq
uid state to the ”nonrigid” gaslike fluid state, of particular importance in the modeling of
planetary gas giants as Jupiter and Saturn [23]. This phenomenon is universal in systems
where a liquidgas transition is not present [111]. Additionally, Yang et al. [112] also perform
molecular dynamic analysis to determine the location of the Frenkel line for water, methane,
and carbon dioxide and discuss the relationship between the Frenkel line location and the
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solubility maxima. Additionally, Bolmatov et al. [113] debates the fact that relatively simple
microscopic theories could be capable of predicting supercritical transition. For binary mix
tures of Ar and N2, Fu et al. [114] assessed the shear layer growth. The conclusions drawn
by Banuti et al. [110], in the form of a revised phase state diagram (Figure 2.4), are adopted
into the present work.

Figure 2.4: Transition across the Widom line from liquidlike to gaslike conditions [110].

The transition across the Widom line is only physically relevant for pc < p < 3pc, where the
phenomenon of pseudoboiling can be tracked by the locus of themaxima in isobaric specific
heat [53]. The reason for the approximation of the Widom line to the locus of the maxima in
isobaric specific heat is also addressed and justified by the lack of correlation lengths to esti
mate the microscopic interface. In fact, several Widom lines are possible depending on the
thermodynamic property considered [115] such as heat capacity, compressibility coefficient,
and density, whichmerge asymptotic into one [115] as the critical point is approached. If this
state is then heated to T > 2.5Tc, the supercritical fluid behaves as an ideal gas. Kobayashi
et al. [37] experimentally confirmed the disappearance of the peak in isobaric specific heat
for hydrogen with a reduced temperature higher than 2 and reduced pressure higher than 10.
The existence of both the Widom line and the pseudoboiling phenomena has been experi
mentally verified for water by Maxim et al. [109] and later analyzed quantitatively [115]. On
the other hand, a quantitative theory of pseudoboiling has been proposed by Banuti [53],
where it is explained that at supercritical conditions and in contrast to the subcritical case,
the energy supplied to the fluid is used to overcomemolecular attraction and to raise its tem
perature, corresponding to structural and thermal contributions. This differentiation will
ultimately impact the jet evolution, owing to the crossing of the Widom line and associated
pseudoboiling temperature. This temperature then replaces the critical temperature as the
transition criterion. Interestingly enough, Banuti et al. [70] can identify there is no contra
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diction between the fluid being supercritical and behaving as an ideal gas (Figure 2.4). It
is also shown that for pressures smaller than three times the critical pressure, any isobaric
heating process from a liquid to an ideal gas state requires approximately the same energy,
regardless of pressure. The transition from liquid to gaslike conditions is a continuous
nonequilibrium process within a narrow temperature range, where all fluid properties vary
significantly [116]. At pressures close to the Widom line, the stratification in the various
thermophysical properties can influence the stability of boundary layers [117] and mass flux
terms exceed values for ideal gases [118].

As opposed to the thermodynamic transition, dynamic transition across the Frenkel line is
not supported by thermodynamic arguments because there is no abrupt change in the ther
modynamic fluid properties. Dynamic transition, very simply put, is framed on the changes
in molecular motion [110]. At higher pressures than those where a thermodynamic transi
tion is relevant, a dynamic transition is observed [23, 108]. The distinction between ther
modynamic and dynamic transition is highlighted by Artemenko et al. [119], stating that for
pc > 20, dynamic transition characteristics should be considered instead of thermodynamic
ones.

The Widom region, also labeled as pseudoboiling in the literature [53, 77, 120] can be de
fined as the region where a slight pressure or temperature variation yields a significant re
sponse (Figure 2.5). Crossing the Widom region from liquid to gaslike conditions is a sim
ilar process to a phase change at subcritical conditions, albeit without the phase change and
taking place at a narrow temperature range [53]. The nature of the response was studied
by Gorelli et al. [78], who confirmed the relationship between the dynamic and thermody
namic behavior of supercritical fluids at a point well past the influence of the cpWidom
line. Given that the cpWidom line is only visible up to Tr ≈ 3, the authors consider the
minima of thermal diffusivity and kinematic shear viscosity, whose effects are observed for
the considered temperature range (Tr = 4.64). In this way, Gorelli et al. [78] extend their
molecular dynamics computations past the region where the cpWidom line effects stop be
ing visible, indicating that a supercritical jet is affected by thermodynamic and dynamic fac
tors. On the other hand, Banuti [53] proposes the transition across the Widom line to be a
purely thermodynamic concept, where a pseudophase change takes place similar to boiling
at subcritical conditions. Between these two interpretations of the nature of the Widom line
crossover, Gorelli et al. [78] thermodynamicdynamic, based on the dynamic response to per
turbations, and Banuti [53] purely thermodynamic, based on the concept of pseudoboiling,
the present text follows the theory of pseudoboiling [53] and is in light of this theory that
the results now presented should be interpreted.

Figure 2.5 shows the variation of density, ρ, and isobaric specific heat, cp, with temperature,
T , for nitrogen, taken from experimental data available from the National Institue of Stan
dards and Technology (NIST) database. The density and isobaric specific heat are repre
sented over a temperature range of 100K and 200K and pressure levels of 4, 5, and 6MPa.
Pseudoboiling behavior is represented by themaximumof cp for the considered pressure val
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ues, with a more pronounced effect as one moves in the direction of the critical temperature
(critical pressure of N2 is 3.34MPa, with a critical temperature of 126.2K). The inclusion
of density variations allows one of the essential aspects of pseudoboiling to be identified,
namely the variation of a couple of Kelvin in temperature associated with a density variation
significant enough to substantially alter the results if the accurate temperature is not used. A
higher structural energy contribution is needed to overcome the socalled ’heat shield’ repre
sented by the cp peak in the Widom line region [121].
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Figure 2.5: Density and isobaric specific heat values for nitrogen for pressure levels of 4, 5 and 6MPa (data
from the NIST database).

After the critical point is reached, a further increase in pressure pushes the isobaric specific
heat to reach a maximum value different from the infinite value at the critical point. Up to
themaximum isobaric specific heat corresponds to a temperature labeled the pseudoboiling
temperature. As the pressure is increased further, the maximum isobaric specific heat will
become less and less pronounced. As the temperature increases further, the liquidlike su
percritical oxidizer crosses the pseudocritical line and transitions to a gaslike fluid. This
transition from a liquidlike to a gaslike state could be compared to a subcritical boiling. The
main difference is that the isothermal vaporization typical of subcritical fluids is replaced by
a continuous nonequilibrium process that takes place over a finite temperature range (Fig
ure 2.6). As this happens, the specific heat capacity goes through a maximum and tends to
infinity when approaching the critical point, as shown in Figure 2.5.

Similarly to Oschwald et al. [72], this transition phenomenon is labeled pseudoboiling, and
the maxima of the specific heat capacity as pseudoboiling temperature. It represents a con
tinuation of the saturation line well into the supercritical regime. Using the data retrieved
from such analysis, a curve of the pseudoboiling points, known as the Widom line, can be
obtained (Figure 2.6). The physical significance [53] of this line is the pseudotransition be
tween liquid and gaslike supercritical behavior, effectively making it an extension of the
coexistence line into the supercritical regime. If the discussion concerns mixtures rather
than singlespecies behavior, the linear gradient theory of Dahms and Oefelein [122] can be
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used to show that the residual surface tension in the chemical species is above the critical
point before the Widom line is crossed.

Pseudoboiling is similar to subcritical boiling [27], without discontinuities encountered in
thermophysical properties. Since the discontinuities between liquid and gas do not exist, a
fluid at supercritical conditions behaves as a singlephase substance [80].
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Figure 2.6: Overall pressure temperature diagram.

The two parameters
(

∂ρ
∂T

)
and cpmax can therefore be used to identify pseudoboiling tem

peratures for different pressures values as shown in Figure 2.5. For nitrogen, it is visible
that as the pressure approximates the critical value of 3.39MPa, and the peak in specific heat
becomes more noticeable along with the slope of

(
∂ρ
∂T

)
.

A generalized expression for the determination of theWidom line is proposed by Banuti et al.
[123], with A′ and a speciesdependent parameters given by the authors for several species.

pr = exp
[
A′ (Tr − 1)a

]
(2.1)

As shown by Banuti and Hannemann [45], the pseudoboiling line acts as a separation be
tween jet disintegration mechanisms (Figure 2.7). As presented in classical jet breakup the
ory, mechanical interactions in the shear layer are the reason behind jet disintegration, ul
timately contributing to the length of the potential core of the jet. This parameter indicates
breakup efficiency, one of the few parameters possible tomeasure in highpressure flows. On
the other hand, crossing the Widom line allows a thermal breakup to dominate over a me
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chanical breakup, no longer occurring due to fluid entrainment but by the significant density
variation resulting from temperature effects.
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Figure 2.7: Transition across the Widom line from liquidlike to gaslike conditions.

However, Banuti and Hannemann [45] work is not the only one attempting to characterize
the nonhomogeneous supercritical state and the pseudophasetransitions. For instance,
Gopal et al. [124] suggests a division based on the temperature ranges in which property
changes take place. In this way, they define transitional, dense gaslike, and ideal gaslike
regions. The transitional area encompasses the temperature range between the critical tem
perature and the temperature where heat capacity returns to its value at the critical point.
Following Gopal et al. [124] the transitional region corresponds to the region where themost
drastic property variations occur, including the pseudoboiling effects. Moreover, the dense
gaslike region extends from the end of the transitional region until the compressibility fac
tor reaches 0.95, from where the ideal gaslike region takes shape. The characterization pro
posed by Gopal et al. [124] reflects the fact that transitions or phasechanges are not instan
taneous processes.

2.5 Multicomponent Mixing

At supercritical conditions, diffusion coefficients become functions of pressure and temper
ature, while in mixtures, the solubility of the gas phase in the liquid one increases with in
creasing pressure. This means that the critical pressure of a mixture can be several times
higher than that of one of its constituents. In this regard, the critical point conditions of a
mixture cannot be inferred by those of the species it is composed of. Experimentally, this is
observed in the injection of nitrogen into a helium environment, depicted in Figure 2.8. The
mixture’s critical pressure becomes a dynamic value because it depends on the amount of
each constituent species at any given time during the injection.
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The critical point begins to shift dynamically with the fuel and oxidizermixing and dissolving
at elevated pressures. The criticalmixing temperature and/ or pressuremust be exceeded for
a supercritical stage to be realized under these conditions. The use of multiple experimental
techniques in the same facility has been an increasingly valuable way of characterizing the
jet disintegration process for comparison and validation [81].

Figure 2.8 depicts the coaxial injection of a N2–Hemixture, where N2 is injected through the
central stream andHe through the coaxial one, at subcritical (left andmiddle) to transcritical
(right) conditions (in relation to the nitrogen pure fluid). Comparing this coaxial injection
with the single N2 injection in Figure 2.9 at the same pressure levels, the influence of the
coflowing He can be analyzed.

Figure 2.8: Coaxial injection of N2–He. From left to right: chamber pressure of 2MPa, 3MPa and 4MPa, with
an inner injector (N2) diameter of 1.9mm and a coaxial (He) slit of 0.2mm. The injection velocities are 5m s−1

for N2 and 50m s−1 for He, while the injection temperatures are 100K for N2 and 275K for He [71].

A diffusion dominated process takes place for pressure above the critical point if a pure sub
stance is considered (Figure 2.9 right) or in the case of a mixture this is a bit more complex
since transition cannot be directly determined from the critical point conditions of the mix
ture components (Figure 2.8 right) [83, 122].

The Knudsen number
(
Kn = λ

L

)
describes the degree of departure from the continuum to be

defined as the ratio of the molecular free path (λ) to the characteristic length of the problem
(L). Dahms et al. [125] use the Knudsen number definition to explain the conditions in which
surface tension is diminished for multicomponent mixing. Surprisingly, it is found that
the interface thickness increases while the surface tension decreases. However, diffusion
layers at the interface develop due to the reduction between the molecular mean free path
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Figure 2.9: N2 cold flow injection. From left to right: chamber pressure of 2MPa, chamber pressure of 3MPa,
chamber pressure of 4MPa, with an injector diameter of 1.9mm, injection velocity of 1m s−1 and an injection

temperature of 105K [71].

and the diffuse interface enlargement, not necessarily because of the surface tension. As a
result, the governing equations can be used across the interface according to the notion of
singlephase flow. Furthermore, in an attempt to quantify the transition from two to single
phase, Dahms and Oefelein [122] use liner gradient theory to describe the interface region
and the conditions in which the transition occurs.

Moreover Raju et al. [126] performmolecular dynamics simulations for binarymixtures, pro
viding evidence of the existence of multiple Widom lines. According to the authors, distinct
behaviors are encountered betweenmiscible and immiscible binary mixtures. While for mis
cible mixtures, similar behaviors to those of pure fluids are discovered, in immiscible mix
tures, several Widom lines are recovered due to transitions at different temperatures. These
results, which gave the first indication of Widom line transition for multicomponent mix
tures, highlight the need for more accurate models to describe supercritical mixtures.

2.6 Experimental Data Assessment

The need for quantitative experimental data sets cannot be understated since these allow
for the validation of computational codes, reducing the trialanderror phase in develop
ing a propulsion system. Unfortunately, quantitative experimental data are hard to obtain
given the difficulties encountered due to the harsh conditions of combustion chambers [127].
Whether through cold flow or combustion experiments, the behavior of supercritical mixing
and combustions can be significantly enhanced.

The behavior of fluids in supercritical conditions has been successfully examined in various
experiments. Table 2.1 details several experimental datasets that offer qualitative and quan
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titative descriptions of supercritical fluid behavior with and without combustion, allowing
the numerical solvers developed through the years to be validated. Additionally, Table 2.2
summarizes the critical temperatures and pressures of the fluids in Table 2.1, taken from the
NIST database.

Initially, the focus has been the study of single cryogenic nitrogen jets into nitrogen chamber
conditions both above and below nitrogen’s critical pressure [35, 128]. The logical next step
dwelt with coaxial nitrogen–heliumor hydrogen [74, 120, 129, 130]. Overviews are presented
in Habiballah et al. [60], Oschwald et al. [72] and Chehroudi [73].

Recently, quantitative speed of soundmeasurements formulticomponentmixing [131] work
as a surrogate mean for an indirect validation of the temperature field. Through laserin
duced thermal acoustics (LITA), the local speed of sound is inferred from periodic oscilla
tions without the need for an EoS or a theoretical mixing model. Since the correct speed of
sound prediction depends on pressure, temperature, and composition determination, an in
direct validation of the temperature field is possible. Unfortunately, as shown in Table 2.1,
quantitative experimental data are scarce and restricted to a few binary systems. The asso
ciated studies focused on measuring mean quantities such as the axial density distribution
and corresponding radial profiles and the full width at half maximum (FWHM) of the den
sity. Determining the exact initial conditions used in the experimental studies is an added
difficulty [65], as they are not often published.

Quantitative cold flow data provides insight into jet mixing at supercritical conditions with
out introducing the complexities of turbulence. Mayer et al. [59] conducted Raman scatter
ingmeasurements on a cryogenic nitrogen jet temperatures above and below its critical point
into quiescent nitrogen environments with pressure above nitrogen’s critical point. Over the
years, this has become a canonical test case for the validation of numerical solvers. It remains
the most comprehensive source of information for single species injection at supercritical
conditions. Coaxial injection for the LN2–GH2 binary system was conducted by Oschwald
and Schik [35]. The quantitative results from these two studies, as well as visual and qualita
tive observations of jets at supercritical conditions, are summarized byOschwald et al. [72] as
a result of research conducted at the Deutsches Zentrum für Luft und Raumfahrt (DLR) and
Air Force Research Laboratory (AFRL) laboratories. Another experimental study concern
ing nitrogen in a single component injection has been undertaken by Tani et al. [132]. Laser
induced fluorescence (LIF) has been used byRoy and Segal [62], Roy et al. [133] andRoy et al.
[63] for the study of fluoroketone injection into nitrogen in supercriticaltosupercritical and
subcriticaltosupercritical injection configurations. While the first configuration is charac
teristic of the combustion chambers of LREs, the second one is encountered in hypersonic
applications. Of particular importance is the authors’ observation of the dependence of the
core length onmomentum ratio in the case of supercriticaltosupercritical injection and the
more efficientmixing in this configuration. Additional LIFmeasurement into binary systems
from sub to supercritical conditions highlighted the differences between regimes, and linear
stability analysis showcases the domination of diffusion over jet atomization.
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Table 2.2: Critical point conditions of relevant chemical species [137].

Species Tc [K] pc [MPa]

CH4 190.45 4.60
CO2 304.25 7.38

fluoroketone 441.8 1.87
He 5.19 0.23
H2 32.97 1.29
H2O 647 22.06

kerosene 685.95 2.34
C6H14 507.8 3.03
C5H12 469.7 3.37
N2 126.21 3.39
O2 154.59 5.04

2.7 Summary

This chapter evaluated the definitions of supercritical and transcritical conditions, the non
linearities in thermodynamic and transport properties, and the complexities they introduce
in modeling these highpressure flows. In addition, the concept of phase transition under
supercritical conditions was reevaluated regarding the nonuniform fluid behavior. In con
trast, phase separation and the dynamic nature of the critical point for mixtures reveal dif
ferent understanding levels and stateoftheart concerning pure fluid behavior. Finally, ex
perimental data suitable for the validation of numerical solvers is shown to be scarce, which
hinders advancements in the field.
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Chapter 3

Governing Equations and Physical Models

The system of Partial Differential Equations (PDE) to be solved is presented in this chapter,
following an incompressible but variable density hypothesis. The implications of departure
from ideal gas behavior through considering a real gas equation of state and an appropri
ate description of thermodynamic and transport variables are also addressed. Finally, the
different methods and models are described, focusing on their impact and implications in
modeling supercritical fluid behavior.

3.1 Governing Equations

Many references could be used as the basis for the derivation of the governing equations.
For the most part, in this document, the work of Hirsh [138] is followed, where the tensor
notation is adopted since it allows for the description of phenomena independently of the
system of coordinates utilized.

The general principles of conservation of mass, momentum, and energy are considered, fo
cusing on the contribution and impact of advective and diffusive fluxes. Here conservation
means that the variation of the total amount of a given quantity in a given domain, designated
as a control volume, is provided by the balance between the amount of the quantity entering
and leaving the control volume added to the contribution of sources generating it. Moreover,
the amount of the conserved quantity entering or leaving the domain is a flux. While advec
tion respects the conserved property transport by the flow, whose nonlinearity leads to the
appearance of turbulence, diffusion is a phenomenon related to molecular thermal agitation.

An incompressible formulation is sought after. In conjunction with an appropriate EoS and
the constant pressure in which experiments are conducted form the backbone of the de
scribed computational modeling effort.

3.1.1 Conservation of Mass

Conservation of mass expresses the empirical fact that mass cannot disappear nor be created
in a fluid system, shown by taking density as the conserved property, mass per unit volume.
Conservation of mass is expressed according to equation (3.1), where ρ is the density and ui
and xi the velocity and distance in the ith direction, respectively.

27



∂ρui
∂xi

= 0 (3.1)

3.1.2 Conservation of Momentum

Conservation of momentum is achieved by multiplying density by the velocity vector. As
a result, there will be a conservation equation for momentum for each velocity component,
per the geometric dimensions. The momentum conservation principle is expressed by equa
tion (3.2), and it represents Newton’s second law of motion, where p corresponds to the pres
sure and τij to the viscous shear stress tensor, meaning the internal friction force of fluid
layers against each other.

∂ρuiuj
∂xj

= − ∂p

∂xi
+
∂τij
∂xj

(3.2)

The momentum conservation equation results from the balance between fluxes and source
terms, whose nonlinearities lead to the appearance of fluxes that act as apparent stresses
throughout the flow  advective fluxes. Effectively the relation between fluid stresses and
fluid strain rate is of paramount importance for the description of turbulence and can be
written according to equation (3.3), where µ is the dynamic viscosity and δij , the Kronecker’s
delta function.

τij = µ

[
∂ui
∂xj

+
∂uj
∂xi

− 2

3
δij
∂uk
∂xk

]
(3.3)

3.1.3 Conservation of Energy

The conserved property is the total energy per unit volume, ρE. The total energy is defined
according to equation (3.4), where the first term on the righthand side is the internal energy
and the second one is the kinetic energy.

E = e+
uiui
2

(3.4)

Based on the first law of thermodynamics, energy conservation is given by the work of the
forces acting on the fluid added to the contribution of heat sources other than conduction.
The advective flux is determined according to equation (3.5), while the diffusive flux is re
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trieved through Fourier’s law of conduction (equation (3.6)), where q corresponds to the heat
transfer by conduction, T to the temperature, and λ, to the thermal conductivity.

Fai = ρuiE (3.5)

Fdi =
∂qj
∂xj

= −λ ∂T
∂xi

(3.6)

The diffusivity coefficient is determined according to equation (3.7), where Pr is the Prandtl
number of equation (3.8). The Prandtl number represents the ratio betweenmomentum and
thermal diffusivity, being cp the isobaric specific heat coefficient.

λ = ρcpα =
µ cp
Pr

(3.7)

Pr =
µcp
λ

(3.8)

The energy conservation principle can still be rewritten, accounting for the definition of total
enthalpy. First the concept of enthalpy is defined in equation (3.9) and total enthalpy in
equation (3.10).

h = e+
p

ρ
(3.9)

H = e+
p

ρ
+
uiui
2

= h+
uiui
2

= E +
p

ρ
(3.10)

Finally, the conservation equation for energy can be written according to equation (3.11).
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∂ρujH

∂xj
=
∂τijui
∂xj

− ∂qj
∂xj

(3.11)

The conservation equations for mass, momentum, and energy here described are not yet
closed. The thermodynamic properties, such as density and temperature, are related through
an equation of state. On the other hand, transport properties such as thermal conductivity
and dynamic viscosity need to be expressed through accurate formulations able to replicate
the peculiar behavior of supercritical fluids. First, however, the hypothesis of incompressible
flow needs to be evaluated and its use justified in the modeling of supercritical and transcrit
ical fluids.

3.2 Incompressible but Variable Density

The simplification of the incompressible but variable density jet is a hypothesis which arose
from the similarity of visualization data. The assumption was tested and evaluated by Barata
et al. [66], deserving testing in other, broader situations given the previous encouraging re
sults. As reviewed by Banuti [88], the seemingly overwhelming variety of computational
fluid dynamics (CFD) codes is misleading, being successful approaches andmethods used as
almost canonical procedures.

One of the first arguments in favor of a variabledensity jet behavior arose in the early ex
periments of Newman and Brzustowksi [134], where the injection of carbon dioxide into a
chamber filled with a mixture of carbon dioxide and nitrogen is considered at nearcritical
conditions. Through shadowgraph, it was possible to visualize the inhibition of spray for
mation as the critical temperature of carbon dioxide was reached and surpassed, which led
to the conclusion that the jet could be treated as a variabledensity singlephase turbulent
submerged jet at pressures ranging from subcritical to supercritical conditions, as long as
the temperature remained above the critical point. Quantitative evidence would be later
provided by Chehroudi et al. [128] in the form of jet spreading rates, which are a measure
of mixing efficiency [139] indicating that the similarity between supercritical and variable
density jet behavior went beyond a simple qualitative physical appearance [73] meeting the
values predicted by established models and theories [140, 141] put forward precisely for in
compressible variabledensity mixing layers. Moreover, Roy et al. [133] performed LIF mea
surements of fluoroketone injected into nitrogen at conditions ranging from sub to super
critical. These results are slightly beyond the theory of Abramovich [142], where the potential
core length stays constant at ten jet diameters. Here supercritical jet behavior similarity to
variabledensity behavior is independent of the initial state of the jet, either at subcritical or
supercritical conditions. Further experimental measurements [35, 59, 72, 120, 143, 144] pro
vide further quantitative arguments in favor of the variabledensity nature of supercritical
jets, being similar descriptions encountered for diesel injection [125]. Typically these exper
iments are conducted at relatively constant pressure, resulting in the dependency of the den

30



sity gradient solely on temperature, effectively considering density incompressible or weakly
compressible. Here, compressibility effects are understood as changes in volume induced by
pressure changes. Studies on the effects of compressibility on highpressure injection sys
tems [145] indicate how fuel density affects jet evolution. Furthermore, the low injection ve
locity at which the experiments are conducted allied to considering real gas properties allows
employing incompressible solution schemes while considering the variabledensity behavior
of supercritical fluids.

Chehroudi et al. [8] compiled information detailing the growth rate of several jets and theo
ries as depicted in Figure 3.1.
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Figure 3.1: Tangent of the visual spreading angle versus chambertoinjectant density ratio comparison between
established theories [140–142] and different injection conditions [8, 146], adapted from Chehroudi et al. [8].

A jet’s growth rate is a direct measure of mixing efficiency and provides essential informa
tion regarding jet development, as long as data is extracted in the jet’s initial mixing region,
ensuring the existence of a classical mixing layer. Figure 3.1 covers a density ratio of four
orders of magnitude, considering several established theories against which subcriticalto
supercritical injection configurations are compared. Papamoschou and Roshko [141] studied
compressible shear layers, focusing on the influence of compressibility in correlating them
with incompressible shear layers through density and velocity ratios. Dimotakis [140] pro
vides further evidence that seems to suggest the shear layer behavior is dependent on more
than the velocity and density ratios in the free stream, which can help explain why the in
formation in Figure 3.1 does not collapse into a single curve. Variable transformations that
correlate compressible mixing layers with their incompressible counterparts show that at
lowMach numbers, turbulent mixing is an incompressible process [147]. However, since
various authors use different equations and definitions, when analyzing Figure 3.1, we do
not look at the magnitudes but at the jet’s general evolution and the meaning of such evolu
tion [148]. Moreover, Abramovich [142], who extensively studied the behavior of turbulent
jets, proposes a semiempirical equation that attempts to incorporate the effects of variable
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density through a characteristic velocity.

The theories detailing incompressible but variable density behavior are compared with re
sults from single andmulticomponentmixing [8]. The injection ofN2 intoN2 andN2 intoHe
in Figure 3.1 shows that as the conditions approach the supercritical regime, the jet spread
ing rate resembles values obtained by Abramovich [142] for incompressible variabledensity
jets.

Given the amount of experimental evidence, the variabledensity behavior of supercritical
jets can then be modeled through the usage of real gas relationships for density (in the form
of an EoS) and transport properties like dynamic viscosity and thermal conductivity, de
tailing ideal gas behavior and departure functions to account for highpressure effects. In
opposition, the numerical modeling of supercritical fluid flows has been traditionally done
by resorting to compressible solvers; however, as pointed out by Lapenna and Creta [149],
flows at such conditions fall below the significant Mach number threshold of 0.3 and, in con
junction with the low injection velocities, will impose severe restriction into the numerical
solver. Nevertheless, variabledensity behavior is widely recognized in the literature. For
example Schmitt et al. [150] perform LES in nitrogen into nitrogen injection configuration.
At the same time, the similarity to variabledensity mixing is recognized in the mixing layer
configuration oxygenmethane [151], and direct numerical simulations (DNS) of temporal
mixing layers of heptanehydrogen provide evidence of similarities between vortex dynam
ics, the most unstable compressible and incompressible wavelengths [152].

It is established [153], and it will also be here demonstrated that jet characteristics such as
the spreading rate [128], the axial density rate of decay, and consequently the turbulence
kinetic energy [154] are sensitive to variations in density. Density effects on coaxial injection
configurations are of particular interest in the context of LREs, which typically comprise
a central fluid injected with lowvelocity and a coaxial stream with highvelocity. Besides
considering the initial mixing density ratio [155, 156] between injected and chamber fluid(s)
as ameasure ofmixing efficiency, also thermal effects, in particular, play a paramount role in
the accurate description of the injection phenomena [157], further establishing the relation
between density and temperature.

3.3 Averaging the Equations

Any flow system will remain laminar up to a particular value of the Reynolds number, Re.
This is reflected in the appearance of statistical fluctuations of the variables around mean
values. The fluctuations are a result of the nonlinear behavior of the advective fluxes. As
a result, the conservation equations for mass, momentum, and energy need to reflect the
contribution of mean property and fluctuating property components. The question then is
how we can define mean and fluctuation?

The first option is to define an ensemble average  equation (3.12), where ϕk represents the
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values of ϕ for statistically independent realizations of the turbulent flow at a given position
in space and time, while N is the number of independent realizations.

< ϕ >=
1

N
lim

N→∞

N∑
k=1

ϕk (3.12)

On the other hand, eliminating the need for various observations of the turbulent flow, a time
average can be defined according to equation (3.13), where T needs to be large enough when
compared to the turbulence’s time scale.

ϕT (xi, t) =
1

T

∫ t+∆t

t−∆t
ϕ(xi, t)dt (3.13)

If the steady flow consideration can be extended into the statistics of average and fluctuation,
then the ensemble average of equation (3.12) does not depend on time, and ensemble and
time averages can be considered to be equal in the approximation to infinity. This is stated
in mathematical terms in equation (3.14).

< ϕ > (xi) = ϕ(xi) (3.14)

According to the socalled ergodicity hypothesis, this analysis allows for the definition of av
erage. The averaging process assumes an averaging time much larger than the largest time
scale of the turbulent fluctuations. As such, for turbulence that is both stationary and homo
geneous, the ensemble, spatial and temporal averages are equal.

Generally, the decomposition of properties in turbulent flows into average and fluctuation
components is called Reynolds decomposition and is expressed according to equation (3.15).
However, if this were to be applied to the conservation equations, considering that in this
specific work, the object of study is flows with extreme density variations, the final formu
lation would be far too complex. Furthermore, the difficulty of searching for closure ap
proximations would increase by a great deal [156] since the correlations involving density
fluctuations would require additional models. Statistical averaging variabledensity flows
is reported by Chassaing et al. [158], focusing precisely on the argument that other corre
lations would appear, following this averaging procedure in variabledensity flows. These
correlations would be additional fluctuation correlation terms due to nonlinearities associ
ated with the variable density.
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ϕ = ϕi + ϕ′i (3.15)

The question then revolves around choosing a decomposition process in accord with the
physics of the problem under consideration. An incompressible but variable density ap
proach is followed, in accordance to Barata et al. [66]. The Favre decomposition is then
used, represented mathematically by equations (3.16), (3.17) and (3.18). Otherwise, the av
eraging process would produce fluctuations between density and variables such as velocity or
internal energy. Since the densityweighted average is introduced, their explicit occurrence
is prevented.

ϕ = ϕ̃+ ϕ′′ (3.16)

ϕ̃i =
1

ρ
lim
t→∞

∫ t+∆t

t
(ρϕi) dt (3.17)

ϕ̃i =
ρϕi
ρ

(3.18)

The Favre averaged conservation equations for mass, momentum and energy are then repre
sented in equations (3.19), (3.20) and (3.22), respectively.

∂ρũi
∂xi

= 0 (3.19)

∂

∂xj
(ρũiũj) = − ∂p

∂xi
+
∂τij
∂xj

−
∂ρũ′′i u

′′
j

∂xj
(3.20)

The Reynolds stress tensor, resulting from the averaging process, is given according to equa
tion (3.21).
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τij = −ρũ′′i u′′j (3.21)

∂ρũjH̃

∂xj
=
∂τijui
∂xj

−
∂ũiρũ′′i u

′′
j

∂xj
−
∂
(
qj + ρũ′′jh

′′
)

∂xj
(3.22)

Like for the Favreaveraged momentum equation, also in the energy equation, additional
terms appear as a consequence of the averaging process, namely the Reynolds stresses (equa
tion (3.21)) and the turbulent heat flux: ρũ′′jh′′.

Molecular terms in the conservation equations, such as the relation between fluid stresses
and fluid strain rate, τij , the heat flux, qj and τijui are rewritten accounting for the decom
position into average and fluctuation. Mathematically, this is expressed in equations (3.23),
(3.24) and (3.25), respectively.

τij =≈ µ̃

(
∂ũi
∂xj

+
∂ũj
∂xi

− 2

3
δij
∂ũk
∂xk

)
(3.23)

qj ≈ − µ̃

Pr

∂h̃

∂xj
(3.24)

τijui ≈ τij ũi (3.25)

At this point, the focus shifts to the pursuit of an adequate representation of averages and
fluctuations. Here, the term adequate should not be interpreted as having a universal mean
ing. Instead, the ”adequate” choice relates to the objectives of a given study and the inherent
computational cost of any given representation. At present, a RANS representation of tur
bulence [159] is followed, where average quantities are evaluated over the entire wavelength
of turbulence fluctuations. In contrast, fluctuations are modeled following a semiempirical
model in what is commonly referred to as the closure problem.

On the other hand, in LES, the fluctuations are computed directly above a given threshold,
defined by a filter. In contrast, the smaller scales are modeled below the threshold with a
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semiempirical, labeled subgrid scale (SGS) model. The underlying conception in LES is
that the large eddies carry most of the Reynolds stresses. At the same time, the SGSs are
more in accord with isotropic behavior, carrying less of the Reynolds stresses, and are there
fore modeled [160]. The choice of the SGS is significant in regards to the advective fluxes,
which can lead to the propagation of nonphysical spurious pressure oscillations polluting
the solution, and artificial dissipation may need to be introduced to stabilize the numerical
solution. Lastly, in DNS, all the wavelengths of turbulence fluctuations are computed, in
creasing computational cost. Since the size of the smaller eddies is inversely proportional
to Re3/4, following Kolmogorov’s scale with the same moniker, DNS computations are per
formed at reduced Reynolds numbers. For instance, an increase in the Reynolds number
by 10 increases the needed computational power by 1000. The proportionality between the
small scales eddies and the inverse of Re3/4 is important for LES and DNS since the inertial
subscales it respects allow to evaluate the solution quality.

Synergism between experiments and numerical modeling efforts is frequently invoked. Fol
lowing that, experiments provide qualitative and quantitative data to deepen our understand
ing of the physical processes associated with supercritical fluid flow and provide measure
ments against which numerical solvers can be compared and validated. On the other hand,
numerical models can help direct experimental campaigns to regions and quantities of in
terest. Could we follow similar descriptions, talk about synergism between RANS, LES, and
DNS, and, if so, determine that the ”adequate” modeling approach depends on the objectives
we aim to achieve and their constraints?

The computational cost in capturing the dynamics of the smaller eddies increases the compu
tational cost to prohibitive levels [161], leaving LES and RANS as valid modeling approaches.
Furthermore, multiple model evaluation requirements can leave RANS as the only reason
able option. DNS is usually a research tool used to understand the fundamental mechanisms
of turbulence, which can assert the results obtained in LES and RANS.

3.4 The Search for Closure Approximations

The search for a closure approximation for the system of equations expresses the need for un
known terms to be modeled as a function of the current dependent variables. Closure mod
els can be classified into first or second order. In firstorder closure models, the Reynolds
stress tensor is expressed as a function of the mean flow velocities. In contrast, in second
order (or Reynolds stress transport models), the correlation is a function of the mean flow
velocities and the Reynolds stresses. An underlying hypothesis in most turbulence closure
models is the Boussinesq hypothesis, which states that the relationship between Reynolds
stresses and the average rate of strain is similar to the Newtonian relationship between vis
cous stresses and the rate of strain. This is achieved by introducing an eddy (or turbulent)
viscosity, µt, while the turbulence models that rely on this concept are labeled eddy viscosity
models. Mathematically, the Boussinesq approximation is expressed in equation (3.26).
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−ρũ′′i u′′j = −2

3
ρkδij + µt

(
∂ũi
∂xj

+
∂ũj
∂xi

− 2

3

∂ũk
∂xk

δij

)
(3.26)

Two points are of paramount importance here: the relations between Reynolds stresses and
the mean flow quantities are unknown, and the available turbulence models offer an approx
imation, while turbulence is an anisotropic phenomenon, which means the normal stress
components are unequal. Based on the Boussinesq hypothesis, the eddy viscosity models
are isotropic, meaning the normal Reynolds stresses are considered equal.

The eddy viscosity is modeled according to equation (3.27), based on density, velocity, and
length scales. The way the velocity and length scales are determined contributes to the classi
fication of turbulence models. For example, if both are determined algebraically from mean
flow data, the turbulence model is a zeroequation model. On the other hand, if the length
scale is determined algebraically and the velocity from a field equation, then the model is
classified as a oneequation model. Finally, a twoequation model is used if both scales are
determined from field equations. While accurately capturing the flow physics, an ideal clo
sure model needs to introduce the minimum amount of complexity.

µt = ρLV (3.27)

In algebraic models, the eddy viscosity is assumed to depend only on the local average flow
quantities, not taking history into account. On the other hand, one and twoequationmodels
consider that the eddy viscosity will be different at any given distance from a wall, depending
on the pressure gradient (adverse, favorable, or null). Thus, the turbulence kinetic energy
constitutes a natural velocity scale.

The turbulence heat flux, ρũ′′jh′′, is modeled according to equation (3.28), where Prt is the
turbulent Prandtl number, which expresses the eddy diffusivity of momentum to the eddy
diffusivity of heat (equation(3.29)). Sarh and Gökalp [157] provide theoretical and experi
mental arguments indicating that mixing efficiency is higher for heat than for momentum.
The inclusion of variable turbulent Prandtl number models is mostly used in the determina
tion of heat transfer coefficients [50, 162]. However, the generalization of such models [163]
to different fluids and configurations is difficult.

ρũ′′jh
′′ = −cpµt

Prt

∂T̃

∂xj
= − µt

Prt

∂h̃

∂xj
(3.28)
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Prt =
νt
αt

(3.29)

RANS and LES solvers are validated using the relatively small number of available quantita
tive experimental data sets [35, 58, 59, 72, 120]. While the density is retrieved using a real
gas EoS, the description of derived caloric properties uses the departure function formalism.
The highly nonlinear behavior [164] in both thermodynamic and transport properties can
lead to distinct couplingmechanisms than those observed at subcritical conditions: the inclu
sion of the Soret and Dufour effects [25, 152] in the computations or of the filtered density in
the scope of the EoS [151], may play an additional role. In particular, Taşkinoğlu and Bellan
[165] found through an apriori analysis, in the context of LES, the need to include a correc
tion term for the SGS contribution of the heat flux in the filtered energy equation. Temporal
mixing layers as studied by this research group [166] by either LES or DNS, where DNS is
used to generate the database used to model enclosed terms in the filtered LES equations,
while Kawai and Oikawa [118] propose an extension of the κω SST model with a correction
for the turbulence kinetic energy equation, to increase themodel accuracy to variabledensity
flows.

Moreover, to address the highresolution LES requirements for the boundary layer, Wu et al.
[167] propose to use detached eddy simulation (DES), where LES is to be used in the regions
where large eddies dominate, with RANS used tomodel the boundary layer. Similarly, Cheng
and Schulenberg [26] proposes the introduction of additional production terms in the turbu
lence kinetic energy equation to account for the variable property behavior of the fluid flow.
Finally,Müller et al. [168] conclude that the SGSmodeling leads to no differences in themean
density, indicating that SGS modeling is not as important if the objective is only to evaluate
the mean flow. Therefore, the focus has also been on developing variable turbulent Prandtl
number models [169, 170] instead of developing the turbulence models themselves.

The effect of variable density in the production of turbulence due to variations in the isobaric
specific heat and thermal conductivity affects the effectiveness of heat transfer [116]. How
ever, proposed modifications to the conventional turbulence model usually result in com
plicated and computationally costly solutions. For these reasons, lowpressure turbulence
models [160, 171] continue to be used [154, 172, 173].

3.4.1 SpalartAllmaras

A one equation model is simple enough to be generated from scratch, allowing for better per
formance and fuller control over its mechanisms. This is the case of the Spalart and Allmaras
[174] turbulence model.

In this model, eddy viscosity is evaluated according to equation (3.30), where ν̃ is a modified
eddy viscosity and fv1 a damping function  equation (3.31), being cv1 a model constant.
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µt = ρν̃fv1 (3.30)

fν1 =
χ3

χ3 + c3ν1
, χ ≡ ν̃

ν
(3.31)

The full SpalartAllmaras (SA) turbulence model is presented on equation (3.32). It com
prises production, P , destruction,D, and transport terms.

uj
∂ν̃

∂xj
= P −D +

1

σ

[
∂

∂xj

(
(ν + ν̃)

∂ν̃

∂xj

)
+ cb2

∂ν̃

∂xi

∂ν̃

∂xi

]
(3.32)

The production (by vorticity) and destruction terms (by pressure) are defined by equations
(3.33) and (3.34), respectively.

P = cb1S̃ν̃ (3.33)

D = cw1fw

(
ν̃

d

)2

(3.34)

The modified vorticity, S̃ is given in equation (3.35), where κ is the von Karman’s constant
andΩ the magnitude of the vorticity, defined in equation (3.36). d represents the distance to
the nearest wall.

S̃ = Ω+
ν̃

κ2d2
fν2 (3.35)

Ω =
√
2WijWij , Wij =

1

2

(
∂ui
∂xj

− ∂uj
∂xi

)
(3.36)
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The parameter fw is defined on equation (3.37).

fw = g

[
1 + c6w3

g6 + c6w3

]1/6
(3.37)

With:

g = r + cw2(r
6 − r), r = min

[
ν̃

S̃κ2d2
, 10

]
(3.38)

The SA turbulence model has source terms  production and destruction  nonzero in the
free stream, even when the vorticity is zero.

The last constant is defined in equation (3.39). It has the function of balancing the produc
tion, destruction, and diffusion of the modified eddy viscosity. All the parameters included
in this equation are constants specific to the SpalartAllmaras model, which are defined in
Table 3.1.

cw1 =
cb1
κ2

+
1 + cb2
σ

(3.39)

Table 3.1: SpalartAllmaras model constants [174].

Parameter Value
cb1 0.1355
σ 2/3

cb2 0.622
κ 0.41
cw2 0.3
cw3 2
cν1 7.1
c2 0.7
c3 0.9

3.4.2 kappaepsilon family

In the standard κ − ε model [175], both scales are determined from the field equations. In
this model eddy viscosity is stated according to equation (3.40), where κ (equation (3.41))
represents the turbulence kinetic energy and ε (equation (3.42)) its dissipation. This model
is only valid for fully turbulent flows.
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µt = Cµfµ
ρκ2

ε
(3.40)

∂(ρujκ)

∂xj
= P − pε+

∂

∂xj

[(
µ+

µt
σκ

)
∂κ

∂xj

]
(3.41)

∂(ρujε)

∂xj
= Cε1f1

ε

κ
P − Cε2f2

ρε2

κ
+

∂

∂xj

[(
µ+

µt
σε

)
∂ε

∂xj

]
(3.42)

In the previous representation and a general common representation of twoequation turbu
lence models, the dissipation rate assumes a similar formulation as the turbulence kinetic
energy, containing production, destruction, and dissipation terms. This is related to the dif
ficulty in modeling unknowns related to the smaller scales of turbulence.

The production term is evaluated using equation (3.43)

P = τij
∂ũi
∂xj

(3.43)

The standard κεmodel constants are presented on Table 3.2.

Table 3.2: Standard κ− εmodel constants [175].

Parameter Value
σκ 1.0
σε 1.3
Cµ 0.09
Cε1 1.35
Cε2 1.8
f1 1.0

The initial values for the turbulence quantities  the turbulence kinetic energy (κ0) and its
dissipation (ε0) are set, according to equations (3.44) and (3.45), respectively. A turbulence
intensity of 5% is selected. A preliminary study showed that the influence of its variation is
meager. The length scale used equals 0.014 the jet diameter, and the velocity scale equals
the mean jet exit velocity.
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κ0 =
3

2
(Iu)2 (3.44)

ε0 =
c
3/4
µ κ3/2

0.014l
(3.45)

ReNormalization Group (RNG) methods can provide a more accurate representation of the
different motion scales and present a more accurate representation of the turbulent Prandtl
number. As such, the resulting turbulence model is called the RNG κ− ε turbulence model,
according to Yakhot et al. [176]. While the eddy viscosity is evaluated similarly to the stan
dard version, the transport equations for turbulence kinetic energy and its dissipation are
slightly altered. They are given in equations (3.46) and (3.47), respectively. Model constants
are given in Table 3.3.

∂ρũiκ

∂xi
= τij

∂ũj
∂xi

− ρε+
∂

∂xj

[
(ψκµeff )

∂κ

∂xj

]
(3.46)

∂ρũiε

∂xi
= cε1

ε

κ
τij
∂ũj
∂xi

− c̃ε2ρ
ε2

κ
+

∂

∂xj

[
(ψεµeff )

∂ε

∂xj

]
(3.47)

In RNG methods the smallest scales of turbulence are systematically removed up to a point
where the remaining scales can be resolvable with the available computational power. cε2 is
no longer a constant as was the case in the standard version and as such it must be defined
accordingly:

c̃ε2 = cε2 +
cµλ

3 (1− λ/λ0)

1 + βλ3
(3.48)

λ =
κ

ε
S̃ (3.49)

42



∣∣∣∣ ψ − 1.3929

ψ0 − 1.3929

∣∣∣∣0.6321 ∣∣∣∣ ψ − 2.3929

ψ0 − 2.3929

∣∣∣∣0.3679 = µ

µeff
(3.50)

Table 3.3: RNG κ− εmodel constants [176].

Parameter Value
cε1 1.42
cε2 1.68
cµ 0.0845
β 0.012
λ0 4.38
ψ0 1.0

In an attempt to solve a problem which is the possibility of the normal Reynolds stresses
having negative values, another κ−ε variation exists, that is, the realizable version proposed
by Shih et al. [177]. As such, the constant cµ becomes flowdependent, while ε is obtained
through the fluctuation of the mean vorticity. In terms of the field equation, the novelty
lies in the fact that the production of turbulence kinetic energy dissipation no longer relies
on the production of turbulence kinetic energy. This can be easily seen in equations (3.51)
and (3.52).

The term realizable used to label this model means the model mathematically satisfies the
Reynolds stresses following the physics of the flow under consideration. Specifically, the
Reynolds stresses obtained are always positive. However, the same is not valid for both
the standard and RNG variations, which are ”conditionally” realizable. Model constants are
given in Table 3.4.

∂ρũjκ

∂xj
= τij

∂ũi
∂xj

− ρε+
∂

∂xj

[(
µ+

µt
σκ

)
+

∂κ

∂xj

]
(3.51)

∂ρũjε

∂xj
= c1ρSε− c2

ρε2

κ+
√
νε

+

[(
µ+

µt
σε

)
∂ε

∂xj

]
(3.52)

cµ =
1

A0 +AsU∗κ/ε
(3.53)
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U∗ =

√
S̃ijS̃ij + Ω̃ijΩ̃ij (3.54)

As =
√
6 cos ξ (3.55)

ξ =
1

3
arccos(

√
6χ) (3.56)

ξ =
S̃ijS̃jkS̃ki

Ŝ3
(3.57)

Ŝ =

√
S̃ijS̃ij (3.58)

c1 = max

[
0.43,

η

5 + η

]
(3.59)

η =
S̃κ

ε
(3.60)

Table 3.4: Realizable κ− εmodel constants [177].

Parameter Value
σκ 1.0
σε 1.2
c2 1.9
A0 4.04

3.4.3 kappaomega family

In the κ − ω family of turbulence models [178], the dissipation of turbulence kinetic energy
is replaced by the specific dissipation. This is expressed in equation (3.61).
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ω =
ε

κ
(3.61)

In the standard κ− ω turbulence model, the turbulence kinetic energy and its specific dissi
pation rate are given according to equations (3.62) and (3.63), respectively.

∂ρũjκ

∂xj
= τij

∂ũi
∂xj

− ρβ∗fβ∗κω +
∂

∂xj

[(
µ+ σκ

ρκ

ω

)
∂κ

∂xj

]
(3.62)

∂ρũjω

∂xj
=
ω

κ
τij
∂ũi
∂xj

− ρβfβω
2 +

∂

∂xj

[(
µ+ σω

ρκ

ω

)
∂ω

∂xj

]
(3.63)

fβ∗ =

1 , χκ ≤ 0

1+680χ2
κ

1+400χ2
κ

, χκ > 0
(3.64)

χκκ =
1

ω3

∂κ

∂xj

∂ω

∂xj
(3.65)

fβ =
1 + 70χκω

1 + 80χω
(3.66)

χω =

∣∣∣∣∣ Ω̃ijΩ̃jkS̃ki

(β∗ω)3

∣∣∣∣∣ (3.67)

As in the realizable version of the κ − ε model, an attempt is made to reduce the roundjet
anomaly by relating the turbulence kinetic energy dissipation with the mean deformation
of the flowthrough variables fβ and χω. However, the standard κ − ω turbulence model’s
behavior outside the shear layer is a significant setback. The standard κ−ωmodel constants
are given in Table 3.5.

The shear stress transport (SST) κ− ω [179] model is a hybrid version between the standard

45



Table 3.5: Standard κ− ω model constants [178].

Parameter Value
σκ 2.0
σω 2.0
β∗ 0.09
β 0.072

variation of the κ−ω, thus retaining its advantage in the shear layer while also retaining the
resilient formulation of the κ − ε in the freestream. First, the transport equation for ε is
reconstructed into a similar formulation as ω. Then, they are multiplied by a blending func
tion F1, designed to be one in the viscous sublayer and zero in the loglayer, thus switching
coefficients between the ε and ω formulations when appropriate. After the multiplication by
the blending function, both formulations are added up together. Equation (3.68) and (3.69)
detail the transport equations for the turbulence kinetic energy and specific dissipation rate,
respectively, while the model constants are reproduced in Table 3.6.

∂ρũjκ

∂xj
= τij

∂ũi
∂xj

− β∗ρκω +
∂

∂xj

[
(µ+ σκµt)

∂κ

∂xj

]
(3.68)

∂ρũjω

∂xj
=
γ

νt
τij
∂ũi
∂xj

− βρω2 +

[
(µ+ σωµt)

∂ω

∂xj

]
+ (1− F1) 2ρ

1

ωσω2

∂κ

∂xj

∂ω

∂xj
(3.69)

Where:

ϕ = F1ϕ1 + (1− F1)ϕ2 (3.70)

γ1 =
β1
β∗

− κ2

σω1

√
β∗

(3.71)

γ2 =
β2
β∗

− κ2

σω2

√
β∗

(3.72)
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F1 = tanh(arg41) (3.73)

arg1 = min

[
max

( √
κ

0.09ωd
,
500ν

d2ω

)
,

4ρκ

σω2CD
+
ω d2

]
(3.74)

In equation (3.74), d is the distance to the closest surface, and CD+
ω the positive part of the

crossdiffusion term.

CD+
ω = max

(
2ρ

1

ωσω2

∂κ

∂xj

∂ω

∂xj
, 10−10

)
(3.75)

µt =
ρκ

ω

1

max
[
1,
(
S̃F2

)
/(a1ω)

] (3.76)

F2 = tanh(arg22) (3.77)

arg2 = max

(
2

√
κ

0.09ωd
,
500µ

d2ωρ

)
(3.78)

Two eddy viscosity approximations approximate Reynolds stresses through the blending
function F2, equal to zero in the freestream and 1 in the boundary layer. In the boundary
layer, τ is assumed to be proportional to κ, throughwhich better results are possible to obtain
only in the boundary layer since outside the definition of eddy viscosity revolves back to the
initial description, ρκ/ω.

τ = ρa1κ (3.79)
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Table 3.6: κ− ω SST model constants [179].

Parameter Value
σκ1 1.176
σκ2 1.0
σω1 2.0
σω2 1.168
β1 0.075
β2 0.0828
β∗ 0.09
κ 0.4187
a1 0.31

3.4.4 Shear Stress Transport  Reynolds stress BSL

A transport equation for theReynolds stress tensor is derived (equation (3.80)), coupledwith
another transport equation for ε or ω. Dissipation, turbulent diffusion and pressure strain
are then defined following equations (3.81),(3.82) and (3.83), respectively.

∂ũkτij
∂xk

= −τik
∂ũj
∂xk

− τjk
∂ũi
∂xk

+ ρεij −Πij +
∂

∂xk

[
−tkju′′i + tkiu

′′
j + ρCijk

]
(3.80)

ρεij = tkj
∂u′′i
∂xk

+ tki
∂u′′j
∂xk

(3.81)

ρCijk = ρu′′i u
′′
ju

′′
k + p′u′′i δjk + p′u′′j δik (3.82)

Πij =
p′

ρ

(
∂u′′i
∂xj

+
∂u′′j
∂xi

)
(3.83)

With:

εij =
2

3
ρβ∗κωδij (3.84)

48



Cijk =
∂

∂xk

(
µt
σκκ

∂u′′i u
′′
j

∂xk

)
(3.85)

Πij = β∗C1ω

(
τij +

2

3
κδij

)
− α̂

(
Pij −

1

3
Pkkδij

)
− β̂

(
Dij −

1

3
Pkkδij

)
− γ̂κ

(
Sij −

1

3
Skkδij

)
(3.86)

Pij = τik
∂ũj
∂xk

+ τjk
∂ũi
∂xk

(3.87)

Dij = τik
∂ũk
∂xj

+ τjk
∂ũk
∂xi

(3.88)

α̂ =
8 + c2
11

(3.89)

β̂ =
8c2 − 2

11
(3.90)

γ̂ =
60c2 − 4

55
(3.91)
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Table 3.7: Reynolds stress BSL model constants [178].

Parameter Value
σκ1 2.0
σω1 2.0
β1 0.075
σκ2 1.0
σω2 1.168
β2 0.0828
β∗ 0.09
κ 0.4187
c1 1.8
c2 0.52

3.5 Wall treatment

Since some turbulence models are not valid up to the solid walls, they need to be calibrated
according to wall functions to ensure that the boundary layer is properly resolved. Conse
quently, wall function modeling bridges the gap between the region affected by viscosity and
the fully turbulent region, in which turbulence models such as the κε can be used. Wall
functions are formed based on the concept of y+, defined in equation (3.92), where uτ is the
friction velocity defined in equation (3.93), y the distance from the wall and ν the kinematic
viscosity. Physically, y+ comes from the universal law of the wall, which states that the ve
locity distribution in proximity to the wall is similar for the vast majority of turbulent flows.
The y+ is a local Reynolds number that balances the viscous and turbulent processes in the
boundary layer (Figure 3.2).

y+ =
uτy

ν
(3.92)

uτ =

√
τw
ρ

(3.93)

The boundary layer is divided into an inner and outer region on the threshold of y+ of 500.
Below this value, shear stresses are directly affected by viscosity, while above it, the effect
of viscosity is negligible. In the inner region, increasing y+ from the wall makes it possible
to define the viscous sublayer, the buffer layer, and the logarithmic layer. The fluid is dom
inated by viscous effects (as indicated by the y+ ratio) in the viscous sublayer, and shear
stress can be assumed to be negligible (u+ = y+). On the other side, 50 > y+ > 30 the loga
rithmic area represents the dominance of turbulence stresses over the flow, and the velocity
profiles vary with a logarithmic function (u+ = 1

κ
ln (y+) + B). Finally, the buffer layer lies

between (5 < y+ < 30), where viscous and turbulence stresses have similar magnitudes, and
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Figure 3.2: Representation of the turbulent boundary layer.

the velocity profile is not well defined.

For example, in the κε, a value of y+ of 11.63 is considered for the first cells adjacent to
the walls. Below this value, the flow is assumed to be purely viscous; above this value, it is
considered purely turbulent. As well as the y+ value, there is a need to define a minimum
number of points in the grid located inside the boundary layer. Typically, around 20 points
are taken to be inside the boundary layer. The y+ restrictions and the minimum number of
grid points in the boundary layer are fixed parameters that must be maintained during the
mesh refinement process and the testing of different grid configurations.

3.6 Turbulence uncertainty

Attempts to quantify the structural uncertainty of turbulence models, either by performing
sensitivity studies on the calibration constants [171], attempting to develop additional for
mulations with improved performance [180] or explicitly quantifying the uncertainty lev
els [181, 182], is a research topic of increasing interest. Considering the injection configura
tions of interest in the description of supercritical injection, eddy viscositymodels are known
to produce an initial lowmixing rate [181], which leads to the formation of a longer jet poten
tial core. Further downstream, the mixing rate is higher, underpredicting the experimental
data. Here, by comparing several eddy viscositymodels, as well as a secondorder closure not
based on Boussinesq’s eddy viscosity concept, it will be demonstrated that the secondorder
closure leads to the appearance of a longer potential core than, for instance, the Launder and
Spalding [175] model. However, by using the secondorder closure, some underprediction of
the experimental data is corrected. This could be interpreted as the level of pseudoboiling
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being [45, 53] responsible for the longer potential core and not the uncertainties associated
with eddy viscosity models. Moreover, since the lowpressure law of the wall models the
interaction wallfluid, the study of free jets could be used to circumvent the uncertainty sur
rounding the nature of the interaction [65]. Nonetheless, the uncertainties associated with
eddy viscosity models and their quantification should be acknowledged and taken into ac
count in the description of the results [183]. As described in Georgiadis et al. [180], the
capture of the initial jet growth region is a challenge for these models, especially for the stan
dard models, being improvements in the description of the mean and turbulent field still
required. RANS provide higher fidelity for axisymmetric cold jets than for heated and non
axisymmetric confgurations [181]. However, predicting uncertainties associated with eddy
viscosity models is complex, and it is not clear at present how the uncertainty could be in
cluded in the model [181, 182], considering that uncertainties are not uniform in the compu
tational domain. Parametric studies on the calibration constants [161] could be effective in
discriminating which regions of the computational domain turbulence uncertainty are most
problematic. These increase the computational cost of the solution, given that uncertainty
quantification techniques are computationally expensive since a single model evaluation is
not sufficient

3.7 Equations of State

The departure from ideal gas behavior paves the way for implementing a real gas EoS [79].
These can be cubic or more complex formulations explicit in the Helmholtz energy. Cubic
EoS such as the Peng Robinson (PR) [184] or Soave Redlich Kwong (SRK) [185] expressions
are often used due to the compromise they represent between accuracy and simplicity. How
ever, more complex multiparameter EoS have also been employed, using a modified Bene
dict Webb Rubin (BWR) equation [186] or formulations based on the Helmholtz energy. In
these last two EoSs groups, the EoS is solved before the computations, effectively removing
the associated computational load on the numerical solver. Tables are then compiled, from
which the values of interest can be retrieved during the iterative procedure. Unfortunately,
these tabulation methods are generally not extended to mixtures of more than two species
due to prohibitive memory allocation.

Implications resulting from choosing an appropriate EoS go beyond simply accuracy and pre
dictive capabilities. Numerical stability and turbulence modeling are two other areas where
the choice of an EoS and consequently the modeling of transport properties can affect the ac
curacy of the entire solver, regardless of it following RANS, LES, or DNS formulations. The
recognition that inaccuracies in the prediction of critical point properties afflict commonly
used cubic EoS is not new [187], but the prohibitive cost of most complex formulations gave
rise to several correction factors that intend to improve any given aspect of the baseline EoS.
These nonlinearities in theEoS, and consequently in the transport properties, can contribute
to altering the structure of turbulence [164], derived from the nonlinearity associated with
advective fluxes, eventually raising the question of needing to add correction factors to the
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turbulence models.

An EoS can be written in a general formulation, in reduced properties according to equa
tion 3.94. The principle of corresponding states indicates that equation 3.94 is approximately
true for all substances following the nondimensional representation in reduced properties,
according to the similar shape of p − V − T data. For nonspherical molecules where pre
dictions are not very accurate, the concept of acentric factor has been introduced [188], lead
ing to what is commonly referred to as the extended corresponding state principle (equa
tion 3.95).

pr = pr (Vr, Tr) (3.94)

pr = pr (Vr, Tr, ω) (3.95)

The compressibility factor, Z, is a measure of deviation from ideal gas behavior:

Z =
p

ρRT
(3.96)

Figure 3.3 depicts the density for nitrogen at pressure levels ranging from 1MPa to 10MPa,
with data extracted from the NIST database. The blue dashed line observed for pressures
up to 3MPa denotes the discontinuity between liquid and gas phases under subcritical con
ditions. Then, entering the supercritical regime, this discontinuity ceases, starting at the
pressure level of 4MPa and large density gradients are observed, whose effect becomes less
pronounced as the pressure is continuously increased. The choice of the EoS needs to take
into account fluid behavior at these different regimes and still lead to accurate density pre
dictions.
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Figure 3.3: Plots of density for nitrogen from 1MPa to 10MPa, with data from the NIST database [137] (dashed
lines represent liquid–vapor discontinuity).

3.7.1 Multiparameter

The multiparameter equation of state belongs to the group of the modified BWR equations,
according to Span andWagner [189] since the original BWR equation of state is not accurate
enough for today’s technical applications.

Multiparameter equations of state can be created through polynomial and exponential ex
pansions where the coefficients multiplied by each term are specific to each fluid. These coef
ficientsmust be fitted through the available experimental data for the conditions inwhich the
EoS is valid. The 32term modified BWR [186] EoS achieves a relative density error smaller
than 0.5% above and below the critical point, while Span and Wagner [189] propose a 12
term EoS with available coefficients for a series of substances, nitrogen included, while Span
et al. [190] provide a highly accurate 18term EoS optimized directly for nitrogen. This type
of EoS has the advantage of fitting a particular substance, provided enough coefficients are
available. However, this comes at the expense of computational time [191]. Amodified BWR
Equation of State is used by Yang [96] due to its superior accuracy when compared with its
cubic counterparts. These equations require many fitted coefficients, which are not readily
available for every substance.

For this reason, an extended principle of corresponding states is used. It is assumed that the
properties of a singlephase fluid can be evaluated via conformal mappings of temperature
and density to those of a given reference fluid. The principle of corresponding states that all
fluids, when compared at the same reduced conditions, that is, pressure and temperature,
have approximately the same compressibility, therefore deviating from ideal gas behavior in
the same degree

Work has been undertaken to improve the performance of the BWR equation of state, with
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greater accuracy achieved in the superheated regime for nonpolar substances [192].

Another motive for developing functional forms for multiparameter EoSs relates to the un
dercorrelation of its coefficients: another reason for their underperformance. Span and
Wagner [189] postulated a simplistic formulation, to the detriment of high accuracy in the
critical region, pursuing numerical stability above all else. As a result, the EoS can be fitted
for as many fluids as possible and be extrapolated to conditions beyond experiments.

Another option, where an EoS is applied in different fluid states, is a formulation based on
the Helmholtz reduced energy. To reach the equilibrium state of closed thermodynamic sys
tems, the minimization of the Gibbs free energy is pursued [193]. However, it was found
that the minimization of another thermodynamic potential, the Helmholtz free energy, is an
alternative, inclusively being computationally cheaper [194]. This thermodynamic potential
is made by contributing two components: one describing the hypothetical ideal gas behavior
and another accounting for real fluid departure from ideal gas behavior.

The lack of relevant experimental data for a range of fluids is themain reason for unoptimized
equations of the state still being used today. However, a change in the paradigmhas occurred
in recent years, and researchers are now concerned with developing optimized equations of
state for a representative group of fluids with the same characteristics. The objective is no
longer to obtain an equation providing the best results for a single fluid but for an entire
representative group [189]. In this sense, reference tables are increasingly being replaced by
interactive programs.

Multiparameter EoSs have predictive capabilities and minor deviations to the experimental
data when compared, for example, to their cubic counterparts. However, the computational
burden they introducemakes themprohibitive to use in the present work. Nonetheless, there
have been works that introduced the notion of a precompiled library to counteract this is
sue [195]. In this way, the computational cost of solving the EoS would be removed from the
solver, whichwould limit itself to load each of the necessary properties from the precompiled
table at runtime. However, while this provided a breakthrough allowing the use of a more
accurate EoS for less computational cost, the approach is generally limited tomixtures of two
different species due to constraints in memory allocation [196].

3.7.2 Cubic

The compressibility factor can be interpreted as a relation between the acting pressure and
the pressure an ideal gas exerts.

The prediction of real gas behavior in the EoS can be traced back to van derWaals [197], now
represented in equation (3.97). Concerning the real gas behavior, parameters a and b are
introduced, representing the attractive potential and the molecular volume, respectively. If
these two parameters are taken to be zero, equation (3.97) reduces to the ideal gas relation.
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Over time, many equations were developed which accounted for the basic principles already
expressed by van der Waals [197], namely liquidvapor coexistence and critical point [198].
The remaining parameters of equation (3.97) represent the amount of substance, n, themolar
volume, v and the universal gas constantR.

(
p+

an2

v2

)
(v − nb) = nRT (3.97)

The term cubic, labeling theseEoSs, arises from the fact that if expanded in terms of themolar
volume v or the compressibility factor, a cubic expression is retrieved [191]. Advantageous
as they may be, allowing for the representation of pressure curves without the need to cal
culate additional parameters in thermodynamic representations, uncertainties in the critical
parameters could lead to poor calculations of derived thermodynamic properties of signifi
cant importance, such as heat capacity and enthalpy. Nevertheless, cubic EoS are broadly
used in modeling supercritical fluid flows since they represent a compromise between accu
racy, simplicity, and computational cost. No two greater examples can be found by looking
no further than the SRK [185] and the PR [184] EoS, to be discussed further ahead.

In general form cubic equations of state can be written according to equation (3.98) [199].

p =
RT

v − b
− a (T )

(v + δ1b) (v + δ2b)
(3.98)

In equation (3.98), δ1 and δ2 are characteristic of each cubic Equation of State. The parameter
b is assumed to be independent of temperature, while a is depends upon it, based on the
critical temperature and a calibration function, according to equation (3.99).

a (T ) = a (Tc) f (T ) (3.99)

Several studies deal with the evolution ofmodifications into cubic EoS such as Ghanbari et al.
[200], where a comparison in terms of performance both in original formulations as well as
modified ones is made for a variety of polar and nonpolar fluids.

3.7.2.1 SoaveRedlichKwong

The SRK EoS [185] introduces, concerning its predecessor, the RK [201], the acentric factor,
which is a measure of the nonspherical shape of the molecules. The SRK Equation of State
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is given by equation (3.100). It is obtained from the general formulation of cubic EoS rep
resented in equation (3.98) by taking δ1 to be zero and δ2 to be 1. In addition to parameters
being expressed in terms of the critical point (critical pressure and temperature), they are
also expressed in terms of the acentric factor.

p =
RT

v − b
− a (T )

v (v + b)
(3.100)

The SRK differs from the RK EoS by replacing the term a/T 0.5 with more general depen
dence upon temperature. For reference, the RK equation of state is here reproduced in equa
tion (3.101).

p =
RT

v − b
− a(T )/T 0.5

v (v + b)
(3.101)

The more general dependence of the SRK EoS on temperature can be stated in the form of
equation (3.102).

a (T ) = a(Tc).a (Tr, ω) (3.102)

In equation (3.102), ac is the parameter at the critical point and a (Tr, ω) a nondimensional
parameter which corrects the value of a (T ) for temperatures other than the critical. The
attractive potential at the critical point, the molecular volume parameter and the correction
of temperature are given in equations (3.103) to (3.105).

a(Tc) = 0.42747
R2T 2

c

pc
(3.103)

b = 0.08664
RTc
pc

(3.104)
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a(Tr, ω) =
[
1 +

(
0.48 + 1.57ω + 0.17ω2

) (
1−

√
Tr

)]2
(3.105)

By writing in terms of the compressibility factor, Z (equation (3.106)), the cubic form of the
equation is retrieved. However, first, the roots of the polynomial must be found for Z, from
which density is then calculated.

Z3 − Z2 + Z
(
A−B −B2

)
−AB = 0 (3.106)

Auxiliary parameter A and B are evaluated from equations (3.107) and (3.108), respectively.

A =
a (Tr, ω) p

R2T 2
(3.107)

B =
bp

RT
(3.108)

Several modifications were proposed to the SRK EoS, improving its various aspects. Its wide
range of validity and easy implementation leads to amodified version to be used by Zong et al.
[79], developed from pure hydrocarbon vapor pressure data. The original work of Soave on
the modification of the RK was based on an accurate correlation of hydrocarbon vapor pres
sures in terms of reduced temperature, pressure, and acentric factor, therefore resulting in
an accurate prediction of phase equilibrium behavior. The modified SRK proposed by Gra
boski and Daubert [202] used for hydrocarbons and nonhydrocarbons [203] requires only
knowledge of the three parameters of each component. Thus, it helps treat mixtures con
taining sub and supercritical elements. An attempt is made by Fuller [204] to incorporate a
more general temperature dependence for factors a and b. However, only compressed liquid
water was tested.

3.7.2.2 PengRobinson

The PR EoS [184] is another example whose basis can be traced back to the work of van der
Waals, this time by themodification of the pressure attraction term, providing good accuracy
at supercritical conditions [205]. Its general formulation is given in equation (3.109). It
is obtained from the general formulation of equation (3.98) by taking δ1 to be 1 +

√
2 and

δ2 = 1−
√
2.

58



p =
RT

v − b
− a (T )

v (v + b) + b (v − b)
(3.109)

The various coefficients arising from this formulation, namely the attractive potential, corre
lation function, and molecular volume, are presented in equations (3.110) to (3.113), while
additional parameters A and B take the same form as in the SRK Equation of State.

a(T ) = a(Tc).a (Tr, ω) (3.110)

a(Tc) = 0.45724
R2T 2

c

pc
(3.111)

a (Tr, ω) =
[
1 +

(
0.37464 + 1.54226ω − 0.26992ω2

) (
1−

√
Tr

)]2
(3.112)

b = bc = 0.07780
RTc
pc

(3.113)

By rewriting as a function of the compressibility factor, the cubic formulation (equation
(3.114)) is obtained.

Z3 − (1−B)Z2 +
(
A− 2B − 3B2

)
Z −

(
AB −B2 −B3

)
= 0 (3.114)

In the same way, as was described for the SRK, the PR EoS was also the subject of proposals
for improvement over the years, with the introduction of empirical coefficients that would
enhance one particular aspect of the EoS, often substancedependent. For instance, an im
proved prediction method for saturated liquid densities, with an empirical correction term,
is proposed byMathias et al. [206], while Harvazinski et al. [207] describe efforts to increase
the EoS predictive capabilities at transcritical conditions. Finally, an extensive review of pro
posed modifications on the PR EoS is given by LopezEcheverry et al. [208].
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The choice of a particular EoS for the description of supercritical fluid behavior can impact
further than the degree of prediction of a specific model. For example, numerical stability
issues, resulting from the appearance of nonphysical spurious oscillations, leading to oscilla
tions in the thermodynamic property gradients, needs to be considered by either DNS, RANS,
and LESbased solvers [9].

In general, cubic EoSs use is widespread and sustainedmainly because they represent a com
promise between accuracy, simplicity, and computational cost. The PR and SRK cubic EoS
provide good predictions at highpressure conditions, as is the case of supercritical fluid
flows. However, fundamentally relevant to highpressure studies, they differ because while
the PR EoS contributes to a better representation of density up to two times the critical pres
sure, the SRK one provides a better representation of phase equilibrium.

Figure 3.4 depicts a comparison in the prediction of the density evolution of nitrogen at a
pressure of 4MPa for a temperature range of 100 to 300K. Ideal gas, PR [184] and SRK [185]
Equations of State are compared with data obtained from the NIST database [137]. The ideal
gas EoS is insufficient in modeling the highpressure nitrogen represented. Between the
two cubic EoSs represented in the figure, the PR [184] is used in the work here presented.
The PR EoS leads to a closer representation of the thermodynamic properties in the critical
point’s vicinity, while the SRK corresponds to a closer representation of temperature at low
temperatures.
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Figure 3.4: Comparison between ideal, SRK and PR EoS for nitrogen at 4MPa and temperature ranging
from 100 to 300K.

3.7.2.3 Volume Translation Methods

To increase the performance of the PR EoS, the volume translation method of Abudour et al.
[209] is considered in the modeling of coaxial multispecies injection. The method is appli
cable to saturated and singlephase regions. It can include only fluidspecific parameters,
generalized from properties such as the critical compressibility factor, the acentric factor,
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and the dipole moment. It involves a translation to improve prediction in density without
affecting vaporliquid equilibrium.

Generically the method is represented in equations (3.115) and (3.116), where vV TPR and
vPR are the translated and untranslated molar volumes, with c the translation term, δc is the
volume correction at the critical temperature and 0.35 a universal constant for all fluids.

vV TPR = vPR + c (3.115)

vV TPR = vPR + c− δc
0.35

0.35 + d
(3.116)

The parameter c is evaluated according to equation (3.117), with c1 a constant fluiddepen
dent parameter. For nitrogen it assumes the value of 0.01386.

c =
RTc
pc

[c1 − (0.004 + c1) exp(−2d)] (3.117)

Parameter δc is obtained fromequation (3.118), whereZEOS
c has the universal value of 0.3074

for the PR EOS.

δc =
RTc
pc

(
ZEOS
c − Zexp

c

)
(3.118)

Lastly, the distance function d, obtained from the untranslated EoS to avoid iterative solu
tions, is defined in equation (3.119), dependent on the isothermal partial derivative of pres
sure concerning density, also from the untranslated EoS.

d =
1

RTc

(
∂pPR

∂ρ

)
T

(3.119)
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3.8 Thermodynamic Properties

Considering the PR EoS used, the definition of a thermal EoS in terms of any given thermo
dynamic potential, such as, for instance, internal energy or enthalpy, is a straightforward
process. Departure functions are an exact description of the thermodynamic variable be
cause they are state variables, depending only on initial and final states and not on the path
between them [210], being the only constraint in terms of hypothesis or approximations, the
choice of the EoS.

Internal energy in equation (3.120) and enthalpy in equation (3.121) are derived in accor
dance to Maxwell’s relations and the fundamental laws of thermodynamics [211]. Internal
energy and enthalpy are evaluated by adding to the ideal gas contribution (subscript zero)
departure functions that account for real gas effects (the second term on the right hand side
of equations (3.120) and (3.121)). Figure 3.5 depicts the variation of nitrogen’s enthalpy in
the temperature range of interest [137].

e (p, T ) = e0 (T ) +

∫ ρ

ρ0

[
p

ρ2
+
T

ρ2

(
∂p

∂T

)
ρ

]
T

dρ (3.120)

h(p, T ) = h0(T ) +

∫ p

p0

[
1

ρ
+
T

ρ2

(
∂ρ

∂T

)
p

]
T

dp (3.121)
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Figure 3.5: Plots of enthalpy for nitrogen from 1MPa to 10MPa, with data from the NIST database [137]
(dashed lines represent liquid–vapor discontinuity).

Ideal gas enthalpy (h0(T )) is evaluated from the 7 coefficient NASA polynomials [212], repli
cated in equation (3.122). The coefficients a1 to a6 are given in Table 3.8, for nitrogen and
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hydrogen.

h0 (T )

RT
= a1 + a2

T

2
+ a3

T 2

3
+ a4

T 3

4
+ a5

T 4

5
+ a6

1

T
(3.122)

Table 3.8: Coefficients of the polynomial for the determination of ideal gas properties [212].

Coefficient Nitrogen Hydrogen

a1 0.241 594 29× 101 3.337 279 20

a2 0.174 890 65× 10−3 −4.940 247 31× 10−5

a3 −0.119 023 69× 10−6 4.994 567 78× 10−7

a4 0.302 262 45× 10−10 −1.795 663 94× 10−10

a5 −0.203 609 82× 10−14 2.002 553 76× 10−14

a6 0.561 337 73× 105 −9.501 589 22× 102

Explicitly formulations for the internal energy and the enthalpy are retrieved for the PR
EoS [211], according to equations (3.123) and (3.124), respectively. Finally, the partial deriva
tive ∂a

∂T is give following equation (3.125).

e (p, T )− e0 (T )

RT
=
a(T )a (Tr, ω)− T ∂a

∂T

RT
√
8b2

ln

(
2v + 2b−

√
8b2

2v + 2b+
√
8b2

)
(3.123)

h (p, T )− h0 (T )

R
=
a(T )a (Tr, ω) + T ∂a

∂T

RT
√
8b2

ln

(
2v + 2b−

√
8b2

2v + 2b+
√
8b2

)
− 1 + Z (3.124)

∂a

∂T
= −

(
0.37464 + 1.54226ω − 0.26992ω2

)
a(Tc)

TcT
1/2
r

(3.125)

Several partial derivatives of interest such as
(

∂p
∂V

)
T
,
(

∂p
∂T

)
T
and

(
∂V
∂T

)
p
can also be defined:

(
∂p

∂v

)
T

= − RT
(v − b)2

+
2a (v + b)

[v (v + b) + b (v − b)]2
(3.126)
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(
∂p

∂T

)
v

=
R

v − b
−

∂a
∂T

v (v + b) + b (v − b)
(3.127)

(
∂v

∂T

)
p

=
R
p

(
T

(
∂Z

∂T

)
p

+ Z

)
(3.128)

Where:

(
∂Z

∂T

)
p

=

(
∂A
∂T

)
p
(B − Z) +

(
∂B
∂T

)
p

(
6BZ + 2Z − 3B2 − 2B +A− Z2

)
3Z2 + 2 (B − 1)Z + (A− 2B − 3B2)

(3.129)

(
∂A

∂T

)
p

=
p

(RT )2

(
∂a

∂T
− 2a

T

)
(3.130)

(
∂B

∂T

)
p

= − bp

RT 2
(3.131)

Lastly it remains to define the isobaric and isochoric specific heat which are going to be
needed in the determination of thermal conductivity. The isochoric specific heat is defined
in equation (3.132).

cv (ρ, T ) = cv0 −
∫ ρ

ρ0

[
T

ρ2

(
∂p

∂T

)
ρ

]
T

dρ (3.132)

The ideal gas component (cv0) is related to the ideal gas isobaric specific heat throughMeyer’s
relation: cv = cp0 − R. cp0 is evaluated from equation (3.133) from the NASA 7 coefficient
polynomials [212].

cp,0 (T )

R
= a1 + a2T + a3T

2 + a4T
3 + a5T

4 (3.133)
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Real gas isochoric specific heat is retrieved by differentiating the internal energy with respect
to temperature at constant volume:

cRv =

(
∂e

∂T

)
v

=
T ∂2a

∂T 2

b
√
8

ln

[
Z +B

(
1 +

√
2
)

Z +B
(
1−

√
2
)] (3.134)

Where:

∂2a

∂T 2
=
a(Tc)k (1 + k)

√
Tr

2TTc
(3.135)

k = 0.37464 + 1.54226ω − 0.26992ω2 (3.136)

Lastly the isobaric specific heat departure function (cRp ) is evaluated from equation (3.137)
based on the calculated p–v–T partial derivatives.

cRp = cRv + T

(
∂p

∂T

)
v

(
∂v

∂T

)
p

−R (3.137)

3.9 Transport Properties

Transport properties such as dynamic viscosity, thermal conductivity, and diffusion need to
be evaluated, considering the deviation from the ideal gas behavior described before. Vis
cosity represents the transport of momentum across a velocity gradient [213], thermal con
ductivity the transport of energy across a temperature gradient, and diffusion the transport
of the species in a mixture across the gradient of concentration. They are to be expressed
as a sum of their ideal gas behavior plus a departure function accounting for real gas behav
ior. Two different methods for each property are considered. Initially, the method proposed
by Lemmon and Jacobsen [214] was employed in the modeling of single nitrogen injection.
However, when moving to the modeling of coaxial combinations of nitrogen and hydrogen,
the model of Chung et al. [215] is adopted due to its validity for hydrogen. Finally, several
methods for the calculation of transport properties and equations of state are reviewed and
compared by Congiunti et al. [191].

Transport properties determine the mass and energy transport that dictate the interface con
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ditions and consequently the vaporization rate and supercritical regime [92]. The classical
gas kinetic theory fails to predict correctly transport properties for high pressures. How
ever, it is always possible to estimate a lowpressure value and correct it by considering high
pressure effects. Each of these methods is comprised of two or three contributions [31, 96],
depending on the nearcritical behavior of the property. A dilute gas contribution represents
ideal gas behavior, therefore independent of density. A departure function considers the de
viation from ideal gas for properties that do not exhibit sudden variations near the critical
point. Finally, a critical enhancement component intends to represent the singular behavior
in proximity to the critical point.

The use of real gas relationships for transport and thermodynamic properties allows the phys
icalmodel to capture theweak compressibility effects when using an incompressible variable
density approach. Thermodynamic properties such as enthalpy are evaluated by their ideal
gas value and departure function to account for real gas effects.

3.9.1 Lemmon and Jacobsen’s Model for Dynamic Viscosity

The dynamic viscosity of equation (3.138) results from a dilute gas contribution and a resid
ual component, representing a departure from an ideal gas. The dilute gas contribution, µ0

is given by equation 3.139, while the residual component of viscosity, µr is represented in
equation (3.141). Ω represents the collision integral (equation (3.140)),M is the molar mass,
and σ the LennardJones size parameter, while ρr and Tr represent reduced density and tem
perature, respectively. The remaining parameters are tabulated constants reproduced in Ta
ble 3.9, for the collision integral constants and Table 3.10 for the remaining constants.

µ = µ0(T ) + µr(ρr, Tr) (3.138)

µ0(T ) =
0.0266958

√
MT

σ2Ω(T ∗)
(3.139)

Ω(T ∗) = exp

(
4∑

i=0

bi [ln(T
∗)]i
)

(3.140)

µr(ρr, Tr) =

n∑
i=1

Niρ
ti
r T

di
r exp

(
−γiT li

r

)
(3.141)
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Table 3.9: Coefficients for the collision integral equation [214].

i bi

0 0.431
1 0.4623
2 0.08406
3 0.005341
4 0.00331

Table 3.10: Coefficients and exponents of the residual fluid viscosity equations [214].

i Ni ti di li

1 10.72 0.1 2 0
2 0.03989 0.25 10 1
3 0.001208 3.2 12 1
4 7.402 0.9 2 2
5 4.620 0.3 1 3

3.9.2 Chung’s Model for Dynamic Viscosity

Chung et al. [215] model for the determination of dynamic viscosity is here described. Close
attention should be paid to the units in which the different variables are given.

Dynamic viscosity, µ, given inµP is evaluated according to equation (3.142), as a contribution
of lowpressure viscosity, µκ, and a correction term for highpressure, µp. The lowpressure
component, µk, on equation (3.143) is dependent upon the dilute gas viscosity, µ0, parame
ters y and G2, and A6, a linear function of the acentric factor, ω, reduced dipole moment, ηr
and association factor, κ, a correction factor for hydrogenbonding effects, that is assumed
to be zero.

µ = µk + µp (3.142)

µk = µ0

(
1

G2
+A6y

)
(3.143)

The dilute gas viscosity is computed from equation (3.144).

µ0 = 26.69× 10−6Fc

√
MT

σ2Ω∗ (3.144)
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Additional parameters Fc, to account for molecular and polar effects and y are computed
from:

Fc = 1− 0.2756ω + 0.059035η4r + k (3.145)

y =
ρvc
6

(3.146)

With the dimensionless dipole moment, ηr:

ηr =
131.3µ

(vcTc)
1/2

(3.147)

The collision integral is given according to equation 3.148, whose constants are given in Ta
ble 3.11

Ω∗ =
A

T ∗B +
C

exp(DT ∗)
+

E

exp(FT ∗)
+GT ∗B sin(ST ∗W −H) (3.148)

Table 3.11: Constants used for generalized viscosity correlation [215].

Constant Value

A 1.16145
B 0.14874
C 0.52487
D 0.77320
E 2.16178
F 2.43787
G −6.435× 10−4

H 7.27371
S 18.0323
W 0.76830

Ai coefficients are evaluated from equation (3.149), while constants a0 to a3 are given in
Table 3.12, reproduced from Chung et al. [215]. For nonpolar substances only the first two
terms of equation (3.149) are considered.
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Ai = a0(i) + a1(i)ω + a2(i)µ
4
r + a3(i)k i = 1, 10 (3.149)

Table 3.12: Constants used for the generalized viscosity correlation [215].

a0(i) a1(i) a2(i) a3(i)

6.32402 50.41190 51.6801 1189.02
0.0012102 0.0011536 0.0062571 0.037283
5.28346 254.209 168.481 3898.27
6.62263 38.0957 8.46414 31.41780
19.7454 7.63034 14.3544 31.5267
1.89992 12.5367 4.98529 18.1507
24.27450 3.44945 11.29130 69.3466
0.79716 1.11764 0.012348 4.11661
0.23816 0.067695 0.8163 4.02528
0.068629 0.34793 0.59256 0.72663

The highpressure contribution to the evaluation of dynamic viscosity is given in equation
(3.150). M is the molar volume, Tc the critical temperature, vc the critical volume, coeffi
cients A7 to A10 linear functions of the acentric factor, reduced dipole moment and associ
ation factor and T ∗ the dimensionless temperature. Additional parameters G1, G2, and the
reference temperature, T ∗, are defined in equations (3.151), (3.152) and (3.153), respectively,
where κB is the Boltzmann’s constant and ε the potential energy parameter.

µp =

[
36.3446E6

(MTc)
0.5

v
2/3
c

]
A7y

2G2 exp(A8 +A9/T
∗ +A10/T

2∗) (3.150)

G1 =
1− 0.5y

(1− y)3
(3.151)

G2 = [A1 (1− exp [−A4y]) /y +A2G1 exp (A5y) +A3G1] / (A1A4 +A2 +A3) (3.152)

T ∗ =
kBT

ε
(3.153)

Figure 3.6 compares the models of Chung et al. [215] and Lemmon and Jacobsen [214] in
conjunction with the PR EoS [184], with experimental data from the NIST database [137] for
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nitrogen taken at a pressure of 4MPa. It is observed a good agreement with the experimental
data at temperatures above nitrogen’s critical temperature (126.2K) and a deviation in the
transcritical regime, as was expected due to the PR EoS.
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Figure 3.6: Comparison of dynamic viscosity for nitrogen at 4MPa, with the PR EoS.

The variation of viscosity at pressure levels from 1 to 10MPa is shown in Figure 3.7. It can
be seen that the pressure level of 4MPa (the first supercritical value) still holds some influ
ence of the critical divergence taking place at the critical point, decreasing with increasing
temperature as pseudoboiling effects become less preponderant.
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Figure 3.7: Plots of viscosity for nitrogen from 1MPa to 10MPa, with data from the NIST database [137]
(dashed lines represent liquid–vapor discontinuity).

3.9.3 Lemmon and Jacobsen’s Model for Thermal Conductivity

The thermal conductivity of equation (3.154) results from a dilute gas contribution repre
senting ideal gas (λ0), a residual contribution (λr), and a third component representing the
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singular behavior of thermal conductivity in the vicinity of the critical point, designated ”crit
ical enhancement”, λc. While the first two components are defined similarly to the dynamic
viscosity [214], the critical enhancement is introduced to deal with the critical point singular
ity [216].

λ = λ0(T ) + λr(ρr, Tr) + λc(ρr, Tr) (3.154)

In equations (3.155) and (3.156), the additional parameters represent constants [214], re
produced in Table 3.13, while in equation (3.157), Ω̃ is a consequence of the specific heat at
constant pressure and volume, where cv, cp,

(
∂ρ
∂p

)
T
are obtained from the EoS at specified

density and temperature. For the PR EoS, these thermodynamic relations are specified in
Section 3.8, while the critical enhancement constants are defined in Table 3.14.

λ0(T ) = N1

[
µ0(T )

1µPa · s

]
+N2ρ

t2
r +N3ρ

t3
r (3.155)

λr(ρr, Tr) =
n∑

i=1

Niρ
ti
r T

di
r exp

(
−γiT li

r

)
(3.156)

λc = ρcp
κBR0T

6πξµ(T, ρ)

(
Ω̃− Ω̃0

)
(3.157)

Table 3.13: Coefficients and exponents of the residual fluid thermal conductivity equations [214].

i Ni ti di li

1 1.511   
2 2.117 1.0  
3 3.332 0.7  
4 8.862 0.0 1 0
5 31.11 0.03 2 0
6 73.13 0.2 3 1
7 20.03 0.8 4 2
8 0.7096 0.6 8 2
9 0.2672 1.9 10 2

Ω̃ =
2

π

[(
cp − cv
cp

)
tan−1 (ξ/qD) +

cv
cp

(ξ/qD)

]
(3.158)
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Ω̃0 =
2

π

[
1− exp

(
− 1

(ξ/qD)
−1 + 1

3 (ξ/qD)
2 (ρc/ρ)

2

)]
(3.159)

ξ = ξ0

[
x̃(T, ρ)− x̃(Tref , ρ)

Tref

T

Γ

]ν/γ
(3.160)

x̃(T, ρ) =
pcρ

ρ2c

(
∂ρ

∂p

)
T

(3.161)

Tref = 2Tc (3.162)

if ξ ≤ 0 then λc = 0 (3.163)

Table 3.14: Critical enhancement constants [214].

Variable Value

ξ0 0.17
qD 0.40
Γ 0.055
ν 0.63
γ 1.2415
R0 1.01
κB 1.380 658× 10−23

3.9.4 Chung’s for Thermal Conductivity

Themethod of Chung et al. [215] for the evaluation of the thermal conductivity is described as
follows. Similar to the description of dynamic viscosity, thermal conductivity (λ) is based on
the contributions from a lowpressure component, λk added a correction accounting for high
pressure effects, λp. The dilute gas thermal conductivity is evaluated from equation (3.165)

λ = λk + λp (3.164)
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The auxiliary parameters are evaluated according to equations (3.165) through (3.173), while
the coefficients of polynomials Bi are given in Table 3.15.

λ0 =
7.452µ0ψ

M
(3.165)

ψ = 1 + α

[
0.215 + 0.28288α− 1.061β + 0.26665Z

0.6366 + βZ + 1.061αβ

]
(3.166)

α =
cv
R

− 3

2
(3.167)

β = 0.7862− 0.7109w + 1.3168w2 (3.168)

Z = 2 + 10.5T 2
r (3.169)

λk = λ0

(
1

H2
+B6y

)
(3.170)

λp =

[
3.0396E4

(
Tc
M

)0.5 1

v
2/3
c

]
B7y

2H2T
1/2
r (3.171)

H2 = [B1 (1− exp(−B4y)) /y +B2G1 exp(B5y) +B3G1] /(B1B4 +B2 +B3) (3.172)

Bi = b0(i) + b1(i) + b2(i)µ
4
r + b3(i)k (3.173)
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Table 3.15: Constants used for generalized thermal conductivity correlation [215].

b0(i) b1(i) b2(i) b3(i)

2.41657 0.74824 0.91858 121.721
0.50924 1.50936 49.9912 69.9834
6.61069 5.62073 64.7599 27.0389
14.5425 8.91387 5.63794 74.3435
0.79274 0.82019 0.69369 6.31734
5.8634 12.8005 9.58926 65.5292
81.171 114.158 60.841 466.775

Figure 3.8 depicts a comparison between the models of Chung et al. [215] and Lemmon and
Jacobsen [214] for thermal conductivity, taking into account the PR EoS [184], and experi
mental data from the NIST [137] for nitrogen taken at a pressure of 4MPa. Contrary to what
was observed for dynamic viscosity in Figure 3.6, there are visible differences in the predic
tions of both methods due to the inclusion of critical enhancement in the model from Lem
mon and Jacobsen [214].
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Figure 3.8: Comparison of thermal conductivity for nitrogen at 4MPa, with the PR EoS.

Figure 3.9 depicts the evolution of thermal conductivity for the pressure levels considered. It
can be seen that the effect of the critical point ismuchmore pronounced than for the viscosity,
as indicated by the 4MPa line. The computational model could benefit from including a
critical enhancement component to predict the thermal conductivity.
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Figure 3.9: Plots of thermal conductivity for nitrogen from 1MPa to 10MPa, with data from the NIST
database [137] (dashed lines represent liquid–vapor discontinuity).

3.9.5 Mixture rules

Themixture properties are evaluated followingChung et al. [215], according to equations (3.174)
to (3.182), where subscriptmixmeans mixture.

σ3mix =
n∑
i

n∑
j

σ3ij (3.174)

εmix

k
=

 n∑
i

n∑
j

XiXj

(εij
k

)
σ3ij

 /σ3mix (3.175)

vc,mix =
( σmix

0.809

)3
(3.176)

Tc,mix = 1.2593εm/k (3.177)
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wmix =

 n∑
i

n∑
j

XiXjwijσ
3
ij

 /σ3mix (3.178)

Mmix =

 n∑
i

n∑
j

XiXj
εij
k
σ2ijM

1/2
ij

 /
(εmix

k
σ2mix

)2

(3.179)

µ4mix =

 n∑
i

n∑
j

XiXjµ
2
iµ

2
j/
(εij
k
σ3ij

)σ3mix

εmix

k
(3.180)

kmix =
n∑
i

n∑
j

XiXjkij (3.181)

µr,mix =
131.3µmix

(vc,mixTc,mix)
1/2

(3.182)

The binary interaction parameters (ξij and ζij) are evaluated as described below [215]. ξij
and ζij are set to unity for most systems, except in mixtures where polar substances and
hydrogenbonding effects are included, or even in mixtures where its components present
large differences in their molecular structure.

σij = ξij (σiσj)
1/2 (3.183)

εij = ζij [(εi/k) (εj/k)]
1/2 (3.184)

wij =
1

2
(wi + wj) (3.185)
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Mij =
2MiMj

Mi +Mj
(3.186)

kij = (kikj)
1/2 (3.187)

3.10 Summary

This chapter introduced the governing equations that constitute the system of partial dif
ferential equations to be solved. The incompressible but variable density hypothesis is re
viewed. An appropriate description of thermodynamic and transport properties evaluation
procedures based on departure function formalism was evaluated, given the nature of the
flows under consideration. The consequences of the physical models will be evaluated in
Chapter 4.
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Chapter 4

Numerical Considerations

In order for a numerical solution to be retrieved, the governing equations presented in Chap
ter 3 are discretized algebraically. This is achieved through a finite volume/ finite difference
method. With these methods, the solution of the system of partial differential equations
(PDE) is only found for a set of discrete points in the domain. Conservation at the discrete
level is automatically ensured in the finite volume method (FVM) due to using the conserva
tion equations directly in the integral formulation. Finite differences are used at the faces of
the control volumes. Discretization, consisting of the transformation of the system of PDE
into a set of linear equations, is the subject of the following few sections.

4.1 Discretization of the Physical Domain

The governing equations described in Chapter 3 are going to be discretized into a finite do
main to obtain a system of linear equations to be solved numerically. The FVM describes the
integration of the PDEs system into each control volume as defined by the grid. Each control
volume is associatedwith a point in themesh. FVMhas the advantage of automatically ensur
ing conservative discretization, which means that for two opposite cell faces, the difference
between both quantities is not dependent on the cell in which the face is considered [138].

A staggered grid configuration ensures that the wellknown oddeven decoupling of pressure
and velocity does not happen, i.e., that pressure and velocity do not affect each other. Velocity
and pressure values are stored in different positions for which the control volumes are no
longer equal. Ultimately, the pressure values are calculated directly for the cell face, and no
interpolation is needed. This eliminates the decoupling of the pressure and velocity fields
and any possible oscillations.

The systematic discretization of the domain and the dependent variables makes it possible
to replace the governing equations with simple algebraic equations. In this way, numeri
cal schemes define the way dependent variables are represented at the face of each control
volume as the function of its neighbors, playing a preponderant role in the stability of the
numerical solution. Except for velocity components, all variables are located in the cell cen
ters. The location of velocity components midway through each point allows for the direct
determination of velocity values from pressure gradients and mass fluxes through each con
trol volume face, preventing the decoupling between pressure and velocity. As a result, the
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FVM is based on the equilibrium between inflows and outflows at the four faces of the control
volume.

On the discrete level, a partial derivative of the general conserved property ϕ can be evaluated
according to equation (4.1).

∂ϕ

∂x
= lim

∆x→∞

ϕ (x+∆x)− ϕ (x)

∆x
(4.1)

Expanding the derivative in a Taylor expansion, we obtain equation (4.2), where HOT repre
sents the truncated higherorder terms.

ϕ (x+∆x)− ϕ (x)

∆x
=
∂ϕ

∂x
+∆x

∂ϕ

∂x
+

∆x2

2!

∂2ϕ

∂x2
+

∆x3

3!

∂3ϕ

∂x3
+HOT =

∂ϕ

∂x
+O (∆x) (4.2)

Endless approximations can bemade to the partial derivative of equation (4.2). In Figure 4.1
the numerical molecule is depicted, which can help us to develop several of these approxima
tions.

L Rt rC

x x

xc

rl

Figure 4.1: Representation of the numerical molecule.

For example, equations (4.3), (4.4) and (4.5), represent firstorder forward, backward and
secondorder central approximations, respectively, considering ∆x ̸= 0. In these equations,
O (∆xn) represents the truncation error, which goes to zero with the power of ∆x, while
R stands for right, L for left and C for center. For the firstorder forward (equation (4.3))
and backwards (equation (4.4)) approximations, the truncation error goes to zero with ∆x,
making them firstorder approximations, while in equation (4.5) the truncation error goes
to zero with∆x2, leading to a secondorder approximation as the name implies.

∂ϕc
∂x

=
ϕR − ϕC
∆xr

− ∆x

2!

∂2ϕC
∂x2

− ∆x2

3!

∂3ϕC
∂x3

=
ϕR − ϕC
∆xr

+O(∆x) (4.3)
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∂ϕC
∂x

=
ϕC − ϕL
∆xl

+
∆x

2!

∂2ϕC
∂x2

− ∆x2

3!

∂3ϕ

∂x3
=
ϕC − ϕL
∆xl

+O (∆x) (4.4)

∂ϕC
∂x

=
ϕR − ϕL

∆xl +∆xr
− ∆x2

3!

∂3ϕ

∂x3
=

ϕR − ϕL
∆xl +∆xr

+O
(
∆x2

)
(4.5)

The choice of an appropriate discretization scheme depends on the physics we want to rep
resent. As such, the directional behavior of the advective fluxes and the nondirectional be
havior of diffusive fluxes described in the governing equations in Chapter 3 needs to bemain
tained at the discrete level. Given the characteristics of each type of flux and the discretization
schemes described, advective fluxes are associated with forwarding differences and diffusive
fluxes with central differences. Using central differences for the discretization of advective
fluxes can lead to the appearance of negative coefficients at the control volume faces [217],
which would limit the approach to low Reynolds numbers. However, these are not without
limitations, making them inappropriate for describing supercritical fluid behavior, as is the
case of the appearance of nonphysical pressure oscillations. Considering a generic location,
diffusive fluxes are affected by changes in the conditions on either side of that location.

In contrast, advective fluxes are only affected by condition changes on one side of the location.
Taking into account the behavior of both types of fluxes, the incompressible but variable
density approach used resembles time marching parabolic codes [66]. These, however, can
lead to convergence difficulties [218] at low speeds such as the ones encountered in the flows
of interest [59].

In order better understand these limitations, we can start by defining a cellbased Péclet num
ber, according to equation (4.6), as a ratio between advective and diffusive fluxes, where V is
a reference velocity,L a reference length, andα the thermal diffusivity. As now defined, large
Pe means advection effects values will have a greater preponderance than thermal transfer.
Considering the secondorder central scheme, it is diagonal dominant for values of the Pé
clet number of less than two; however, for values higher than two, meaning that advective
processes dominate over diffusion, the matrix system loses its diagonal dominance, and the
systemmay not present a linear solution, leading to the appearance of nonphysical pressure
oscillations. It may be recalled that the importance of the diagonal dominance has been high
lighted in Chapter 3 since the nonlinear behavior of the advective terms in the conservation
equations is the source of turbulence.

Pe =
V L

α
(4.6)
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To circumvent the numerical stability problems of central schemes for Péclet numbers higher
than two, we can then resort to firstorder schemes such as the firstorder forward scheme
represented in equation (4.3). Although these schemes are accurate for onedimensional
flows, they are overdiffusive for multidimensional problems, introducing numerical diffu
sion, which requires appropriate treatment. In summary, the stability achieved with the in
troduction of numerical diffusion comes at the expense of accuracy. The idea is then to look
for a higherorder scheme that allows to overcome the stability issues of central schemes and
retain at the same time the directional behavior of upwind schemes. Such is the case of the
thirdorder accurate quadratic upstream interpolation for convective kinematics (QUICK)
scheme [219]. As defined in Figures 4.2 and 4.3 the values at right and left faces are de
fined according to equations (4.7) and (4.9). As depicted in the figures, four nodal points
are needed, assuming that the normal component of velocity has the same sign for each two
opposite walls [219]. It may also be interpreted as a linear interpolation, however, corrected
with a term proportional to the upstream curvature as depicted in Figure 4.2, given that for
a parabola, the slope halfway between two points is equal to the chord joining these points.
While grid refinement could, in principle, alleviate the problem, its required level would be
impracticable for most engineering applications. While dissipation is recognized as the key
to controlling oscillatory numerics, highorder schemes are not the only way of introducing it
to the computations since sensors of localized artificial viscosity can alternatively be used [9].
In summary, using theQUICK scheme to estimate the values at the control volumewalls with
accuracy is intended to avoid instabilities occurring for high advection found in linear inter
polation.
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Figure 4.2: Interpolation of ϕr.
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(
∂ϕ

∂x

)
l

=
ϕC − ϕL
∆xl

(4.10)

While the stability achieved with the QUICK scheme solves the oscillatory behavior of the
discretization process and contributes tomitigating the appearance of nonphysical pressure
oscillation, it is not its only source. For example, in the modeling of supercritical fluid behav
ior, nonlinearities associated with the EoS and the Widom line could have a role to play in
the appearance of pressure oscillations, polluting the numerical solution, and different ap
proaches may need to be pursued to deal with them, depending on whether RANS, LES or
DNS is being used. In general, the variation in density, viscosity, and specific heat increases
the nonlinearity of the equations, which have to be evaluated at each iteration [220].

4.2 Spurious Pressure Oscillations

Despite the complexities associated with the description of supercritical fluid flows, several
advancements have beenmade in their numerical simulations. Either by considering the flow
as compressible [196, 221] or taking a variable density but incompressible approach [66], the
predictive capabilities of computational methodologies have increased. On the other hand,
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aspects of the modeling such as the EoS and the Widom region introduce nonphysical pres
sure oscillations into the flow, which need to be dealt with [222–224]. Consequently, entropy
stable schemes have been used to improve numerical stability [196], while the production of
entropy is used for the flow description [225–227].

The thermodynamic nonlinearities in the vicinity of the Widom line may induce the gen
eration of pressure oscillations originating in minor density variations generated from the
nonlinearities associated with the real fluid EoS [224]. As reported by Lacaze et al. [224],
LESbased solvers are the oneswhere this problemneeds to be accounted for andwheremore
effort needs to be employed to deal with it. In the case of RANS, as described in section4.1,
with the introduction of the QUICK scheme, numerical diffusion is introduced while ensur
ing that the gradients are well resolved. On the other hand, in DNS, all scales are solved [65],
while in LES of supercritical fluids, the Reynolds at which the simulations are run is higher
than in the case of DNS. Furthermore, coarser grids are employed against which the ability to
replicate the inertial gridscale behavior in the form of Kolmogorov’s −5/3 law is compared.

Numerical dissipation can appear due to the use of localized artificial viscosity to ensure
solutions convergence under a grid refinement process [228] or highorder numerical meth
ods with dissipative characteristics [9], which in appropriate conditions is changed to non
oscillatory numerical schemes, as described above. Localized artificial viscosity needs to be
applied consistently to all variables [150], in order tomaintain the characteristics of the phys
ical phenomena. In this sense, Terashima and Koshi [229] employ an artificial viscosity term
to limit the appearance of pressure oscillations in highdensity gradient regions; sensors are
commonly used [76] to identify highgradient regions and to establish the transition between
highorder dissipative and loworder nondissipative numerics. On the other hand, entropy
stable schemes have been recently introduced [230], since spurious oscillations violate nei
ther the stability of entropy nor the principle of minimum entropy. As a consequence, how
ever, in these schemes, the conservation of total energy is forsaken [223, 231], effectively
moving from a fully conservative formulation to a quasiconservative one. Entropy stable
schemes have been introduced into the modeling of supercritical flows by Ma et al. [196],
through the extension of the double fluxmodel [230] to real fluids. Due to the nonachievable
energy conservation, quasiconservative methods lead to nonphysical fluid heating [232].

Quasi conservative formulations can help alleviate the effect of spurious pressure oscillations
considering a transport equation for pressure (a nonconserved variable). Terashima and
Koshi [229, 233], [234] extended the pressure transport equation to supercritical conditions,
where pure advection numerical tests [233, 235] were used to compare conservative and
pressurebased formulations. A more indepth comparison between conservative and quasi
conservative formulations would be later performed by Lacaze et al. [224]. They compare
the fully conservative energybased formulation impacted by spurious oscillationswith quasi
conservative pressure and enthalpybased formulations, concluding that the enthalpybased
formulation avoids spurious oscillation and is more accurate in the representation of mixing
thermodynamics.
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For multicomponent mixtures, Ma et al. [236] show that mixing follows the limiting cases
of adiabatic and isochoric mixing models when fully and quasiconservative formulations
are employed, occurring as a consequence of numerical diffusion appearing due to insuffi
cient grid resolution, in the case of LES. Therefore, it is concluded that the adiabatic mixing
model may be inadequate. Also Boyd and Jarrahbashi [232] propose a hybrid method where
quasiconservative, double flux, and fully conservative formulations are switched based on a
criterion resorting to heat ratio and reference internal energy.

Maeda and Ihme [237] report on the fact that supercritical fluids having variable properties
can be a source of numerical instabilities required purposely built techniques such as dou
ble flux and quasiconservative formulation and a priori grid refinement. They develop a
discontinuous Galerkin method for transcritical and supercritical fluid flows.

Lastly, it is worthmentioning that these studies on the appearance of spurious pressure oscil
lations were conducted under compressible flow conditions. It is not clear what their impact
would be in an incompressible but variable density approach using LES.

4.3 Underrelaxation

Underrelaxation of variables alters the value of the variableϕ between consecutive iterations
through a parameter called the underrelaxation factor (θ). For example, considering two
consecutive iterations of the variable ϕ and taking ∆ϕ its variation between the considered
iteration, underrelaxation can be expressed according to equation (4.11).

ϕn = ϕn−1 + θ∆ϕ (4.11)

For steadystate simulations, it is recommended to use the highest possible levels of under
relaxation since it accelerates the solution’s convergence. Furthermore, it is practical since it
can help avoid the divergence of the iterative solution in the presence of strongly nonlinear
equations. First, however, it is necessary to verify if the converged solution is affected by the
values of the underrelaxation factors used. As such, underrelaxation is applied as follows:
first, a high level of underrelaxation is applied to the variables that have reached conver
gence. A lower level of underrelaxation is then applied, and the iterative solver is restarted
for about 100–200 iterations. If the lower underrelaxation has no significant influence on
the residuals, the solution is independent of the underrelaxation factors used.

The underrelaxation values typically employed in the simulations are reported in Table 4.1,
with initial and verification factors.
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Table 4.1: Underrelaxation factors.

Variable Initial value Verification

p 0.5 0.75
ρ 0.3 0.4
µt 0.5 0.75
κ 0.4 0.75
ε 0.3 0.75
ω 0.4 0.75
ν̃ 0.4 0.75

4.4 Grid Independence

Mesh quality can have many definitions. The number of points can be a good one as far
as DNS is concerned. Nevertheless, it is not sufficient. One must ensure that all the scales
(including Kolmogorov scales) are being solved. So, this means that 10256 might correspond
to a grid with good quality if it solves all the scales in the domain, or it can be a much poorer
quality grid than 105 if it does not solve all scales. Additionally, with DNS, it depends on
the domain size because in a 5x5x5mm domain, the small scales have the same size as in a
20x20x20cm, but in the latter, one will need 6.4× 104 times more points.

In the RANS case, we need to ensure that the algebraic equations obtained by discretization
of the PDEs (that govern the phenomena) are equivalent. This means that the solution of
the algebraic equations should be close to the solution of the PDEs that they represent. We
know that the difference between them is due to the approximation of the derivatives, which
are continuum quantities in the PDEs. However, in the algebraic analogs, discrete quantities
are obtained through a discretization method with an error proportional to the power of the
distance between two node points (what we call mesh size). Also, theoretically, a first deriva
tive would tend to the discrete when the mesh size tends to zero. However, this is impossible
because the mesh size appears in the denominator, and a computer cannot deal with such
an operation. So, what is done is to successfully divide the area or volume of the control vol
umes defined by the mesh points and represent the monitor results in an adequate position
of the domain. At a particular stage, what is gained by refinement (increasing the number
of points) does not correspond to a significant change in the results. In this situation, the
results are independent of the grid size, and the last but one grid is then used for the rest of
the calculation. This process may seem equivalent to increasing the number of points, but it
is not because it is not needed to increase the grid resolution where the gradients are small.
In this case, the gradients are calculated accurately with fewer points. So, the number of
points can be increased selectively by putting more points where the gradients are steeper
and fewer points where the gradients are smaller.

Nevertheless, to solve a Kolmogorov scale, the same number of points is always needed for
a given Re since it only depends on it (velocity scale and viscosity scale). The LES approach
is something in between: it is like a RANS method as far as the large eddies are concerned,
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and then we need to solve the energy cascade to go into the Kolmogorov scales. So, a vast
amount of points is also needed in this case.

One can address this question in a nonnumerical way. For example, an a priori analysis of
typical supercritical injection experiments indicates the central regions of interest consist of
the injector(s) and the region around the jet centerline in the chamber. In this sense, these
regions require a substantially higher nodal distribution than, for example, the region close
to the chamber wall and further downstream of the jet. The knowledge obtained from previ
ous studies in the literature dealing with the same experiments contributed to this analysis,
which was complemented with additional refinement as different computations were being
carried out. To the meshes used for the grid independence study contributed three differ
ent aspects: the rule of thumb of dividing each cell volume into two, an a priori analysis of
the physics of the computational configuration under consideration to determine regions of
higher gradients and the residuals. This analysis is valid for both RANS and LES, dealing
with these experimental conditions.

Just outlining the number of grid points is not enough for the RANS study, sincemore points
do not directly correlate with better physical representation [228]. Since the high Reynolds
closures are used, it is necessary to patch the effect of the boundary layer to the outer layers
through a wall function, which requires that the value of the y+ of the closest point to the
wall is always larger than 11.63. For this particular case, since the key lies in capturing the
heat transfer in the injector, we also need to ensure a proper resolution of the boundary layer.
Typically 20 points are considered.

As mentioned before, LES differs from RANS. These simulations directly involve the grid’s
step size for the cutoff length between the modeled subgrid scales and the resolved large
scales. The ”quality” (whatever it means) of LES (and DNS) results is evaluated through
the ability to accurately reproduce small scales and the energy cascade expressed through
the plot of Kolmogorov’s 5/3 power law. A general comparison between LES and RANS
is performed in Fröhlich and von Terzi [238]. In the context of highpressure conditions,
differences betweenRANS, LES, andDNS and in the interpretation of numerical results were
critically reviewed byBellan [65]. Grid requirements for LES are always larger than forRANS
due to the issues mentioned above.

4.5 Uncertainty Quantification

In order to complement the grid independence studies, an attempt is made to quantify nu
merical uncertainty employing Richardson’s extrapolation and the grid convergence index
(GCI) [239]. It will allow comparing the nominal order of convergence of the discretization
schemes with their actual order of convergence in the computations, typically lower. The dis
cretization of the continuous domain in sets of grid cells and boundary and initial conditions
and the approximations used are the causes for the decrease in the method’s nominal order
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of convergence.

The order of convergence can be defined according to equation (4.12) as the difference be
tween the discretized and exact solutions, with C being a constant, hmeasuring grid spacing
and the order of convergence. Suppose we neglect the HOT and use logarithmic notation
as represented in equation (4.13). In that case, the discretization error (roundoff and iter
ative errors are neglected) can be obtained as the slope of the curve between the order of
convergence and the grid spacing. The analysis of truncation error only provides a conserva
tive estimation of discretization error convergence [240]. Furthermore, only relative error
trends are typically sought after by comparing deviations between experimental data and nu
merical results. In the case of FVM, the discretization error constitute the main measure of
accuracy [240].

E = f(h)− fexact = Chp +HOT (4.12)

log(E) = log(C) + p log(h) (4.13)

Considering that typically three different grids are used in the refinement process, equation
(4.14) can be used to evaluate the order of accuracy with a constant grid refinement ratio (r).

p = ln

(
f3 − f2
f2 − f1

)
/ ln(r) (4.14)

One prerequisite to determining the order of accuracy is to ensure that the grid refinement
is such that the numerical solution lies in the asymptotic range of convergence, meaning that
the ratio between the error and grid spacing must scale as a constant (equation (4.15)).

C =
E

hp
(4.15)

Depending on the value of the constant C in equation (4.15) four different classifications
are possible, such as monotone convergence for 0 ≤ C ≤ 1, oscillatory convergence for
−1 < C < 0, oscillatory divergence for C < −1 and monotonic divergence for C > 1. If
oscillatory convergence is observed, considering the absolute value of C can still be used as
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an estimator of the discretization error rate of decay [241].

The importance of achieving monotone convergence lies in the fact that since the exact so
lution is not known, techniques such as Richardson’s extrapolation [239] can be used, as
suming the numerical solution is in the asymptotic range. Ensuring that this condition holds
allows to neglect the HOT and to estimate the solution and the errors based on the grid re
finement process, whose number must be explicitly stated a priori. Based on the order of
convergence obtained from equation (4.14), Richardson’s extrapolation allows us to evalu
ate the value of the solution in the case of zero grid spacing through equation (4.16), using
the twomost refined grids. Richardson’s extrapolation is based on a Taylor series expansion.

fh=0 u f1 +
f1 − f2
rp − 1

(4.16)

The uncertainty in the computations can be further quantified by taking into account the
socalled grid convergence index (GCI) [239]. In general terms, the GCI measures the uncer
tainty for each grid, quantifying howmuch the solution is from the asymptotic value. TheGCI
is defined in equation (4.17), being Fs a safety factor of 1.25, considering that three different
grids are used in the computations and ε the relative error defined in equation (4.18).

GCI =
Fs|ε|
rp − 1

(4.17)

ε =
f2 − f1
f1

(4.18)

Lastly, the asymptotic range of each grid can be confirmed by considering two GCI values,
following equation (4.19).

r =

(
GCI12
GCI23

)1/p

(4.19)

4.6 Summary

The numerical discretization of the system of PDEs has been discussed in this chapter. Then
the principal numerical issues affecting result accuracy, stability and convergence are re
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viewed and discussed in light of the variable thermophysical properties characteristic of su
percritical fluid flows.
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Chapter 5

Supercritical Cryogenic Nitrogen Injection

While increased pressure and temperature contribute to an overall efficiency gain in the mix
ing of propellants and oxidizers, characteristic of conditions in the combustion chambers of
LREs, they also propel mixtures to trans and supercritical conditions. In these conditions,
the engine flow exhibits a gas jetlike behavior that may be described using an approach
developed for variable density incompressible flows. The present chapter focuses on an ap
proach using the Reynoldsaveraged NavierStokes equations to evaluate the jet topology for
different injectors’ conditions. Based on the socalled ’thermal breakup mechanism concept’
proposed in the literature, the axial density decay in supercritical nitrogen jets is predicted
for a wide range of conditions. The results show the influence of thermal breakup, providing
a better insight into the available experimental data.

5.1 Modeling Supercritical Injection

In the field of liquid rocket propulsion, nitrogen is used as neither a propellant nor an oxi
dizer. Nevertheless, nitrogen is commonly used to replicate the turbulent mixing behavior
of such engines without including chemical equilibrium and combustion influences. This is
sustained on the similar behavior at injection between oxygen and nitrogen [73]. As a cold
flow surrogate for the oxygenhydrogen mixture combination, a few experimental data sets
have been put forward in the last two decades, allowing to broaden and to extend the state
of knowledge regarding supercritical mixing behavior while at the same time working as the
validation needed for the development of numerical solvers. In particular, the axial density
decay at the jet centerline works as an indication of the jet dissipation concerning the injector
exit plane [143], detailing mixing efficiency. Jet dissipation will be affected by the velocity
ratio between conditions at injection and in the chamber and the variable density leading to
thermal stratification as a consequence of the highdensity ratios. The evaluation of velocity
and density ratios is used to measure momentum and thermal dissipation from the jet to the
chamber fluid.

Incidentally, numerical efforts inmodeling supercritical fluid behavior began by establishing
the differences between subcritical and supercritical conditions and the influence of thermo
physical properties on jet development. For example, Zong et al. [79] studied through LES
the injection of a cryogenic jet, with a temperature below and above the critical point into a
quiescent nitrogen environment, showing a qualitative agreement between both conditions,
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where the formation of KelvinHelmholtz instabilities and the entrainment of lowdensity ni
trogen from the chamber into the jet potentiate the formation of vortical structures leading
to jet breakup and enhancing mixing between both fluids. However, large density gradients
hinder jet breakup, having a stabilizing effect on jet development [87, 242]. Eventually, the
effect of pseudoboiling [53] would gain prominence [45] and its impact onmixing efficiency
became a target of more detailed research either by LES [243] (details of LES modeling of
supercritical injection is reviewed by Ries and Sadiki [14]) or trough DNS [121, 149, 244],
constrained on the appearance of spurious pressure oscillation in the former and limitations
to low Reynolds numbers and simple geometries in the later since turbulence statistics are
challenging to measure in highpressure experiments at conditions characteristic of engine
operation, as are initial and boundary conditions. DNS [245] is also used to infer their ef
fect in the temperature field. Sharan and Bellan [245] performed DNS of nitrogen injected
into a nitrogenfilled chamber at conditions ranging from subcritical to supercritical where
the sensitivity of velocity fluctuations with pressure is shown, meaning that this information
could be essential to acquire experimentally. This is just one example of how numerical stud
ies can help guide experimental campaigns toward quantities of interest, creating synergism
between experiments and numerical simulations and using experimental data to validate nu
merical models. For example, even in lowvelocity turbulent jets [246] exiting from round
nozzles, decay coefficients are dependent upon nozzle outlet velocity and area. On the other
hand, Maeda [247] employs artificial boundary conditions, considering only the chamber
geometry, while modeling the nozzle effect by considering the flux at the boundary domain.

RANS [45, 66, 68, 118, 248, 249], LES [76, 250–253], DNS [121, 226, 254] or DES [167] stud
ies have demonstrated their ability in predicting several features of supercritical jets such as
the spreading rate (the importance of which was demonstrated by Chehroudi et al. [128]),
mean flow, and thermodynamic properties. The different intrinsic nature of the various nu
merical and modeling approaches, the definition of grid requirements, as well as difficulties
in defining common initial and boundary conditions associated to the interpretation of ex
perimental data [59] remain challenging [65].

5.2 The Experiment

The experimental conditions of Mayer et al. [59] have become the canonical case for validat
ing computational methods that aim at predicting supercritical fluid behavior. To date, it
remains the most comprehensive database for singlespecies injection at supercritical con
ditions, as depicted in Figure 5.1. According to the conditions of Table 5.1, the injection of
a single supercritical liquid nitrogen jet into a chamber filled with gaseous nitrogen is con
sidered, where the pseudovaporiation power [45] quantifies the amount of energy required
to reach the maxima in isobaric specific heat. Here, nitrogen is a surrogate for the mixture
of hydrogen/oxygen, which is characteristic of LREs. By choosing nitrogen, supercritical be
havior can be studied without including finiterate chemistry and combustion effects in the
computations. In this way, real gas mixing can be evaluated at each considered injection
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configuration for a single substance.

Figure 5.1: Experimental setup [143].

The experimental study used Raman scattering to measure the axial evolution of density and
to evaluate the spread of variabledensity jets.

The experimental test conditions are graphically represented in Figure 5.2. Variations of
density, ρ, and isobaric specific heat capacity, cp, with temperature, T , are represented for
nitrogen, with the experimental data available from the NIST database [137]. The test cases
correspond to pressures of 4, 5, and 6MPa and the measured temperatures of Table 5.1.

Table 5.1: Experimental conditions (Mayer et al. [59]).

Case
Calculated Velocity

[ms−1]
Measured Chamber
Pressure [MPa]

Measured
Temperature [K]

Pseudovaporization
Power [W] [45]

3 4.9 3.97 126.9 310.88
4 5.4 3.98 137.0 265.30
5 2.0 4.90 131.0 103.59
6 1.9 4.90 140.0 113.30
7 4.5 5.01 126.2 448.72
8 4.9 5.00 135.7 51.88
9 2.0 5.85 135.0 81.22
10 1.9 5.88 140.5 34.27

Uncertainties in the measured values of the injection temperature [59] need to be discussed
[8, 32, 129] since they have a profound impact on the jet evolution under the considered con
ditions. The experimental temperature in Mayer et al. [59] experiment was not controlled
accurately due to the complexity of the piping system. For example, the temperature at the in
jector’s exit was measured during a separate measurement campaign. In addition, the heat
transfer from the injection system (particularly in the injector) is usually neglected in the
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Figure 5.2: Experimental data distribution in relation to the maxima in isobaric specific heat.

computations, despite indications of its importance. Banuti and Hannemann [45] critically
reviewed the influence of temperature uncertainty measurement in several cryogenic experi
ments, focusing on the neglected injector heat transfer. However, it is still necessary to define
an injection temperature and its influence on the results. In Figure 5.2, considering the den
sity decay for nitrogen for the 4 and 5MPa it is possible to observe that a slight variation in
the injection temperature will result in a significant variation in density, especially for case 3,
where the steepest slope of density is registered. Given the uncertainties surrounding the in
jection temperature, any numerical results comparison, an absolutematchwith experiments,
cannot be sought. Instead, a qualitative description and comparison with the experiments is
desired.

In what the injection temperature concerns, this is not the only interpretation. For exam
ple, Müller et al. [253], use the density values close to the injector for the determination of
the injection temperature of case 3. Going even further, Lee et al. [136] propose an additional
concept than thermal disintegration to explain temperature inversion at certain conditions,
considering the relaxation effect from high to low pressures by studying positive sound dis
persion, which requires the use of molecular dynamics simulations not readily suited for
practical applications.

In the present work, the inclusion of injector heat transfer, as introduced by Banuti and Han
nemann [45] is considered. However, the inclusion of the injector in the computations is
not restricted to the acknowledgment of heat transfer between nitrogen and the injector wall.
Evidence of heat transfer rates in the injector is also obtained by considering zero fuel rate
flow [32]. For instance, in cases where the injector length is long enough for a fully turbulent
flow to develop, such as the one under consideration [59] the specification of the velocity
profile and turbulence (in the case of turbulence kinetic energy and its dissipation) can affect
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the length of the potential core [227]. Chassaing et al. [158] report different values of spread
ing rate, velocity decay, and turbulence kinetic energy in the selfsimilar region than those
available in the literature, while Rodi [255] reports a 20 % change in the velocity decay when
modifying the velocity profile at the inlet from a plug flow to a 1/7th power law.

The computational domain corresponding to the experimental setup of Mayer et al. [59] is
represented in Figure 5.3, detailing the boundary conditions (BCs). The chamber and the
injector have diameters of 122mm and 2.2mm and lengths of 250mm and 90mm, respectively.
A constant axial velocity profile is set at the inlet, while the radial component is set to zero.
At the chamber and injector walls, both the normal and tangential velocity components are
set to zero. A pressure outlet is defined with a gauge pressure of 0MPa. For comparison
purposes, adiabatic and isothermal injector wall configurations are tested. For the adiabatic
configuration, along with the faceplate, the heat flux is zero, while for the isothermal walls of
the injector and chamber, a constant temperature of 298K is applied [45].

Isothermal 

Adiaba!c 

Adiaba!c / Isothermal

Inlet

Outlet

Symmetry Axis

x/d0

Figure 5.3: Boundary conditions and computational domain, corresponding to Mayer et al. [59] experiment.

Mayer et al. [59] experiments are used extensively for the validation of numerical solvers [45,
75, 76, 172, 173, 196, 221, 226, 248–254]. While the focus has been on demonstrating mod
els suitability for the description of liquid and gaslike supercritical behavior, generally, only
cases 3 and 4 (Figure 5.2 ) are computed. Moreover, the experimentally measured tempera
ture values [59] seemed to indicate that considerable heat transfer from the injection system
would affect the jet development. However, heat transfer inside the injector is usually ne
glected in the computations. Table 5.2 summarizes the studies dealing withMayer et al. [59]
experimental data, in terms of the physical models and effects.

When the jet exits the injector, shear layers are formed at opposite jet surfaces between the
jet and the chamber fluid [256], which grow until they meet at the jet centerline, defining the
potential core length.

Figures 5.4 and 5.5 depict comparisons between the experimental [59] axial density decays
of cases 3 and 4, respectively, with numerical computations available from the literature,
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encompassing RANS, LES, and DNS results, which represent prevailing trends and model
choices, as indicated by the broader summary in Table 5.2. Since the temperature profile
influence in the injector is not considered, discrepancies are observed between experiments
and numerical simulations, especially in case 4 (Figure 5.5).
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Figure 5.4: Overview of selected (Schmitt et al. [76], Ries et al. [226], Kim et al. [248], Jarczyk and Pfitzner
[252], Müller et al. [253]) numerical results on experimental case 3 [59].
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Figure 5.5: Overview of selected (Schmitt et al. [76], Kim et al. [248], Jarczyk and Pfitzner [252], Müller et al.
[253]) numerical results on experimental case 4 [59].

The analysis of Table 5.2 on studies using Mayer’s experimental data for the validation of
various numerical solvers is also a journey through the evolution of supercritical fluid flow
modeling throughout the years and a recollection of everything the scientific community
has learned about these types of flows in the two decades since the experimental data came
about. Schmitt et al. [76] references the fact that SGS terms usually neglected at lowpressure
conditions may have a role to play at supercritical ones [257], an idea also reported in RANS
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studies [154, 249].

The highly nonlinear behavior [164] in both thermodynamic and transport properties can
lead to distinct coupling mechanisms than those observed at subcritical conditions: the in
clusion of the Soret and Dufour effects [25, 152, 257] in the computations or of the filtered
density in the scope of the EoS [151], may play an additional role. On the other hand, low
pressure turbulence models [160, 171] continue to be used [154, 172, 173]. Conversely, the
EoS choice could be more relevant than the turbulence model [249].

Noteworthy is the relation between the potential core length and the pronouncement of real
gas effects. Alternatively, Jarczyk and Pfitzner [252] propose to forfeit solving the mass con
servation equation in favor of a conservation equation for pressure, developed from an in
compressible approach. However, developing such an equation is troublesome since pres
sure is a nonconservative variable. At the same time, densitybased formulations [76] be
come very stiff in the incompressible limit leading to the need for preconditioning methods.
Later, Müller et al. [253] would compare pressure and densitybased formulations showing
marginal differences in terms of axial density evolution predicting for supercritical nitrogen
jets.

Moreover, DNS provides information about the physics of supercritical mixing [254], indi
cating, for instance, a higher jet spreading in terms of temperature than velocity [226], im
plying heat propagation dominates over the transport of momentum. Also Tani et al. [258]
studied a nitrogen temporal mixing layer through DNS to infer the effect of pseudo vapor
ization at the pseudocritical temperature. At this temperature, the peak in isobaric specific
heat causes the Prandtl number to exceed the value of one, leading to a smaller characteristic
turbulence scale than Kolmogorov’s, the Batchelor temperature scale. On the other hand, it
was found [258] that the turbulent Prandtl number was not influenced by the pseudoboiling
temperature, leading to the conclusion that only density and not turbulent transport of mo
mentum and heat are affected by the pseudo vaporization. Moreover, Lapenna and Creta
[149] studied similar injection configurations to those of cases 3 and 4 to investigate the ef
fect of pseudoboiling in mixing.

Banuti andHannemann [45], introduce the concept of thermal disintegration to complement
themechanical description of supercritical jets. In this way, the authors can demonstrate the
amount of energy a supercritical jet receives [53] in the injector will determine if a change
from liquid to gaslike conditions takes place, influencing the jet development. With the in
troduction of thermal disintegration [45], it was possible to evolve from a purely mechanical
description of supercritical jets, where a potential core would always be recovered as the jet
discharged into the chamber, to the retrieval of a disintegrated core, given the pseudoboiling
power, as computed by Banuti and Hannemann [45]. These results were later confirmed
by Lapenna and Creta [121] with DNS.
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The present chapter aims at extending Banuti and Hannemann [45] conceptualization to
a broader range of conditions. Several experimental test cases are considered to validate
the computational approach, where it is possible to observe the effect of heat transfer in
the injector as the trigger for the pseudophase change. A summary of the thermophysical
models used in the calculations presented in this chapter is given in Table 5.3.

Table 5.3: Summary of thermophysical models.

Turbulence closure EoS Transport properties

κ–ε standard [175] PR [184]
Lemmon and
Jacobsen [214]

5.3 Validation

The grid independence was studied with three different refinement levels to ensure that the
grid resolution did not influence the results. As depicted in Figures 5.6 and 5.7, the axial
density decay, corresponding to the experimental case 4 fromMayer et al. [59], was selected
for the independence study, for adiabatic and isothermal injector wall configurations, respec
tively. The turbulence closure used in the formulation corresponds to the standard version
of the κ–ε model from Launder and Spalding [175]. As this is not valid up to the solid wall,
the turbulencemodel needs to be calibrated according to the wall functions to ensure that the
boundary layer is properly resolved. Consequently, wall function modeling bridges the gap
between the viscosity affected region and the fully turbulent region, in which the κ–εmodel
can be applied. Therefore, a y+ value of 11.63 was considered for the first cells adjacent to the
walls. Below this value, the flow was assumed to be purely viscous; above this value, it was
considered purely turbulent. As well as the y+ value, there is a need to define a minimum
number of points in the mesh located inside the boundary layer. Typically, around 20 points
are taken to be inside the boundary layer, so this value was employed.

Figures 5.6 and 5.7 depict the grid independence results for a coarsemeshwith 180 000 points,
an intermediate mesh with 280 000 nodes, and a refinedmesh with 495 000 nodes. As no vari
ation in the slope of the results can be distinguished, grid independence has been achieved
with the intermediate grid.

In Figure 5.8 we can observe how the error decreases as a function of the grid convergence
index (GCI) [239] from the coarse to the refined mesh. From the slope, it is possible to
retrieve the achieved order of convergence, 2.512, versus a nominal convergence rate of 3,
being first and secondorder slopes represented for comparative purposes. The difference
between nominal and achieved order of convergence is explained due to initial and boundary
conditions and the discrete representation of the physical domain.
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Figure 5.6: Grid independence study for adiabatic
boundary conditions at the injector wall,

corresponding to case 4.
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Figure 5.7: Grid independence study for isothermal
boundary conditions at the injector wall,

corresponding to case 4.
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Figure 5.8: Comparison of grid independence study with Richardson’s interpolation.

5.4 Results

5.4.1 Dense Core

Eventually, both the thermodynamic behavior and the breakup mechanism will play a role
in determining the jet structure [45].

For the liquidlike injection configurations replicated here, the measured injection temper
ature of the experiments is below the peak in cp. So the heating process of the potential
core experiences a large density gradient, which acts as a solid wall damping radial oscilla
tions [139, 242].

This is visible in Figure 5.2, where small temperature variations produce large density vari
ations. A further indication of the large gradients that occur when crossing the Widom line
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can be seen through the transport properties of nitrogen, as depicted in Figures 3.7 and 3.9.

Figure 5.9 depicts the results for case 3. Adiabatic and isothermal injector configurations are
compared based on their effect on the axial density decay in the combustion chamber. The
experimental data of Mayer et al. [59] is presented for validation purposes, and the injector’s
diameter normalizes the axial distance from the injector.

0 5 10 15 20 25 30

x/d

0

100

200

300

400

500

ρ
[k
g
m

−
3
]

Experimental − case 3
adiabatic injector
isothermal injector

Figure 5.9: Axial density distribution for case 3 with adiabatic and isothermal injector wall configurations.

The stabilizing effect of the large density gradient for the liquidlike injection configurations
is in accord with more sophisticated LES and DNS solvers [22, 205].

In agreement with the mechanical breakup theory, the prediction of a dense potential core is
evident in the results. Although the adiabatic injector breakup occurs earlier (x/d ≈ 8), for
the isothermal [45] BCs, a denser core is observed (x/d ≈ 11). According to Abramovich
[142] different potential core lengths are expected for isothermal and adiabatic uniform
density jets, reporting lengths of 6 to 10 injector diameters in the former and up to 25 injector
diameters in the latter. In terms of the core’s breakup, we can observe a sharper decrease for
the isothermal condition than for the adiabatic case. However, the obtained mean density
of 437 kgm−3 represents an overprediction concerning the average of the experimental data.
This can be justified by the Raman scattering technique used [59], which leads to underpre
dicted values for large density values.

The results of Figure 5.9 indicate a difference in the mean axial decay between the adiabatic
and isothermal injector wall configurations. The difference between both configurations con
firms that the thermal breakup introduced by Banuti andHannemann [45] plays a role in the
jet evolution, even though the jet does not receive enough energy to transition across the cp
Widom line, as it happens in other cases studied.

Another possible interpretation for the more extended potential core obtained in the isother
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mal configuration could be related to the structural nature of eddy viscositymodels. Attempts
to quantify the structural uncertainty of turbulence models, either by performing sensitivity
studies on the calibration constants [171], attempting to develop additional formulationswith
improved performance [180] or explicitly quantifying the uncertainty levels [181, 182], is a
research topic that is of increasing interest.

Eddy viscosity models produce an initial lowmixing rate [180], which leads to the formation
of a more extended potential core, something that is visible in Figure 5.9. Further down
stream, the mixing rate is higher, underpredicting the experimental data. Magalhães et al.
[154] compared the performance of several eddy viscosity models but employed a second
order closure that is not based on Boussinesq’s eddy viscosity concept. Under these experi
mental conditions, we observed that the secondorder closure led to an even longer potential
core than with the turbulence model of Launder and Spalding [175]. However, in the down
stream region, the secondorder closure corrected some underprediction of the experimen
tal data. This means that the more extended potential core does not result from the uncer
tainties associated with eddy viscosity models but as a consequence of the level of pseudo
boiling, which requires the system to receive more energy in order to increase the tempera
ture [45, 53].

The influence of the thermal effects can be further visualized in Figure 5.10 in terms of the
dimensionless axial and radial distribution of density, where r is the radial distance taken
from the jet’s centerline. The small influence of thermal effects leads to different breakup
times for jet’s the potential core.

Figure 5.11 compares cases 3 and 7 in the isothermal injector configuration. According to Ta
ble 5.1, the difference between these cases is that case 7 occurs at a higher pressure, with less
influence from pseudoboiling (Figure 5.2). The results indicate better agreement between
the experimental data and the numerical predictions than in case 3. The better performance
of the model is visible when comparing cases 3 and 7 in terms of the length of the potential
core and the downstream mixing rates. While turbulence model uncertainty plays a role in
interpreting the results, the key is the ability to capture the effects of pseudoboiling accu
rately. A comparison is also made with the LES computations of Müller et al. [253], who
compared pressure and densitybased approaches. As depicted in Figure 5.11, the agree
ment found between the present results, experimental data, and the comparison with the
compressible formulation [253] is an indicator of the suitability of the incompressible but
variable density approach in the modeling of supercritical injection phenomena, where high
pseudovaporization powers are present [45].

Generally, a closer agreement between experimental data is found for case 7 than case 3. For
example, looking at Figure 5.2, it is possible to observe that case 3 would be the one most
affected by uncertainties in the injection temperature, given the steepest slope of the density
curve in this region (4MPa). In comparison, uncertainties in the injection temperature for
case 7 would play a less preponderant role, given that the slope in density is not as steep.
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Figure 5.10: Density field for case 3 with adiabatic (top) and isothermal (bottom) injector wall configurations.
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Figure 5.11: Axial density distributions for cases 3 and 7 with isothermal injector wall configurations.
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5.4.2 Sloped Core

There are structural differences between jets in liquid and gaslike conditions as previously
described.

Figure 5.12 presents a comparison between adiabatic and isothermal injector wall configura
tions for experimental case 4 under gaslike injection conditions, therefore taking place after
the Widom line has been crossed.
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Figure 5.12: Axial density distribution for case 4 with adiabatic and isothermal injector wall configurations.

For the case of the adiabatic injector walls, a potential core can be observed until x/d ≈ 8,
in contrast to the experimental data. Then, experimentally, no potential core exists; instead,
a sloped core [45] is present. Nevertheless, there is good agreement between the numerical
predictions and the experiment after x/d ≈ 10.

The sloped core [45] is only present when isothermal conditions are considered at the in
jector walls [45]. Then, a transitional region can be observed at x/d ≈ 8, after which the
jet evolution is dominated by the conditions present inside the combustion chamber due to
the entrainment of chamber nitrogen. Comparing these results with the liquidlike injection
considered in the previous section, we can see that the jet evolution is dominated by the con
ditions in the chamber to a greater and faster degree under gaslike conditions since enough
energy has already been supplied to the system for a transition across the cpWidom line.

By analyzing the density contours for case, 4 in Figure 5.13, differences in the cases of adia
batic and isothermal BCs are visible. The density stratification is only seen in the isothermal
configuration, resulting in lower density values along the jet’s centerline. This is why the den
sity values are different, even at x/d = 0 (Figure 5.12), as such plugflow profiles of density
cannot be used at the entrance to the combustion chamber. Instead, these profiles contribute
to an altered jet state at both liquid and gaslike, with a more profound impact on gaslike
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injection phenomena. Through these results, it is possible to support and extend the conclu
sions reached by Banuti and Hannemann [45] for a broad range of experimental conditions.

Figure 5.13: Axial density distribution for case 4 with adiabatic (top) and isothermal (bottom) injector wall
configurations.

Even though a closer agreement is achieved for the initial gaslike configuration than for the
liquidlike case, a comparison is also performed for higherpressure conditions at a supercrit
ical state. Figure 5.14 compares experimental cases 4 and 8. Once again, there is a striking
difference between the higher pressure of case 8 in comparison to case 4. The increased pres
sure results in higher density values for case 8. The same problem of underpredictions of the
experimental results arising from the Raman scattering technique is observed in the compar
ison of the disintegrated core. The numerical predictions match the experimental data for
the remaining jet evolution, starting at x/d ≈ 10 until the end of the available experimental
data at x/d ≈ 30.

In case 8 a sloped core [45] is expected (∆Ḣpb =−51.88W), meaning that the jet needs to re
ceive less energy in the injector to trigger the pseudophase transition in comparison to case 7
(∆Ḣpb = 448.72W). First, a small region of constant density is observed over a distance of two
injector diameters, followed by a slight decrease in density until an x/d of 8. Second, a faster
rate of density decay is observed for its experimental counterpart, owing to the thermal strat
ification resulting from heat exchange between the injector and gaslike nitrogen. Finally,
the entrainment of chamber nitrogen into the jet is responsible for the sharper decrease in
density after a distance of 10 injector diameters until the end of the domain, corresponding
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Figure 5.14: Axial density distributions for cases 4 and 8 with isothermal injector wall configurations.

to 30 diameters. Thus, while an overprediction of the axial density values is observed, the
proposed numerical solver can replicate the qualitative behavior of the jet, namely in terms
of predicting different density rates of decay. Of all the considered experimental cases, case
8 is more susceptible to variations in the injection temperature due to its proximity to the
peak in isobaric specific heat. Moreover, no other formulation was found in the literature
against which the present computations could be compared.

The numerical results overprediction in relation to the experiments observed in Figure 5.14
for case 8 until x/d = 10 could be related to the compressibility Widom line [77]. Similar to
Soret and Dufour effects, compressibility effects [270] not encountered in lowpressure jets
could lead to different couplingmechanisms in theWidom region. However, the inclusion of
additional terms in the turbulence model is not a straightforward process [171], made more
difficult due to the limited amount of experimental data.

5.4.3 Plateau Type Core

So far, two different configurations have been considered: the high pseudovaporization con
dition of cases 3 and 7, characterized by the appearance of a dense core, and the low pseudo
vaporization configuration of cases 4 and 8, corresponding to sloped cores [45], due to the
thermal stratification occurring in the injector and leading to a decay in density at the be
ginning the chamber portion and the consequent formation o a subsided core. However, it
may be the case such that the pseudovaporization power [45] may be intermediate between
these two cases leading to the formation of a plateau type core as in cases 5, 6, 9, and 10.

Figure 5.15 depicts the obtained axial density evolution of cases 5 and 9, which have pseudo
vaporization powers of 103.59W for case 5 and 81.22W for case 9. Accordingly, the exper
imental data [59] indicates a similar jet development, with the formation of intermediate
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Figure 5.15: Axial density distribution comparison for cases 5 and 9.

plateaus. However, the numerical predictions cannot replicate the experimental plateau for
mation [59], instead of describing a behavior similar to the one encountered for low pseudo
vaporization power (cases 4 and 8 in Figure 5.14). Comparing these results with the com
pressible formulation of Gopal et al. [269] in Figure 5.16, where in addition to the experi
mental injection temperature of 135K, the authors considered another injection temperature
of 142.5K, some more insights can be gathered. However, these do not consider the injector
heat transfer, which leads to the appearance of dense potential cores, as indicated in the fig
ure, extending up to a distance of 10 injector diameters downstream of the injector exit plane.
Using an incompressible but variable density approach with an adiabatic injector configura
tion (not shown) was found to yield similar results to those of Gopal et al. [269] All in all, no
definitive conclusion can be drawn about the numerical capture of the plateau. Moreover,
employing an incompressible but variable density approach or a compressible formulation
leads to a similar prediction.

Lastly, it remains to consider the intermediate pseudovaporization powers of cases 6 and
10, to the right of the peak in isobaric specific heat. These are depicted in Figure 5.17, where
similar trends are encountered as those of Figure 5.15. Comparing the qualitative behavior
of the numerical predictions and the experimental data, a low decay rate is present over 8
injector diameters. At this point, a portion of supercritical nitrogen starts to break from the
jet, and chamber fluid entrains into it, increasing the axial decay of density for the remaining
of the domain.

In a general way, it is possible to observe the formation of the experimental intermediate
plateau at a distance between 5 and 10 injector diameters, a feature that the numerical solver
cannot reproduce. The comparison of cases 6 and 10 in Figure 5.17 highlights a precise
plateau formation in case 10. Of all the considered experimental cases, this is the one further
away from the critical point. Consequently, the effects of pseudoboiling are the weakest and
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Figure 5.16: Comparison of the axial density distribution of case 9 with studies in the literature [269].
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Figure 5.17: Axial density distribution comparison for cases 6 and 10.

where the most welldefined plateau is observed.

5.4.4 Turbulence Modeling

Figures 5.18 and 5.19 depict a comparison between several turbulence models described in
Chapter 3 in the axial density decay of cases 3 and 4, respectively.

In Figure 5.18 is evident that except for the κω model, all models predict similar lengths of
the potential jet core, spanning from 6.4 to 7.6 injector diameters. Therefore, the κω poor
performance, which continues to be evident in Figure 5.19 for case 4, could be related to this
model’s poor performance at free stream conditions.

In the potential core, turbulence seems to have no impact on the jet development since the
instabilities have not yet appeared and density remains constant. On the other hand, in the
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Figure 5.20: Turbulence kinetic energy and dissipation for case 3.

transition region, a maximum in density fluctuations is reported by Ries et al. [226], as a re
sult of the availability of sufficient energy for nitrogen to cross the pseudoboiling line. While
the results do not directly show the increase in entropy production and a peak closer to the
selfsimilar jet region as reported in Ries et al. [226] this can be indirectly assessed by look
ing into the turbulence kinetic energy and its dissipation rate. Figure 5.20 indicates how the
dissipation rate (ε) reaches a peak in the transition region but begins to decrease as the fluid
crosses the pseudoboiling line, leading to a thermal expansion, responsible for the velocity
variations observed through the increase in the turbulence kinetic energy (κ), an indication
of intense turbulent mixing. As turbulence mixing grows, the models’ prediction starts to
diverge in the jet’s transition region, owing to the energy dissipation and the decrease in
the axial density. For example, the more complex κω SST does not seem to lead to an im
proved description of the flow, which was to be expected since, as we move away from the
wall, the model uses the κε coefficients, evidenced by the proximity of the predictions to
those of the standard κε instead of the κω. Furthermore, the fiveequation stress BSL also
overestimates the density decay between 7.5 and 20 injector diameters, probably due to its
dependence on specific turbulence dissipation rate and its transport equation, being closer
to the less complex, more computationally affordable SpalartAllmaras.

In Figure 5.19 things change due to the thermal stratification taking place in the injector. No
potential core is retrieved, and intense turbulent mixing plays a role. As the figure depicts,
except for the standard κω model, similar predictions are observed between the remaining
turbulence models.

The turbulence choice model is based on this analysis, indicating no correlation between
the turbulence model complexity and the quality of the results. Even though only cases 3
and 4 are here shown, a similar comparison was carried out for the remaining experimental
conditions evidencing similar trends.
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5.5 Summary

This chapter described the use of a RANS method to predict supercritical fluid behavior.
Liquid and gaslike injection conditions were analyzed, accounting for adiabatic and isother
mal injector wall BCs. Both the injector and combustion chamber were considered in the
computational domain.

The accurate description of supercritical fluid behavior relies on mechanical and thermal
breakupmechanisms. Dense potential cores are retrieved for high pseudovaporization pow
ers, whereas sloped cores provide more substantial evidence of the thermal breakup under
gaslike conditions. Therefore, the concept of thermal breakup proposed in the literature
is of central importance, and through it insights into the behavior of supercritical jets were
achieved. As a result, the plugflow profiles that are sometimes considered provide a false
representation of the flow physics, as shown in the density contours at the chamber entrance.

In the case of high pseudovaporization powers, leading to the formation of dense potential
cores, a higher level of agreement with the experiments is reached, highlighting the proposed
solver’s ability to replicate the jet’s mean axial density distribution. On the other hand, in the
case of the lowest pseudovaporization power, a qualitative agreement is found between ex
periments and numerical predictions. Lastly, for intermediate pseudovaporization powers
characterized by an intermediate plateau formation, it was impossible to retrieve its forma
tion, obtaining a similar axial density evolution instead as the one observed in the sloped
core cases. Further work will be conducted towards replicating the plateau formation since
it is currently absent from the literature.

The results suggest that the liquidlike configurations are similar in jet stabilization. How
ever, the isothermal injector contributes to a more prolonged stabilization of the potential
core.
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Chapter 6

Extension to the Transcritical Regime

The injection of nitrogen under transcritical conditions, where the injection temperature is
below nitrogen’s critical point, but the pressure is above it, is considered in this chapter. The
axial density decay is evaluated along with the jet spreading rate. Finally, a hypothesis for
the appearance of the transitional regime identified in the previous chapter is formulated.

6.1 The Nature of Transcritical Flows

While the distinction between liquid and transcritical states is not based on any physical ar
guments [70], the term transcritical is here used when referring to a fluid with a temperature
below the critical point condition and pressure above it, leaving the moniker subcritical re
served for the description of fluid with pressure and temperature bellow critical point values.
As such, this is simply a matter of convenience.

The interest in studying transcritical injection into a supercritical quiescent environment is
twofold. First, transition across the critical temperature from transcritical to supercritical
conditions can take place in the LRE ignition sequence or the ignition of upper stages in
space [57]. Additionally, in multispecies coaxial injection where the critical point assumes a
dynamic nature, distinct transitions across the critical point or the pseudocritical point can
take place [126], local transcritical behavior can take place in the highlycouple phenomena
combination in rocket combustors. One of the earliest attempts to study transcritical injec
tion was conducted by Newman and Brzustowksi [134], who, through shadowgraph tech
nique, studied the injection of CO2 into mixtures of CO2 and N2.

Figure 6.1 depicts shadowgraph images of N2 injected into N2 (the first three columns) and
a mixture of N2–He (last column). From left to right nitrogen is injected into subcritical ni
trogen (pr = 0.83) and supercritical nitrogen (pr = 1.03 and pr = 2.03). The last column of
Figure 6.1 represents the injection of nitrogen into a mixture of nitrogen and helium. From
subcritical conditions (pr = 0.83), it is possible to observe the liquid column with a clearly
defined interface downstream from the injector exit plane, which is no longer the case in su
percritical injection (pr = 1.03 and pr = 2.03), where no clear interface is discernible, and
a diffusive mixing is observed. In the last column of Figure 6.1 for the multispecies mixing,
a distinct interface is observed for a few millimeters, from where the nitrogenhelium in the
chamber starts to entrain the jet and pockets of fluid break from the jet due to a combina
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tion of lack of capillary instabilities owing to the surface tension [221] and due to Kelvin
Helmholtz instabilities owing to diffusive mixing.

Figure 6.1: Shadowgraph images of liquid nitrogen jets issuing into a pressurized chamber [83]. From left to
right: pr = 0.83, pr = 1.03, pr = 2.03, nitrogen/helium. From top to bottom (positions downstream of the

injector): 0 to 1.9mm, 7.4 to 9.5mm, 15 to 17.1mm, 22.6 to 24.7mm.

Interestingly, no droplets and ligaments are observed, and transition cannot be easily pre
dicted since the critical points of the species in the mixture cannot be used directly [224].
Additional experiments conducted by Segal and Polikhov [56] corroborate the decreased im
portance of surface tension at transcritical conditions and jet breakup in the formof detached
fingerlike structures. As described by Oschwald and Schik [35], the importance of surface
tension lies in the fact that in rocket combustors, there is no thermal equilibrium, and surface
tension varies locally, as does the mixture critical point. Given the highly coupled phenom
ena, traditional experimental techniques experience difficulties in reporting the character
istic of dense sprays due to the variable density conditions, which make it difficult to dis
tinguish between liquid and gas [271]. PobladorIbanez et al. [271] study laminar mixing be
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tween liquid and gas phases before instabilities growth, attempting to describe highpressure
atomization.

The question then becomes how to model the behavior of fluids under the influence of such
highly coupled phenomena. Recent extensive review on transcritical flows were put together
by Jofre and Urzay [57] and Ries and Sadiki [14]. Concepts such as partialmass and partial
density were proposed [218] to be used as a means to treat a fluid flow over the relevant
thermodynamic states. Oefelein et al. [272] attempted quantify, through LES the effects of
realfluid thermodynamics for conditions characteristic of diesel engines, while Yi et al. [273]
studied the transcritical ndodecanenitrogen of relevance in internal combustion engines,
focusing on the twophase flow interaction in subcritical and transcritical injection condi
tions. Moreover, SierraPallares et al. [274] analyzed nitrogen mixing layers at transcritical
and supercritical conditions throughRANS, following amixture fraction formulation. On the
other hand, DNS studies [149] aim to provide insights into the fundamentals of transcritical
mixing, showing, for instance, that transcritical jets exhibit distinct behaviors at small and
large scales due to the highdensity stratification present in transcritical flows [79].

6.2 The Experiment

The experimental conditions of Oschwald and Schik [35], detailing the injection of nitrogen
at transcritical and supercritical conditions into a chamber filled with nitrogen, are consid
ered according to the conditions at injection and in the chamber given in Table 6.1. The
experimental data was obtained through the use of Raman scattering, divided between su
percritical and transcritical conditions for pressure levels of 4 and 6MPa in the chamber, as
depicted in Figure 6.2.

Table 6.1: Experimental test matrix, from Oschwald and Schik [35]

case p∞ [MPa] vinj [ms−1] Tinj [K] T∞ [K]
ρinj

[kgm−3]
ρ∞ [kgm−3]

A4 4.0 5.0 140 298 150.06 45.39
B4 4.0 5.0 118 298 583.02 45.39
C4 4.0 20.0 100 298 706.82 45.39
A6 6.0 5.0 140 298 338.13 68.03
B6 6.0 5.0 118 298 608.94 68.03
C6 6.0 20.0 100 298 716.43 68.03

The velocity at injection, vinj , varies from 5m s−1, for cases A andB to 20m s−1 in cases C. This
variable is calculated from the measured mass flux. On the other hand, the injection temper
atures (Tinj) are taken as 140K for cases A4 and A6, well above the critical temperature of
nitrogen (126.2K), while for cases B4 and B6 an injection temperature of 118K character
ize the transcritical jet behavior. In contrast, an even lower temperature of 100K is taken
for transcritical jet cases C4 and C6. The temperature inside the chamber is kept constant
at 298K through the use of electrical heating [35]. Increasing the pressure in the flow channel
from 4 to 6MPa increases the density of the reservoir gas and, at the same time, significantly
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alters the thermodynamic behavior of the cryogenic nitrogen.
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Figure 6.2: Location of the experimental test cases in relation to the critical point of nitrogen.

In Table 6.2 reduced values of pressure, evaluated concerning the pressure in the chamber,
and temperature at injection, as well as the ratio between density at injection and in the
chamber, are presented. While this allows to single out the position of each case with the
conditions at the critical point of nitrogen, it also shows that injection conditions are domi
nant and will determine jet behavior.

Table 6.2: Nondimensional evaluations [35].

case p∞/pc Tinj/Tc ρinj/ρ∞

A4 1.17 1.11 3.34
B4 1.17 0.94 12.5
C4 1.17 0.79 15.7
A6 1.76 1.11 5.01
B6 1.76 0.84 8.99
C6 1.76 0.79 10.6

The experimental setup is represented in Figure 6.3. The injector and chamber have di
ameters of 1.9mm and 100mm, respectively. While the chamber has a total length of 1m,
only 250mm are considered in order to decrease the computational cost while ensuring the
domain is large enough so that the outlet conditions donot affect the region of interest. Lastly,
the length of the injector is considered to be 90mm.

Velocities and temperatures are imposed at the inlet, according to Table 6.1, with a gauge
pressure of 0MPa imposed at the outlet. In addition, isothermal wall boundary conditions
are applied to the injector and chamber walls, with an adiabatic condition used for the cham
ber faceplate.

A summary of the thermophysical models used in the calculations presented in this chapter
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Figure 6.3: Boundary Conditions corresponding to the experimental conditions Oschwald and Schik [35].

is given in Table 6.3.

Table 6.3: Summary of thermophysical models.

Turbulence closure EoS Transport properties

κ–ε standard [175] PR [184]
Lemmon and
Jacobsen [214]

6.3 Validation

As depicted in Figures 6.4 and 6.5 three different mesh refinement levels were studied to
ensure the grid resolution did not influence the results. A coarse mesh with 182 988 points,
an intermediate one with 252 459 and a refined mesh with 480 537 are considered. Since no
variation is observed between the slopes of the three configurations, grid independence is
achieved for the intermediate mesh. Given that the standard κ − ε turbulence model was
used in the computations, wall functions were used to make the link between the viscosity
affected region and the fully turbulent one. In this way a y+ value of 11.63 is considered in
the cells adjacent to the walls.

The nondimensional density distribution is presented as the ratio between the difference
of the density distribution to the density in the chamber, in relation to the conditions be
tween injection and chamber. This ratio is defined in the present work as ρ∗, represented in
equation 6.1. The axial density, measured from the injector’s exit plane, x, is divided by its
diameter, d.

Figure 6.6 details the decrease in the relative error as the grid is progressively refined as a
function of the GCI, for the grid independence studies of cases A4 and B4 depicted in Fig
ures 6.4 and 6.5, respectively.
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6.4 Results

Figure 6.7 depicts the comparison between the computations and the experimental data [35].
In the top figure, the nondimensional axial density decay (ρ∗) of nitrogen is represented, de
fined according to equation (6.1). The middle figure represents the FWHM of density, which
measures the jet spreading rate. Since the shear layer’s edge is difficult to obtain from Ra
man scattering [143], the FWHM is calculated instead. Lastly, the bottom figure represents
the shape parameter, nρ for density, evaluated from equation (6.2) [275], giving a measure
of the axial density shape profile. Axial density, FWHM of density, and shape parameter are
evaluated as a function of the nondimensional distance from the injector exit plane, x/d.
In (6.2), the n describes the dependence with the radial velocity component, while rm is the
radial position at which the profile reaches its halfvalue.

118



0 5 10 15 20 25 30
0

0.4

0.8

1.2

(ρ
−

ρ
∞
)
/
(ρ

in
j
−

ρ
∞
)

0 5 10 15 20 25 30
0

2

4

6

F
W

H
M
/d

0 5 10 15 20 25 30

x/d

0

2

4

6

n
ρ

Figure 6.7: Comparison between numerical results and experimental results for case A4 (top: axial density
distribution; middle: FWHM of density; bottom: shape parameter). Lines and star symbols correspond to

numerical results, while open circles represent experimental data [35].

ρ∗ =
ρ− ρ∞
ρinj − ρ∞

(6.1)

f

(
r

rm

)
= tanh2

[
0.881

(
r

rm

)n]
(6.2)

Furthermore, Oschwald and Schik [35] use the NIST [137] database to convert the density
profiles into temperature ones, which can be achieved, for instance, through Figure 2.5. Ac
cordingly, Figure 6.8, depicts the axial temperature decay, FWHM of temperature and the
temperature shape parameter, being the nondimensional temperature (T ∗) defined follow
ing equation (6.3).

T ∗ =
T − T∞
Tinj − T∞

(6.3)

The case depicted in Figures 6.7 and 6.8 is located in the gaslike supercritical regime (Fig
ure 6.2), after the crossing of theWidom line, for which a subsided core [45] can be observed
until an x/d ≈ 7. The decay rate until this point is slower than that of the experimental data.
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Figure 6.8: Comparison between numerical results and experimental results for case A4 (top: axial
temperature distribution; middle: FWHM of temperature; bottom: shape parameter). Lines and star symbols

correspond to numerical results, while open circles represent experimental data [35].

After x/d ≈ 7, a closer agreement with the experimental data can be observed, where the jet
evolution starts to be dominated by the conditions inside the chamber. This behavior is to be
expected since no dense potential core is formed. On the other hand, gaslike conditions are
connected to lower energy required to increase the temperature of the system (Figure 6.8)
when compared to liquidlike supercritical conditions, where the effect of pseudoboiling
would need to be overcome.

Looking at the axial temperature distribution, it is possible to observe a similar trend as the
one found for the axial density distribution. A low rate of temperature decay is seen until
x/d ≈ 7, afterwhich it starts to increase up tox/d ≈ 18. After this point, a higher temperature
value is retrieved concerning the one obtained by Oschwald and Schik [35].

Increasing the pressure from the 4MPa of case A4 to 6MPa, we obtain the axial density and
temperature distributions for case A6 in Figures 6.9 and 6.10. The pressure increase from
4 to 6MPa leads to a higher density of the nitrogen jet in the combustion chamber as ex
pected since the ratio ρinj/ρ∞ has increased from 3.34 in case A4 to 5.01 in case A6. This is
reflected in the length of the subsided core, seen until x/d ≈ 8. After this point, lowdensity
nitrogen from the chamber entrains the jet, and a similar agreement between numerical and
experimental results is observed as the one registered for case A4.

Worthy of note is also the fact that case A6 is located very close to the peak in isobaric specific
heat (Figure 6.2), which according to the analysis carried out in Chapter 5 would correspond
to the appearance of a plateau type core. However, since a slopped core is depicted, it is not
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Figure 6.9: Comparison between numerical results and experimental results for case A6 (top: axial density
distribution; middle: FWHM of density; bottom: shape parameter). Lines and star symbols correspond to

numerical results, while open circles represent experimental data [35].
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6, 9 and 10 from Mayer et al. [59] and case A6 from Oschwald and Schik [35].

the case. For convenience, the position of case A6 concerning the peak in isobaric specific
heat is reminded in Figure 6.11, alongside cases 5, 6, 9, and 10 from Mayer et al. [59], while
experimental chamber and injection conditions are compared in Table 6.4. Here is evident
that chamber pressure conditions and the measured injection temperatures are comparable
between the different cases. However, the injection velocities are not.

In comparison to Mayer et al. [59] cases, in A6 [35], the injection velocity is more than twice
that of the other cases, which can be the responsible for the formation of a subsided core
instead of a plateau type core. It is therefore hypothesized that in proximity to the maxima
in isobaric specific heat, the nitrogen jet is more easily entrained by the chamber fluid in
the cases of lower injection velocities, leading to the formation of intermediate regions of
constant density until entrainment is so vigorous that the core breaks down completely. Here
more experimental data would be needed to validate the proposed hypothesis and unravel
the limits in which each of the core types is formed.

Table 6.4: Location of several experimental test cases in relation to the peak in isobaric specific heat. Cases 5, 6,
9 and 10 fromMayer et al. [59] and case A6 from Oschwald and Schik [35].

Case
Calculated Velocity

[ms−1]
Measured Chamber
Pressure [MPa]

Measured
Temperature [K]

5 2.0 4.90 131.0
6 1.9 4.90 140.0
9 2.0 5.85 135.0
10 1.9 5.88 140.5
A6 5.0 6.00 140.0

Considering both cases A4 (4MPa) andA6 (6MPa) and the axial density results of Figures 6.7
and 6.9 it can be concluded that they are very similar in nature, albeit with different density
values. The density fields of cases A4 and A6 are compared in Figure 6.12, where the differ

122



ences in density are highlighted. Normalized axial, x, and radial, r, distances are divided by
the injector diameter, with the origin set at the injector exit plane. Through the analysis of
both fields, it can be seen that inside the injector −15 < x/d < 0, the heat transfer between
the injector walls and the cryogenic nitrogen jet, alters the field at the jet centerline, leading
to the appearance of the disintegrated core observed in the results.

Figure 6.12: Comparison of density field between cases A4 and A6.

Figures 6.13 and 6.14 depict the obtained axial density and temperaturerelated parameters
at the jet centerline in the combustion chamber for the experimental transcritical case B4.
Large fluctuations of the experimental curve can be observed with changes in the second
derivative and a rapid increase of about 25 % at about x/d = 10. At this point, the rate
of decrease of the density is much faster until x/d ≈ 13, where it increases even further
approaching the experimental data. In terms of temperature, a closer agreement is observed
with the experimental data due to the lower gradients in relation to density.

In the first section (until x/d ≈ 9.8), the transcritical jet evolves until the critical value of tem
perature is reached (the critical temperature corresponds to a value of ρ∗ of 0.9544), whose
rate of decay is not retrieved from the current modeling approach. After the critical point is
surpassed, the liquidlike supercritical nitrogen will initially be unaffected by the conditions
in the chamber. After that, however, the large density gradients (ρinj/ρ∞ = 12.5) start to have
a preponderant role (x/d ≈ 18), causing pockets of fluid to break due to the entrainment of
fluid from the chamber.

123



0 5 10 15 20 25 30
0

0.4

0.8

1.2

(ρ
−

ρ
∞
)
/
(ρ

in
j
−

ρ
∞
)

0 5 10 15 20 25 30
0

2

4

6

F
W

H
M
/d

0 5 10 15 20 25 30

x/d

0

2

4

6

n
ρ

Figure 6.13: Comparison between numerical results and experimental results for case B4 (top: axial density
distribution; middle: FWHM of density; bottom: shape parameter). Lines and star symbols correspond to

numerical results, while open circles represent experimental data [35].
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Figure 6.14: Comparison between numerical results and experimental results for case B4 (top: axial
temperature distribution; middle: FWHM of temperature; bottom: shape parameter). Lines and star symbols
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Progressively increasing the computational injection temperature of case B4 from the ex
perimental value of 118K, to 125K and 128K several different features can be observed in
Figure 6.15. In reduced temperature these injection conditions are evaluated from Table 6.5.
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Figure 6.15: Axial density distribution for case B4.

Approaching the critical temperature, we can observe, by taking into account injection tem
peratures of 118K and 125K, density’s rate of decay decreases even further for the first sec
tion (x/d ≈ 9.8) for both conditions, while in the 125K jet after the critical temperature is
crossed, the pockets of liquidlike nitrogen start to break from the jet sooner (x/d ≈ 14) than
for the 118K one at x/d ≈ 18. On the other hand, by considering the injection to take place
under supercritical conditions (Tinj=128K), it is possible to observe the characteristic fea
ture of a mixture under liquidlike conditions, with the formation of a dense potential core
replacing the slow rate of decay of the axial density until x/d ≈ 9.8, registered for the trans
critical injection conditions. The core formation is related to the effect of pseudoboiling and
the eventual transition across the Widom line into supercritical gaslike conditions.

Table 6.5: Reduced temperature corresponding to the selected injection temperatures for case B4.

Tinj [K] Tr

118 0.94
125 0.99
128 1.01

By considering the experimental results for the axial density decay rate of case B6 in Fig
ure 6.16 and temperature evolution in Figure 6.17, several differences are observed concern
ing case B4. In the first instance, the highdensity values (ρinj/ρ∞=8.99) lead to the same
mismatch between the experiments and the numerical results. As for case B4, a slower de
cay of the density at the jet centerline, compared to the experimental data, is observed until
x/d ≈ 8. However, after this point, the critical temperature is crossed, where the jet enters a
supercritical liquidlike regime, and the density starts to decrease due to the influence of the
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Figure 6.16: Comparison between numerical results and experimental results for case B6 (top: axial density
distribution; middle: FWHM of density; bottom: shape parameter). Lines and star symbols correspond to

numerical results, while open circles represent experimental data [35].

conditions in the chamber. Overall, a better agreement between experiment and numerical
computations is found for case B6 than for B4, which could be explained by the proximity to
the critical pressure of nitrogen (for reference 3.4MPa).

In this way case, B4 is more prone to suffer from the influence of the thermodynamic sin
gularity that is the critical point and the region around it. Nevertheless, for both cases, the
key lies in predicting transcritical jet behavior since, as shown, after the critical temperature
value is reached, the jets enter the supercritical domain, and the numerical computations can
replicate its features but at higher density levels than those registered by the experimental
data, owing to the slow rate of decay registered for the transcritical portion of the jet. Accord
ingly, Figure 6.18 depicts higher density stratification inside the injector for case B4 than B6,
which verifies the existence of more significant density gradients closer to nitrogen’s critical
pressure.

Considering a lower injection temperature (100K), and a greater injection velocity (20m s−1),
the axial density decay of case C4 is retrieved in Figure 6.19 and the axial temperature evolu
tion in Figure 6.20. Here, it is possible to observe an experimental region of minor density
variation until x/d ≈ 2, which numerically extends to x/d ≈ 9. This potential core is formed
in the transcritical portion of the jet, which for cases C4 and C6 correspond to a value of
ρ∗ = 0.8677. After the critical temperature is crossed, the liquidlike nitrogen jet will con
tinue to develop until entrained by chamber fluid, until breaking.

Increasing the pressure from 4MPa in case C4 to 6MPa in case C6, several differences can
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Figure 6.17: Comparison between numerical results and experimental results for case B6 (top: axial
temperature distribution; middle: FWHM of temperature; bottom: shape parameter). Lines and star symbols

correspond to numerical results, while open circles represent experimental data [35].

Figure 6.18: Comparison of density field between cases B4 and B6.
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Figure 6.19: Comparison between numerical results and experimental results for case C4 (top: axial density
distribution; middle: FWHM of density; bottom: shape parameter). Lines and star symbols correspond to

numerical results, while open circles represent experimental data [35].
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Figure 6.20: Comparison between numerical results and experimental results for case C4 (top: axial
temperature distribution; middle: FWHM of temperature; bottom: shape parameter). Lines and star symbols

correspond to numerical results, while open circles represent experimental data [35].
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Figure 6.21: Comparison between numerical results and experimental results for case C6 (top: axial density
distribution; middle: FWHM of density; bottom: shape parameter). Lines and star symbols correspond to

numerical results, while open circles represent experimental data [35].

be observed. Figures 6.21 and 6.22 the same initial numerical dense core as registered for
case C4. However, the experimental data no longer displays the same initial region of rela
tively constant density. Further away from the critical pressure of nitrogen, it is possible to
observe a closer agreement with the experimental data, starting from x/d of about 15, where
the conditions in the chamber start to dominate over the jet evolution.

As depicted in Figure 6.23, comparing the density fields of cases C4 and C6, the heat transfer
exchange between the injector walls and the transcritical jets is not sufficient to reach the jet
centerline and influence the axial evolution of density, resulting in the formation of a dense
potential core, leading to minor differences on the jet inside the chamber.

While differences between the experiments and the numerical predictions are observed for
cases B and C in terms of the axial density decay rate, the proposed incompressible but vari
able density approach can predict the jet spreading rates in terms of density and temperature
for all experimental test cases, showcasing the ability of the incompressible but variable den
sity approach in replicating turbulent mixing and account for the real gas effects. The ability
to predict transcritical behavior either through compressible or incompressible but variable
density formulations lies with the inclusion of phase separation into the models to account
for the possible formation of multiphase flow. On the other hand, the differences observed
between experiments and numerical computations at transcritical conditions could also be
influenced by the nature of the measurements and the Raman scattering technique. More
over, it needs to be recognized that the experimental measurements of Oschwald and Schik
[35] are based on the use of a highly complex measurement technique and equipment [276]
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Figure 6.22: Comparison between numerical results and experimental results for case C6 (top: axial
temperature distribution; middle: FWHM of temperature; bottom: shape parameter). Lines and star symbols

correspond to numerical results, while open circles represent experimental data [35].

Figure 6.23: Comparison of density field between cases C4 and C6.
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for which assumptions need to be made. While the authors recognize that the Raman cross
section increases with density for transcritical jets, the lack of accurate data leads to the as
sumption of a constant Raman crosssection. This means that the transcritical cases’ exper
imental axial density distributions can be severely underpredicted. According to Oschwald
and Schik [35], a difference of about 30% could be expected for theworst cases (C4 and C6, as
shown). On the other hand, the assumption of constant Raman crosssection does not affect
the supercritical jets (A4 and A6). Moreover, Oschwald and Schik [35] point out that only
the absolute values of density are affected by the constant Raman crosssection, whichmeans
that the FWHM and the shape parameters for density and temperature are not affected by
this issue.

Lastly, the shape parameters for density and temperature indicate that no selfsimilar state
is reached since the parameters always exhibit values higher than one.

6.5 Summary

This chapter described the behavior of nitrogen jets at transcritical and supercritical gaslike
conditions using a RANSbased approach. Two experimental conditions were considered
for each regime at pressure levels of 4 and 6MPa, for which the axial density distributions
at each jet centerline were analyzed. While for the supercritical injection cases, a close ap
proximationwas achieved to the experimental data, both in terms of jet behavior capture and
the magnitude of the experimental data, only a behavioral approximation was reached con
cerning the transcritical configurations, since while in the transcritical regime a slower rate
of decay of the axial density distribution was obtained concerning the experimental values.
Furthermore, the jet spreading rate is higher in the case of temperature, indicating that heat
propagation is dominant over momentum transport.
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Chapter 7

Temperature Field Validation

Only single injection configurations were considered insofar as the injection of a fluid in a
quiescent environment representative of an LRE combustion chamber. However, in an LRE
combustion, shear coaxial injectors are employed, where the fuel is injected through the cen
tral orifice while the oxidizer coaxially. Therefore, this chapter considers an experiment
where nitrogen is injected into a quiescent nitrogen environment through the central and
coaxial orifices at different velocity and momentum ratios. The previous analysis on single
injection configuration is extended to coaxial injection, while the experiment’s nature also
allows for validating the temperature field.

7.1 Coaxial Injection

The coaxial injection configuration depicted in Figure 7.1 is initially governed by the growth
of the outer shear layers, owing to the growth of KelvinHelmholtz instabilities. Then, low
speed flow issuing from the main stream is entrained into the inner shear layer in a mass
transfer process that separates the potential core from the inner shear layer [277, 278].

outer shear layer

inner shear layer

outer

poten!al core

inner poten!al core

Figure 7.1: Representation of nearinjector mixing regions.
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Rapid entrainment is expected in the variable density conditions considered in this chap
ter. Moreover, given the outertoinner jet velocity ratios considered, negative velocity val
ues will appear, leading to a recirculation region forming close to the injector’s exit. In low
pressure coaxial injection, the recirculation zone formation is dependent upon the velocity
profile shape [279], while at supercritical conditions, the influence of the temperature profile
will also play a role as described in Chapter 5 for single injection configuration.

The outertoinner jet momentum ratio is defined according to equation (7.1), where sub
scripts i and o denote the inner (main) and outer (coaxial) stream, respectively. Besides af
fecting the recirculation, the momentum ratio is intimately related to the length of the inner
potential core [278].

M =
ρv2o
ρv2i

(7.1)

The coaxial injection is a subject less understood than single injection configurations [280].
Mainly, for supercritical shear coaxial injection, the experiments of Davis and Chehroudi
[129] constitute the most extensive quantitative database of coaxial injection analysis, rang
ing from subcritical to supercritical conditions. For instance, Hosangadi et al. [281] use a hy
brid LES/RANS model to evaluate the coupling between turbulence mixing and nonlinear
thermodynamic properties and how it contributes to enhancedmixing at supercritical condi
tions, while Schmitt et al. [150] focus on the influence of injector geometry and the operating
conditions. In their LES simulations, Schmitt et al. [150] can show that when the momen
tum ratio is higher than a given threshold, the inner potential core breaks abruptly due to
the formation of a recirculation zone close to the injector exit plane.

More recently, the coaxial injection configuration was looked into by Poormahmood and
Farshchi [282]. Once again, LES is studied with the focus being on the fingerlike struc
tures formation, and the effect turbulence has on the peak in isobaric specific heat, labeled
as a ’thermal shield’. Another relevant study to this discussion is the one of Liu et al. [283],
where the focus is given to the modeling of acoustic excitation and its influence on near in
jector flow at higher injection velocities, coincident to those of the space shuttle main engine
(SSME) preburner.

In order to provide amore general view of coaxial injection, Davis andChehroudi [129] exper
iments will be analyzed in this chapter in conditions ranging from subcritical to supercritical,
at varying momentum and velocity ratios.

134



7.2 The Experiment

The experimental conditions of Davis and Chehroudi [129] describing the coaxial injection
of nitrogen into a quiescent nitrogen environment are considered. Figure 7.2 depicts the
coaxial injector used in the experiments, while a detailed view of the injector tip is reported
in Figure 7.3.

In a typical rocket combustor, fuel and oxidizer are injected into the chamber through coax
ial injectors [127, 284] whose performance is influenced by the absolute pressure being the
velocity ratio of the outertoinner jet a fundamental design parameter.

Figure 7.2: Coaxial injector [285]. Figure 7.3: Injector tip zoom [32].

The computational domain is represented in Figure 7.4 depicting the position of the main
and coaxial streams, indicating that the main stream is recessed concerning the coaxial one.
Coaxial nitrogen injection is considered at subcritical, nearcritical, and supercritical condi
tions (nomenclature followsDavis and Chehroudi [129]) at temperature ranges defined [129]
as low and high. The lowtemperature range comprises the values of 135–140 K, or in re
duced temperature 1.07–1.11, and the hightemperature range of 185–200K corresponds to
1.47–1.58 in reduced temperature. These experiments [129] which were conducted to study
the influence of acoustic fields as a means to evaluate the effect of combustion instabilities
in LREs, will fill the purpose of extending the incompressible but variable density approach
to coaxial injection while allowing for the temperature field validation as complementary to
the density fields evaluated insofar on Chapters 5 and 6 for supercritical and transcritical
single injection, respectively. Also, the recess depicted in Figure 7.4 plays a preponderant
role, as shown in studies dealing with flame stabilization [286]. The recess in LOX–H2 coax
ial injection contributes to flame stabilization inside the injector, enhancing the flame angle
and increasing the reacting region, leading to a fast jet breakup. Establishing the parallel be
tween this case with the nonreacting coaxial configuration studied in this chapter, the heat
transfer inside the injector is expected to assume amore preponderant role than in the single
injection configurations dealt with in the previous two chapters.
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Figure 7.4: Coaxial geometry configuration.

The inner tube has a length of 50mm, with an inner diameter, d1 of 0.508mm and an outer
diameter, d2, of 1.59mm, while the outer tube has an inner diameter, d3, of 2.42mm and an
outer diameter, d4 of 3.18mm. The inner tube is recessed concerning the outer tube by a
length of half the inner tube inner diameter, d1. On the other hand, the combustion cham
ber has a length of 59.4mm, with a height of 76mm and a depth of 12.7mm. Isothermal wall
boundary conditions are considered at the injector walls and chamber, following the cham
ber temperature recorded in the experiments, while the injector face plate is modeled as an
adiabatic wall.

Radial temperature profiles are measured with a type–E thermocouple mounted on a tra
verse as depicted in Figure 7.5 used to switch the thermocouple’s position. As depicted in
Figure 7.5, the thermocouple bead has a diameter of 0.10mm, and it is positioned at a dis
tance of 0.14mm from the injector exit plane. At the same time, steadystate conditions are
maintained in the experimental facility for each test case [129].

Figure 7.5: Thermocouple and support mechanism used to perform radial temperature measurements in the
coaxial jet [129].
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The experimental test cases resemble practical LRE conditions [150] both in terms of the
high outertoinner stream velocity ratio [153] and the innertoouter hightemperature ra
tio. Due to the interaction between both streams and the nitrogen in the chamber, two dif
ferent shear layers will form (Figure 7.1). At the same time, a sizeable recirculation zone
encompasses the posttip region, resulting from the interaction of the highspeed nitrogen
injected through the coaxial annulus and the lowspeed nitrogen from the central annulus.
The stronger the coaxial flow is, the shorter the dense core will be.

Davis and Chehroudi [129] report different dependencies in the length of the inner potential
core with the momentum ratio for subcritical and supercritical conditions. For example, at
subcritical conditions, a dependence ofM−0.2while at supercritical conditions, a dependence
ofM−0.5.

A summary of the thermophysical models used in the calculations presented in this chapter
is given in Table 7.1.

Table 7.1: Summary of thermophysical models.

Turbulence closure EoS Transport properties

κ–ε standard [175] PR [184]
Lemmon and
Jacobsen [214]

7.3 Validation

Figures 7.6, 7.8 and 7.10 depict the grid independence study for selected subcritical, near
critical and supercritical conditions, following Davis and Chehroudi [129] adopted nomen
clature for the experimental test cases division. Radial temperature profiles are evaluated
for each condition as a function of the radial distance from the jet centerline (r) normalized
by the inner tube inner radius (r1). The corresponding analysis of the computational error
as the grid is progressively refined in given in Figures 7.7, 7.9 and 7.11. The figures depict
two sets of experimental measurements denoted as positive and negative. They correspond
to temperature values measured for positive [129] r/r1 and for negative [287] r/r1measured
from the jet centerline. Moreover the combustion chamber temperature is also depicted in
the blue dashed line.
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Figure 7.6: Grid Independence Study,
corresponding to case 13 in subcritical conditions.
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Figure 7.7: Error propagation, corresponding to
case 13 in subcritical conditions.
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Figure 7.8: Grid Independence Study,
corresponding to case 16 in nearcritical conditions.
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Figure 7.9: Error propagation, corresponding to
case 16 in nearcritical conditions.
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Figure 7.10: Grid Independence Study,
corresponding to case 21 in supercritical conditions.
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Figure 7.11: Error propagation, corresponding to
case 21 in supercritical conditions.
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7.4 Subcritical Conditions

7.4.1 Low Outerjet Temperature

Figure 7.12 depicts the injection conditions location in relation to the critical point. As indi
cated by the values in Table 7.12, the inner jet initial conditions are located in the subcriti
cal regime, while the outer jet temperature values are always above nitrogen’s critical point.
Then, the outertoinner jet velocity ratio (VR) is progressively increased from 4.7 in case 13
to 11.1 in case 15 and the momentum ratio from 1.5 to 7.2.
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i 15
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Figure 7.12: Subcritical low temperature case distribution.

Table 7.2: Conditions for the low outerjet temperature cases [129].

Case p∞ [MPa] T∞ [K] Ti [K] To [K] vi [ms−1] vo [ms−1] VR [] M []
13 1.45 231 109 132 2.2 10.3 4.7 1.5
14 1.47 224 109 139 2.2 17.6 8.0 4.1
15 1.50 219 109 152 2.2 24.5 11.1 7.2

Figures 7.13, 7.14 and 7.15 depict the comparison between experiments and the numerical
results obtained through the incompressible but variable density approach for cases 13, 14
and 15, respectively. It is clear from the figures that lower values than the experimental ones
are retrieved, corresponding to the region of constant temperature up to a distance of two in
ner jet radii. The difference between the numerical results and the experiments is explained
due to the blockage effect introduced by the thermocouple during the measurements (Fig
ure 7.5), which interferes with the formation of a recirculation zone close to the injector’s
exit. The initial mismatch becomes more pronounced as the velocity ratio increases from 4.7
in case 13 to 11.1 in case 15, consistent with themore rigorous flowmotion as velocity andmo
mentum ratios are increased. Despite the initial differences observed in the initial constant
temperature region (r/r1u 2.5), a good agreement is registered for the remaining portion of
the temperature profile, where the thermocouple’s measurement is less intrusive.
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Figure 7.13: Radial temperature profile for case 13.
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Figure 7.14: Radial temperature profile for case 14.
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Figure 7.15: Radial temperature profile for case 15.

Figures 7.16 and 7.17 depict the velocity fields of cases 14 and 15, respectively. In Figure 7.16
the streamlines are represented for a VR of 8 and a momentum ratio of 4.1, according to the
experimental conditions of Table 7.2, while in Figure 7.17 a VR of 11.1 and a M of 7.2 are
considered. In the figures, it is possible to observe the influence of the recess of the inner
tube in the outer jet development and the quiescent chamber nitrogen, from where the outer
shear layer growth occurs after the vertical chamber wall.

According to the literature [280], the outertoinner jet velocity and momentum ratios are
relevant parameters in the coaxial jet development under subcritical conditions. For a VR of
8, as in case 14, it is possible to observe in Figure 7.16, at the injector exit plane, the inner
jet blockage due to the recirculation zone that extends from the symmetry axis up to a radial
distance of r/r1 of 2.5, with two separation points on the symmetry axis at axial distances,
x/d1, of 0.5 and 4.5. This is because the inner jet is deflected at the inner tube end due to the
recirculation, bypassing the recirculation close to the coaxial jet.

For case 15 in Figure 7.17, while both the velocity and momentum ratios are increased con
cerning case 14, it is possible to observe the same flow structure, namely the recess of the
inner tube and the blockage due to the recirculation. Nevertheless, the increase of VR from 8
to 11.1 and themomentum ratio from 4.1 to 7.2 changed the stagnation points’ location, while
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Figure 7.16: Case 14 velocity field and recirculation. Figure 7.17: Case 15 velocity field and recirculation.

the recirculation size remained constant. While it is not shown, the same flow structure is
identified in case 13 for the lower VR of 4.7 (Table 7.2).

7.4.2 High Outerjet Temperature

Figure 7.18 depicts the inner and outerjet injection conditions distribution for the cases re
ferred to as high outerjet injection temperature [129], where the injection temperature range
increases to Tr = 1.47− 1.58, where lower momentum ratios are considered, as indicated in
Table 7.3, in relation to the lowouter jet injection temperature cases.
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Figure 7.18: Subcritical high temperature case distribution.

Figures 7.19, 7.20, 7.21 and 7.22 depict the comparisons between the experiments and the
numerical results for cases 1, 2, 3 and 4, respectively. Through the analysis of the figures,
it is possible to infer the momentum ratio threshold leading to the inner core breakup and
the blockage effect of the recirculation. To the lower momentum ratio (0.2 in case 1), no
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Table 7.3: Conditions for the high outerjet temperature cases [129].

Case p∞ [MPa] T∞ [K] Ti [K] To [K] vi [ms−1] vo [ms−1] VR [] M []
1 1.49 238 109 195 2.2 4.5 2.1 0.2
2 1.59 248 110 201 2.2 10.9 4.9 1.1
3 1.45 249 108 204 2.2 19.8 9.1 3.2
4 1.49 237 108 202 2.2 23.9 11.0 4.9

recirculationblockage is discernible in Figure 7.19, where the experimental region of constant
temperature is retrieved in the computations, albeit with different lengths. From here, the
momentum ratio increases to 1.1 in case 2, and the blockage influence starts to be felt in the
radial profiles, which exhibit similar behaviors to those of cases 14 and 15, as the momentum
ratio is further increased in cases 3 and 4.
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Figure 7.19: Radial temperature profile for case 1.
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Figure 7.20: Radial temperature profile for case 2.
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Figure 7.21: Radial temperature profile for case 3.
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Figure 7.22: Radial temperature profile for case 4.

Figures 7.23 and Figure 7.24 depict the velocity fields of cases 1 and 4, respectively. Inter
estingly, in Figure 7.23 for a VR of 2.1 and a M of 0.2, it is possible to observe a distinct
behavior than the one presented for subcritical conditions considering the low outerjet in
jection temperatures. Due to the lowmomentum ratio of 0.2, there is no blockage effect due
to the recirculation. Instead, two counterrotating recirculations are anchored to the post tip
between the two jets. The recirculation close to the inner jet rotates counterclockwise, while
a clockwise recirculation is observed closer to the outer jet.
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Figure 7.23: Case 1 velocity field and recirculation. Figure 7.24: Case 4 velocity field and recirculation.

As the velocity and momentum ratios are further increased to 11.0 and 4.9, respectively, in
Figure 7.24 a distinct behavior than case 1 is observed. However, as previously reported
for the low outerjet temperature cases in the preceding section, a similar flow structure is
observed, that is, the inner jet blockage by the recirculation region.

At subcritical conditions, the increasing outertoinner jet velocity and momentum ratios
promote the inner jet blockage, regardless of the low or high outerjet injection temperature.
On the other hand, differences between numerical computations and the experimental data
are explained due to the intrusivemeasurement caused by the thermocouple and the traverse
inwhich it is supported (Figure 7.5), especially given the dimensions of the recirculations and
the thermocouple bead.

7.5 Nearcritical Conditions

7.5.1 Low Outerjet Temperature

Close to nitrogen’s critical point, the experimental results labeled as nearcritical are consid
ered with a greater chamber pressure close to 3.50MPa. As indicated in Figure 7.25, inner jet
injection conditions are located in the transcritical regime, while the chamber environment
varies from supercritical in case 16 to transcritical in remaining cases, following Table 7.4.

Table 7.4: Conditions for the low outerjet temperature cases [129].

Case p∞ [MPa] T∞ [K] Ti [K] To [K] vi [ms−1] vo [ms−1] VR [] M []
16 3.54 228 121 136 2.6 4.1 1.5 0.6
17 3.53 202 120 140 2.6 11.0 4.2 3.9
18 3.52 197 119 135 2.5 15.6 6.1 9.4
19 3.54 197 125 134 3.1 18.5 5.9 11.2

Figures 7.26, 7.27, 7.28 and 7.29depict the radial temperature profiles corresponding to cases
16, 17, 18 and 19 fromTable 7.4, where several differences are observed in relation to the injec

143



p

1

1

T

i 16

i 17

i 18

i 19

r

r0

o 16

o 17

o 18

o 19

1.07 1.11

Figure 7.25: Nearcritical low temperature case distribution.

tion under subcritical conditions. Instead of recovering top hat shape profiles under subcrit
ical injection conditions, a radial temperature decay is observed at the centerline, owing to
the thermal stratification inside the injector as described in previous chapters. Interestingly
in Figure 7.26, it is possible to observe the potential core in the LES results of Poormahmood
and Farshchi [282] in the first few radii, which following the analysis carried out in the pre
vious chapters, is related to the fact that the authors did not take into account heat transfer
in the injector.

Another difference concerning injection under subcritical conditions lies with the not occur
rence of any blockage; instead counterrotating, recirculations are formed in the post tip
between both jets, corresponding to the regions in the figures where the numerical computa
tions are further away from the experimental values. Under subcritical conditions, the differ
ence is explained by the thermocouple intrusion in the flow, which alters the recirculations
structure.
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Figure 7.26: Radial temperature profile for case 16
and comparison with the LES results
of Poormahmood and Farshchi [282].
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Figure 7.27: Radial temperature profile for case 17.
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Figure 7.28: Radial temperature profile for case 18.
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Figure 7.29: Radial temperature profile for case 19.

7.5.2 High Outerjet Temperature

By increasing the outerjet injection temperature to reduced temperature values between
1.47 and 1.58, as shown in Figure 7.30, the interaction of gaslike outerjets with inner jets at
transcritical conditions is evaluated, following the conditions of Table 7.5, taking into account
increasingly higher velocity and momentum ratios.

Table 7.5: Conditions for the high outerjet temperature cases [129].

Case p∞ [MPa] T∞ [K] Ti [K] To [K] vi [ms−1] vo [ms−1] VR [] M []
5 3.56 238 121 195 2.6 4.6 1.8 0.4
6 3.70 233 123 188 2.7 10.4 3.8 2.1
7 3.57 235 124 194 2.9 17.8 6.2 5.2
8 3.55 235 125 196 3.0 22.6 7.6 8.0

It is clear that the radial temperature profiles in Figures 7.31 to 7.34 detail a larger recircu
lation region in the posttip region, whose growth is not only influenced by the increasing
momentum ratio from 0.4 in case 5 to 8.0 in case 8 but also by the large gradients in thermo
physical properties owing to the interaction between the outer supercritical gaslike jet and
the inner transcritical one, whose injection temperature is close to nitrogen’s critical point.
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Figure 7.30: Nearcritical high temperature case distribution.

The main difference between the nearcritical low and high outerjet injection temperature
is that in the cases designated as ’low temperature’, a supercritical liquidlike jet is present,
which requires much energy to eventually overcome the thermal shield, consisting in the
isobaric specific heat peak. However, as reported in previous chapters, the energy received
does not contribute to heating but to the jet’s expansion [45]. On the other hand, in the
cases designated as ’high temperature,’ a supercritical gaslike outer jet is present at injection,
where thermal stratification effects are more preponderant.
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Figure 7.31: Radial temperature profile for case 5.
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Figure 7.32: Radial temperature profile for case 6.
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Figure 7.33: Radial temperature profile for case 7.
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Figure 7.34: Radial temperature profile for case 8.

7.6 Supercritical Conditions

7.6.1 Low Outerjet Temperature

Increasing the chamber pressure close to 5MPa, while increasing the inner jet injection tem
perature, the experimental measurements detail the coaxial injection of supercritical inner
and outerjets into a transcritical chamber environment, following the experimental injec
tion conditions distribution in Figure 7.35 for increasing velocity and momentum ratios as
replicated in Table 7.35.
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Figure 7.35: Supercritical low temperature case distribution.

Table 7.6: Conditions for the low outerjet temperature cases [129].

Case p∞ [MPa] T∞ [K] Ti [K] To [K] vi [ms−1] vo [ms−1] VR [] M []
20 4.97 218 128 137 2.9 3.6 1.2 0.8
21 4.88 203 127 139 2.9 10.5 3.7 6.3

Following the results obtained for nearcritical conditions, similar temperature profiles are
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depicted for the supercritical cases 20 and 21 in Figures 7.36 and 7.37, respectively. Since in
case 20, a lower experimental temperature is reported at the symmetry axis for both positive
and negative measurements than the injection value, an additional computation was per
formed, considering the inner jet injection temperature as 119K plotted in Figure 7.36. The
fitted temperature value constitutes a closer approximation to the experimental data. Nev
ertheless, by looking into both figures, similar jet developments are observed for increasing
velocity and momentum ratios. This indicates that the conditions in the outer jet, namely
in terms of the temperature profile at the injector exit plane allied to the outertoinner jet
momentum ratio, seem to be the main cause behind the recirculation zone size.
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Figure 7.36: Radial temperature profile for case 20.
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Figure 7.37: Radial temperature profile for case 21.

7.6.2 High Outerjet Temperature

Lastly, it remains to consider the supercritical cases with high outerjet temperature (Fig
ure 7.38). Additionally, another test case is evaluated following the LES simulations of Liu
et al. [283] who considered injection velocities and the consequent VR following the SSME
preburner. The five test cases injection and chamber condition are summarized in Table 7.7.
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Figure 7.38: Supercritical high temperature case distribution.
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Table 7.7: Conditions for the low outerjet temperature cases [129] and SSME [283].

Case p∞ [MPa] T∞ [K] Ti [K] To [K] vi [ms−1] vo [ms−1] VR [] M []
9 4.97 240 128 188 2.9 4.4 1.5 0.5
10 4.95 237 129 190 3.0 10.9 3.6 2.7
11 4.94 228 133 185 3.9 16.8 4.3 5.1
12 4.94 233 132 191 3.6 22.5 6.3 9.6

SSME 4.94 233 132 191 32 120 3.75 3.44

Radial temperature profiles are compared in Figures 7.39, 7.40, 7.41 and 7.42, corresponding
to cases 9, 10, 11 and 12, respectively. Through the analysis of the figures, it was observed that
as the momentum ratio, the size of the recirculation region formed at the post tip increases,
similarly to the results obtained for the nearcritical high outerjet temperature cases, which
again shows that the state inwhich the outer jet enters the chamberwill greatly impactmixing
and the coaxial jet evolution.
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Figure 7.39: Radial temperature profile for case 9.
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Figure 7.40: Radial temperature profile for case 10.
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Figure 7.41: Radial temperature profile for case 11.
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Figure 7.42: Radial temperature profile for case 12.

In Figure 7.43 a comparison is made between the LES results of Liu et al. [283] for the SSME
preburner, experimental test cases 9 to 12, and the results obtained with the present ap
proach. Since Liu et al. [283] increases the velocity of both inner and outer jets tenfold, the
temperature profile is extracted at an axial distance also increased by tenfold considering the
experimental measurement plane. As such, it allows for comparison further downstream of
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the jet in a region without recirculation zones affecting the radial profile. As the figure indi
cates, a similar radial temperature profile is retrieved compared to Liu et al. [283].
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Figure 7.43: Space Shuttle Main Engine (SSME )preburner simulation and comparison with the DNS results
of Liu et al. [283].

Figure 7.44 depicts the velocity field of case 10 with a VR of 3.6 and a M of 2.7 for super
critical inner jet injection conditions. Similar to case 1, two counterrotating recirculations
are observed at the post tip between the two jets. Increasing the velocity ratio to 4.3 and the
momentum ratio to 5.1, the velocity field of case 11 is depicted in Figure 7.45. Through the
comparison of both fields, it is observed that the velocity ratio increase promoted the change
in the position of the recirculations from x/d1 of 2.5 to 3.0. It is impossible to observe the
inner jet blockage at supercritical conditions, even for velocity ratios higher than two. This
could be due to the temperature profile inside the injector and the different coupling mech
anisms between subcritical and supercritical conditions added to the influence of surface
tension at subcritical conditions.

Figure 7.44: Case 10 velocity field and recirculation. Figure 7.45: Case 11 velocity field and recirculation.
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7.7 Summary

The evaluation of single species nitrogen injected through a shear coaxial injector where the
main stream is recessed concerning the coaxial one was evaluated for conditions ranging
from subcritical to supercritical for different temperatures and outertoinner jet velocity
ratios. As a result, recirculation regions are formed at either the jet axis or the post between
both jets. Finally, it is detailed the outerjet influence in the formation of the recirculation
zones, depending on if injection happens under liquid or gaslike conditions.
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Chapter 8

Coaxial Multispecies Injection

In this chapter, multicomponent N2–H2 mixing is looked into. A coaxial injection configu
ration is considered with nitrogen injected through the main annulus and hydrogen through
the coaxial one into a quiescent nitrogen environment. In this way, the incompressible but
variable density hypothesis evaluation is extended to multispecies mixtures.

8.1 Introduction

Phase and pseudophase transitions in mixtures of supercritical fluids entail more complex
mechanisms and highly coupled phenomena. Currently, the evaluation of multispecies mix
ing still requires much research to improve the state of the art [126], for instance, in the
evaluation of mixture properties. Multispecies coaxial injection [6] is a more complex phe
nomenon to simulate than single species injection but is of paramount importance in the
design of LREs. For instance, the critical properties of the mixture are not fixed values, be
ing subjected to a local dynamical evolution [288]. These need to be taken into account
through mixing rules. Harstad et al. [187] defined simple mixing rules and performed a ther
modynamically consistent fluid property derivation used to study Dufour and Soret effects at
supercritical conditions throughDNS [22, 289] or LES [290] in aC7H16–N2mixture and char
acteristic BCs in multispecies mixing [291]. Moreover, experimental measurements carried
out by Traxinger et al. [292] on O2–H2 and CH4–O2 flames indicate that phase separation
is dependent upon the injectantchamber conditions and mixture composition. In contrast,
the multispecies DNS study of Masi et al. [293] indicates that within the DNSachievable
Reynolds numbers, mixing behavior at the smallest scales is dictated by thermodynamics
and diffusion more so than by the flow motion. On the larger scales, the differences in den
sity inhibit the mixing rate (Chapter 7) and damp turbulence oscillations, the reason behind
longer unmixed cores compared with subcritical conditions [56].

One of the earliest works on multispecies mixing that is still used today in the modeling of
supercritical mixtures is the Takahashi [294] method for the evaluation of diffusion coeffi
cients. Recently, Yang et al. [295] compared a tabulation method with a method focusing on
the dynamic evaluation of real gas properties, considering the O2–CH4mixture. On the other
hand, Tudisco andMenon [296] derived an analytical framework to evaluate thermodynamic
properties in a multispecies mixture with the possibility of phase separation.
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This chapter defines the binary mixture as multispecies with no reaction. There will be two
mass conservation equations for each species, with onemomentum and energy conservation
equation being jet development dictated by turbulent mixing. Each cell volume will contain
volume fractions of each species in the mixture.

8.2 The Experiment

The experimental data corresponds to the work of Oschwald et al. [120]. First, nitrogen is
injected through the central post, according to the conditions of Table 8.1, as depicted in
Figure 8.2 at either supercritical (D4) or transcritical conditions (E4). Next, hydrogen is
injected through the coaxial annulus depicted in the same figure.

Table 8.1: Experimental conditions from Oschwald et al. [120].

Case
vN2,jet

[ms−1]
TN2,jet

[K]
VH2,jet

[ms−1]
TH2 [K] ρN2,jet/ρH2 vN2,jet/vH2

D4 5.0 140 60 270 43.1 0.083
E4 5.0 118 120 270 166 0.042
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Figure 8.1: Location of the experimental test cases in relation to the critical point of nitrogen.

The injectors have a length of 90mm, with the central injector having a diameter of 1.9mm

and the coaxial one 2.4mm. On the other hand, the combustion chamber measures 500mm

in length and 100mm in diameter. In contrast to the coaxial configuration of Chapter 7, here
there is no recess of one stream in relation to the other.

Isothermal walls are considered at the injectors and chamber walls, while an adiabatic wall
boundary condition is imposed in the faceplate.
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Figure 8.2: Geometry, corresponding to the experiments (not to scale).

8.3 Validation

Figure 8.3 depicts the grid independence study, taking into account the injection conditions
of case D4 from Table 8.1. The maximum of the radial nitrogen density profiles are reported
as a function of the normalized distance from the injector exit plane, while the error analysis
as the grid is progressively refined is looked into in Figure 8.4, where the GCI indicates a
convergence rate close to the secondorder slope. A summary of the thermophysical models
used in the calculations presented in this chapter is given in Table 8.2.

0 5 10 15

x/d

0

20

40

60

80

100

120

140

160

ρ
[k
g
·
m

−
3
]

3.0 x 105

7.9 x 105

1.2 x 106

Figure 8.3: Grid Independence Study,
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Figure 8.4: Error propagation, corresponding to
case D4.

Table 8.2: Summary of thermophysical models.

Turbulence closure EoS Transport properties Mixing Rules

κ–ε standard [175] PR [184] Chung et al. [215] Chung et al. [215]

8.4 Results

Figures 8.5 and 8.6 depict the maximum of nitrogen and hydrogen’s radial density profiles
for case D4 from Table 8.1. The radial profiles are given in Figures 8.7 and 8.8 for nitrogen
and hydrogen, respectively, where the cross mark represents the profiles’ maximum values
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depicted in Figures 8.5 and 8.6.

0 5 10 15

x/d

0

20

40

60

80

100

120

140

160

ρ
[k
g
·
m

−
3
]

Experimental −Nitrogen
Present Work
Muller et al. (2016)

Figure 8.5: Maximum of nitrogen’s radial density
profiles for case D4 and comparison with LES

of Müller et al. [297].
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Figure 8.6: Maximum of hydrogen’s radial density
profiles for case D4.
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Figure 8.7: Radial profiles of nitrogen for case D4.
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Figure 8.8: Radial profiles of hydrogen for case D4.

In Figure 8.5 the LES results of Müller et al. [297] are also depicted. On the horizontal axis,
the centerline distance from the injector exit plane, x, is normalized by the inner injector di
ameter (d). The experimental measurements from Oschwald et al. [120] are compared with
the numerically obtained results following the incompressible but variable density hypothe
sis, where it is possible to observe a general overprediction of the maximum radial values
both in the present computations and in the results ofMüller et al. [297]. While nitrogen’s ini
tial qualitative decay rate is captured in the present computations, Müller et al. [297] predict
a constant density value for some distance, consistent with the development of a potential
core. As described in Chapter 5, the differences are explained due to the heat transfer and
pseudoboiling effects [53] inside the injector, indicating why the density values are different
even at x/d = 0. Even though different interpretations concerning the role of the injector are
made in the present computations and those ofMüller et al. [297], no quantitative agreement
is foundwith the experimental data [35]. In this sense,Müller et al. [297] proposes tomodify
the inflow temperature to match the magnitude of the radial profiles maximum, to pursue a
quantitative agreementwith the experimental data. Following the data from theNIST, inflow
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temperature is changed from 140K to a fitted value of 158.8K as indicated in Table 8.3 and
depicted in Figure 8.9, while all other parameters remain unchanged. Figure 8.9 indicates
that case D4  fitted entails a less sharp density variation than case D4.

Table 8.3: Comparison of case D4 initial conditions
with fitted inflow temperature.

Case D4 E4

vN2,jet [ms−1] 5.0 5.0

TN2,jet [K] 140 158.8

VH2,jet [ms−1] 60 60

TH2 [K] 270 270
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Figure 8.9: Location comparison of experimental
case D4 and artifitially fitted case D4.

Figures 8.10 and8.11 depict themaximum in the radial profiles of nitrogen andhydrogen con
sidering the fitted inflow temperature. As it can be observed, no discernible differences are
observed for hydrogen in Figure 8.11 for both inflow temperatures, which was to be expected
since, at such temperature variation and a pressure of 4MPa, the density slope is minimal.
On the other hand, several striking features are retrieved on the nitrogen behavior in Fig
ure 8.10. Müller et al. [297] report a closer agreement between the experimental data and
the fitted inflow temperature condition; however it is not able to portray the experimental
decay rate of nitrogen, owing to not including the heat transfer inside the injector. Moreover,
following the incompressible but variable density approach, the initial decay rate of nitrogen
is observed. However, since thermal stratification affects the flow inside the injector, heat
ing it and decreasing density, lower densities than experimental values are depicted up to 4
injector diameters. As such, in order to compare the incompressible but variable density hy
pothesis with the compressible formulation of Müller et al. [297] an additional computation
was carried out with the fitted temperature inflow condition but neglecting heat transfer in
the injector. As expected, an initial potential core is recovered in the sameway asMüller et al.
[297], and while some quantitative differences are reported between both formulations from
x/d ≈ 4 to x/d ≈ 6, the jet behavior is the same.

In Figures 8.12 and 8.13 there is a comparison of a radial profile of nitrogen and hydro
gen measured 2mm downstream the injector exit place, while the same comparison is high
lighted 10mm downstream the injector exit plane for nitrogen (Figure 8.14) and hydrogen
(Figure 8.15). These are compared with the numerical results obtained following the in
compressible but variable density approach while accounting for the heat transfer inside the
injectors. Experimental injection temperature of 140K is compared with the fitted inflow
condition of 158.8K. These results exhibit the same qualitative and quantitative features as
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Figure 8.10: Maximum of nitrogen’s radial density
profiles for case D4 and comparison with LES

of Müller et al. [297].
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Figure 8.11: Maximum of hydrogen’s radial density
profiles for case D4.

reported for the maximum in the radial profiles. While in the case of nitrogen, the fitted con
ditions appear to provide a more qualitative agreement with the experimental data than the
experimental one. The differences in the hydrogen radial profiles are less pronounced due
to the high pressure considered.
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Figure 8.12: Radial nitrogen profile measured, for
case D4 2mm downstream the injector exit.
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Figure 8.13: Radial hydrogen profile measured, for
case D4 2mm downstream the injector exit.

For case E4, the injection takes place (TN2,jet = 118K) below the critical temperature of
nitrogen (TN2,c = 126.2K). Themaximum values of nitrogen’s and hydrogen’s radial density
profiles are depicted in Figures 8.16 and 8.17, respectively, taken from Figures 8.18 and 8.19.

Like case D4, an overprediction in terms of the density values is evident. The present re
sults indicate a minimal decay rate of the nitrogen’s density maximum spanning the first
four injector diameters, from where the decay rate grows steeper due to entrainment from
the hydrogen stream and chamber nitrogen into the jet. Moreover, Müller et al. [297] predict
a potential corewith a length of 2 injector diameters, alsowith a densitymuch higher than the
one measured experimentally. Here two more results are depicted, following the compress
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Figure 8.14: Radial nitrogen profile measured, for
case D4 10mm downstream the injector exit.
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Figure 8.15: Radial hydrogen profile measured, for
case D4 10mm downstream the injector exit.

ible formulation of Jafari et al. [298], comparing PR and SRK cubic EoSs, showcasing fairly
similar results to Müller et al. [297]. Accordingly, a fitted temperature (TN2,jet = 128.8K)
is proposed (Table 8.4). However, by going from the experimental injection temperature
of 120K to the fitted value of 128.8K, one moves from the transcritical regime to a super
critical liquidlike injection (Figure 8.20). Nevertheless, Figure 8.21 shows similar results
between Müller et al. [297] compressible formulation and the incompressible but variable
density approach. Concerning the hydrogen density evolution, Figure 8.22 depicts a distinct
behavior than observed in case D4. Here, hydrogen density is highly susceptible to nitro
gen’s injection temperature change. The increase in the H2 density is in accord with the con
clusions of Chehroudi et al. [86] owing to the entrainment of H2 into the central N2 stream,
leading to a decrease in H2 temperature and the density increase.
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Figure 8.16: Maximum of nitrogen’s radial density
profiles for case E4 and comparison with LES
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Figure 8.18: Radial profiles of nitrogen for case E4.
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Figure 8.19: Radial profiles of hydrogen for case E4.

Table 8.4: Comparison of case E4 initial conditions
with fitted inflow temperature.

Case D4 E4

vN2,jet [ms−1] 5.0 5.0

TN2,jet [K] 118 128.8

VH2,jet [ms−1] 120 120

TH2 [K] 270 270
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Figure 8.20: Location comparison of experimental
case E4 and artifitially fitted case E4.
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of Müller et al. [297] and Jafari et al. [298].
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Figure 8.24: Radial hydrogen profile measured, for
case E4 4mm downstream the injector exit.

8.5 Summary

The evaluation of multispecies coaxial injection was reported, following the incompressible
but variable density approach. In addition, transcritical and supercritical nitrogen injection
conditions are considered concerning pure nitrogen fluid. The comparison with the results
from compressible formulations available in the literature indicates similar predictions, high
lighting the suitability of the proposed hypothesis in the description of multispecies mixing.
Nevertheless, more experimental data onmixture injection andmixing are needed for amore
detailed comparison.
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Chapter 9

Conclusions

This chapter summarizes the main contributions of this work and discusses recommenda
tions for the future.

9.1 Contributions

This work was carried out to shed light on the behavior of fluids at transcritical and super
critical conditions, relevant to the operation of liquid propelled rocket engines, where at least
one of the propellants is injected into the combustion chamber at conditions above its critical
point. In addition, mixing behavior characterization is analyzed at geometries of increasing
complexity from single to multispecies coaxial injection.

An alternative methodology to the compressible formulations commonly encountered in the
literature is investigated, resulting from the similarity of visualization data with turbulent
gaseous jets. This alternative methodology (Reynoldsaveraged NavierStokes), focusing on
an incompressible but variable density description of highpressure jets, was described and
compared with numerical predictions from more complex large eddy simulation and direct
numerical simulation solvers available in the literature, highlighting its capabilities in the
prediction of mean quantities and spreading rates and depicting the variable density nature
of injection at transcritical and supercritical conditions.

The present numerical results also suggest that the heat transfer inside the injector is of
paramount importance in the ability of numerical solvers to replicate transcritical and su
percritical phenomena. While this has previously been demonstrated for gaslike conditions,
after a pseudotransition across the Widom line takes place, this document demonstrates
for the first time that heat transfer in the injector contributes to a more prolonged potential
core stabilization under liquidlike conditions. Furthermore, in contrast to the experimen
tally observed plateautype core, similar behavior to the sloped core formation registered
for supercritical gaslike conditions is found under transitional conditions. Nonetheless, by
comparison with various quantitative experimental measurements, it is hypothesized that
plateau type cores’ formation is related to low injection velocities.

The temperature field validation on nitrogen coaxial injection from subcritical to supercrit
ical conditions at highvelocity ratios (outertoinner), where the main (inner) stream is re
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cessed relatively the outer stream, is of paramount importance in the flame stabilization op
eration of liquid rocket motors. The velocity ratio effect is characterized by the temperature
field evaluation at such a broad range of conditions. As the outer stream velocity increases,
mixing is enhanced, reducing the potential core length and increasing jet spreading, which
is more pronounced in terms of temperature, demonstrating that heat propagation is domi
nant over momentum transport. The evaluation of injection velocities corresponding to the
space shuttlemain engine preburner agrees with the experimental data and large eddy simu
lation solvers from the literature. Currently, this is one of the few numerical solvers available,
validated in density and temperature field predictions.

Finally, coaxial multispecies injection is considered. While some uncertainties exist con
cerning the experimental data, which does not allow for a quantitative comparison of the
mean density, similar predictions are obtained to those of large eddy simulations based on
compressible formulations.

Exploratory studies on the suitability of different EoS such as the cubic PR and SRK and a
multiparameter EoS framed in reduced Helmholtz energy were attempted. Moreover, incor
porating a variable turbulent Prandtl number model in the system of PDEs, which is sporad
ically mentioned in the literature as a means to obtain a more accurate jet representation,
was also carried out for a variety of models. Suppose, as reviewed, different EoS are espe
cially suited for a given regime, temperature range, or computational architecture (in what
the computational cost concerns). In that case, acknowledging their advantages and limita
tions is, in principle, sufficient to contextualize the accuracy of the obtained results. On the
other hand, while the notion of a variable turbulent Prandtl number formulation seems an
exciting concept, in theory, the results appear to be inconclusive after testing several models
at transcritical and supercritical injection conditions. While these analyses are not included
in this document’s final version, they are available in the publications listed in Appendix A.

9.2 Synthesis

The Supercritical Regime: Characteristics of supercritical and transcritical regimes are
reviewed for pure fluids andmulticomponentmixtures alongwith descriptions of nonlinear
behaviors of the various thermophysical parameters at and around the critical point and the
implications of these nonlinearities for an accurate physical and numerical modeling. An
analysis of available experimental data sets indicates the type of information which can be
inferred and how it impacts the development of numerical solvers and methods.

Physical and Numerical Modeling: The mass, momentum, and energy conservation
principles are reviewed, taking into account the incompressible but variable density approach
followed. Then different equations of state ranging from simple cubic formulations to more
sophisticated multiparameter are reviewed. Considering their advantages and limitations,
the choice of the PengRobinson equation of state is justified and the thermal formulation
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specified. Different methods for evaluating transport properties are also reviewed to be used
depending on the chemical species under consideration. These are based on the departure
function formalism, where departure functions are added to the ideal gas value to account for
the real gas effects. Moreover, in the case of properties subjected to critical divergence, such
as thermal conductivity, a third term can be included to replicate the thermophysical behav
ior more accurately. The system of partial differential equations is then discretized following
the appropriate finite volume/finite difference method, and the appearance of nonphysical
spurious pressure oscillations owing to the equation of state solving and the Widom line
crossing is discussed. These substantially affect large eddy simulation solvers for which reli
able numericalmethods have been developed but are appropriately taken care of inReynolds
averaged NavierStokes solvers through the inclusion of numerical diffusion.

Supercritical Single Species Injection: The injection of supercritical nitrogen into a
quiescent environment is considered. As previously described in the literature, the injector
heat transfer is considered, using jet thermal breakup to complement the classical mechani
cal description of jet breakup. By comparing adiabatic and isothermal boundary conditions
at the injector wall, injector heat transfer is highlighted for injection conditions at liquid
like, gaslike, and transitional conditions. In injection at gaslike conditions, a sloped core
(the immediate decay of axial density) is retrieved at the combustion chamber entrance for
isothermal boundary conditions, in accord with previous literature results. On the other
hand, its importance is also shown for injection under liquidlike and transitional conditions.
In liquidlike conditions where dense potential cores are formed, adiabatic and isothermal
boundary conditions are similar in jet stabilization. However, the isothermal injector leads
to a more prolonged stabilization of the potential core. At transitional conditions, the in
termediate plateau type core is not retrieved; instead, a similar jet behavior to injection at
gaslike conditions is observed.

Transcritical Single Species Injection: Analysis is extended to the injection of nitrogen
at transcritical conditions into a quiescent environment. In addition to assessing axial den
sity decay, jet spreading rates in terms of density and temperature are also looked into, which
serve as a measure of mixing efficiency. These indicate that heat propagation is dominant
over momentum transport. Moreover, the formation of the previously identified and com
puted transitional supercritical regime is hypothesized to be derived from the lowinjection
velocities. Good confidence is obtained from the results, which indicate that phase separa
tion nonetheless takes place at transcritical injection conditions, and surface tension and
interface formation may have a role in this plethora of highly coupled phenomena.

Coaxial Single Species Injection: The next step focused on the analysis of coaxial ni
trogen injection into a quiescent environment. Nitrogen was injected from the main and
coaxial streams at different outertoinner jets velocity ratios. Moreover, the main stream is
recessed concerning the coaxial one, allowing for more detailed near injector mixing to be
obtained, albeit with an increase in geometry complexity. Since the experimental measure
ments detail radial temperature profiles, the evaluation of the incompressible but variable
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density hypothesis is extended to coaxial injection and the temperature field validation.

CoaxialMultispecies Injection: Finally, coaxial multispecies injection is considered at
transcritical and supercritical conditions. Nitrogen is injected through the main stream with
a higher velocity, coflowing hydrogen into a quiescent environment filled with nitrogen as
a precursor to combustion and chemically reacting injection. Although uncertainties exist
concerning the experimental data, which does not allow for a quantitative comparison with
experimental data, the incompressible but variable density approach provides similar results
to compressible formulations based on large eddy simulation.

9.3 Recommendations

Transcritical and supercritical phenomena, in the field of fuel injection in propulsive systems,
are still far from being completely understood, especially in multispecies mixing.

Accurate Experimental Data: Relevant conditions at injection which are not available
from current experimental data and a broader range of experimental conditions describing
mixing between various mixtures would allow for the generalization of conclusions and to
extend current theories.

Phase Separation: Contradictions in theories between subcritical, transcritical, and su
percritical conditions hinder the development of more accurate models. Especially in trans
critical conditions where phase separation, the influence of twophase interfaces needs to be
addressed to determine its influence onmixing and how it could be coupled to the numerical
method.

Application to Combustion and Chemically Reacting Conditions: The continuous
increase in complexity leads inevitably to the inclusion of combustion and chemically react
ing effects into the computations, forwhich the incompressible but variable density approach
needs to be tested.
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Appendix A

List of Publications

During the present work several journal and conference papers were published related to the
work carried out during this doctoral thesis.

A.1 Journal Publications

• L. Magalhães, F. Carvalho, A. Silva and J. Barata. Turbulence Quantification in Super
critical Nitrogen Injection, Energies 13(7), 1586, 2020, doi: 10.3390/en13071586. Also
available as a chapter in book: L. Magalhães, A. Silva and J. Barata. Turbulence Quan
tification in Supercritical Nitrogen Injection. In M.C. and J.S. (Eds.). Selected Papers
from the ICEUBI2019–International Congress on Engineering–Engineering for Evolu
tion, MDPI: Basel, Switzerland, 2021, doi: 10.3390/books9783036506692.

• R.Meireles, L.Magalhães, A. Silva and J. Barata. Description of aEulerian–Lagrangian
Approach for the Modeling of Cooling Water Droplets, Aerospace 8(9), 270, 2021, doi:
10.3390/aerospace8090270.

• L. Magalhães, A. Silva and J. Barata. Contribution to the Physical Description of Su
percritical Cold Flow Injection: The Case of Nitrogen, Acta Astronautica, 190, 251260
2022, doi: 10.1016/j.actaastro.2021.09.044.

• R. Meireles, L. Magalhães, A. Silva and J. Barata. Computational Modeling of Water
Droplets under Cooling and Freezing Conditions, International Review of Aerospace
Engineering (IREASE), 2022, doi: 10.15866/irease.v15i2.21571.

A.2 Conference Publications

• L. Magalhães, E. Antunes, A. Silva and J. Barata. Cubic and Multiparameter Equation
of State Evaluation for Supercritical Flow Modeling. Proceedings of the Thermal and
Fluids Engineering Summer Conference (TFEC), Las Vegas, NV, USA, TFEC–2019–
28385, 2019, doi: 10.1615/TFEC2019.ref.028385.

• L. Magalhães, F. Carvalho, A. Silva and J. Barata. Turbulence Quantification in Super
critical Nitrogen Injection: An Analysis of Turbulence Models. ICEUBI 2019  Interna
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tional Congress on Engineering  Engineering for Evolution, Covilhã, Portugal, 2019,
doi: 10.18502/keg.v5i6.7052.

• L. Magalhães, A. Silva and J. Barata. Locally Variable Turbulent Prandtl Number Con
siderations on the Modeling of Liquid Rocket Engines Operating Above the Critical
Point. ILASS Europe 2019  29th European Conference on Liquid Atomization and
Spray, Paris, France, 2019.

• L.Magalhães, A. Silva and J. Barata. TheRole of InjectorHeat Transfer in Supercritical
Injection Phenomena. AIAA Propulsion and Energy 2020 Forum, New Orleans, MS,
USA, AIAA paper 2020–3658, 2020, doi: 10.2514/6.20203658.

• L. Magalhães, A. Silva and J. Barata. Injector Wall Heat Transfer Quantification in Su
percritical Nitrogen Injection. 7th Edition of the Space Propulsion Conference, Estoril,
Portugal, 519, 2021.

• R. Meireles, L. Magalhães, A. Silva and J. Barata. Characterization of a TwoWay Cou
pling Approach for the Simulation of Fluid Flows under Cryogenic Conditions. 15th
International Conference on Heat Transfer, Fluid Mechanics and Thermodynamics,
Amsterdam, Netherlands, 2021.

• L. Magalhães, A. Silva and J. Barata. Computational Analysis of HighPressure Nitro
gen Jets from Transcritical to Supercritical GasLike Conditions. AIAA Propulsion and
Energy Forum 2021, Denver, CO, USA, AIAA paper 2021–3341, 2021, doi: 10.2514
/6.20213341.

• L. Magalhães, A. Silva and J. Barata. Computational Study on Coaxial Nitrogen Hydro
gen Injection at Supercritical Conditions. AIAA Science and Technology Forum 2022,
San Diego, CA, USA, AIAA paper 2022–0877, 2022, doi: 10.2514/6.20220877.
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