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In medical filed, predicting the occurrence of heart diseases is a significant piece of work. Millions of healthcare-related
complexities that have remained unsolved up until now can be greatly simplified with the help of machine learning. The
proposed study is concerned with the cardiac disease diagnosis decision support system. An OpenML repository data stream
with 1 million instances of heart disease and 14 features is used for this study. After applying to preprocess and feature
engineering techniques, machine learning approaches like random forest, decision trees, gradient boosted trees, linear support
vector classifier, logistic regression, one-vs-rest, and multilayer perceptron are used to perform binary and multiclassification
on the data stream. When combined with the Max Abs Scaler technique, the multilayer perceptron performed satisfactorily in
both binary (Accuracy 94.8%) and multiclassification (accuracy 88.2%). Compared to the other binary classification algorithms,
the GBT delivered the right outcome (accuracy of 95.8%). Multilayer perceptrons, however, did well in multiple classifications.
Techniques such as oversampling and undersampling have a negative impact on disease prediction. Machine learning methods
like multilayer perceptrons and ensembles can be helpful for diagnosing cardiac conditions. For this kind of unbalanced data
stream, sampling techniques like oversampling and undersampling are not practical.

1. Introduction

The healthcare industry generates a huge amount of data
about patients, illnesses, and diagnosis, but because it has
not been properly analyzed, it does not convey the signifi-
cance that it should. The leading cause of death has been
heart disease. In accordance with the World Health Organi-
zation, cardiovascular diseases (CVDs), which claim an
approximate 17.9 million lives each year [1], are the leading
cause of death worldwide.

Coronary heart disease, cerebrovascular disease, rheu-
matic heart disease, and some other conditions are among
the group of heart and blood vessel disorders known as
CVDs. Heart attacks and strokes account for four out of

every five CVD deaths, and one-third of these deaths happen
before the age of 70 [2]. Sex, age, smoking, cholesterol, fam-
ily history, high blood pressure, poor diet, obesity, inactivity,
and alcohol consumption are the main risk factors for heart
disease [3]. Hereditary risk factors like high blood pressure
and diabetes also contribute to the disease. Obesity, poor
eating habits, and physical inactivity are a few additional
lifestyle factors that increase the risk.

The main signs and symptoms include palpitations, sweat-
ing, fatigue, shortness of breath, arm and shoulder pain, back
pain, and chest pain. The most typical sign of poor heart blood
flow or a heart attack is still chest pain. Angina is the name for
this kind of chest pain [4]. There are various tests, including X-
rays, MRI scans, and angiography, to diagnose the illness.
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However, there are instances where there is a lack of resources
in an emergency because medical equipment is available at
crucial moments. Every second counts in the diagnosis
and treatment of diseases like cardiovascular disease. The
potential for big data analytics to enhance cardiovascular
quality of care and patient outcomes is enormous [5]
because the cardiac centers and OPDs generate enormous
amounts of data related to the diagnosis of heart disease.
However, because of noise, incomplete information, and
inconsistency, it is difficult to make precise, accurate, and
consistent decisions using that data. Artificial intelligence
(AI) is now playing a significant role in cardiology thanks
to enormous advancements in technology, storage, acquisi-
tion, and knowledge recovery [6–10]. Researchers have pre-
processed data using a variety of data mining techniques in
order to make decisions using various models of machine
learning [11, 12].

The contents of this paper focus on the R&D of a
decision support system to predict heart disease using 14
feature clinical data. Literature Review presents the related
research up till now. The proposed research explains the
loopholes in the previous research and discusses one of
the right approaches to diagnose the disease accurately.
Methodology and Results provides preprocessing tech-
niques through data mining. It presents the analysis, preci-
sion, and accuracy of machine learning algorithms that
can be effective to diagnose heart problems through clini-
cal data. In the end, Conclusion describes the perfor-
mance, analysis, and comparisons between different types
of algorithms on the model.

1.1. Motivation and Contributions. Heart disease has histori-
cally been the main cause of death. TheWorld Health Organi-
zation lists cardiovascular diseases (CVDs) as the number one
killer in the world, claiming 17.9 million lives annually [1].
The group of heart and blood vessel disorders known as CVDs
includes conditions like coronary heart disease, cerebrovascu-
lar disease, rheumatic heart disease, and others. Four out of
every five CVD deaths result from heart attacks or strokes,
and one-third of these deaths occur before the age of 70 [2].

Here are the following substantial contributions of the
proposed work:

(1) We start by addressing the problem of datasets,
which we later refined and standardized. This is
one of the proposed work’s major contributions. Fol-
lowing that, the datasets are used to for training and
testing the classifiers to see which ones offer the
highest accuracy

(2) We then use the correlation matrix to determine the
best values or features

(3) In the third step, we used the preprocessed dataset
with the machine learning approaches to achieve
the highest accuracy possible by fine-tuning the
parameters

(4) The accuracy, recall, precision, and F-measure of the
proposed classifiers are assessed

(5) In evaluation to the state-of-the-art accuracy listed in
“Figures 1 and 2,” the proposed classifiers provide
better accuracy

The remainder of the document is structured as follows:
Section 2 described the literature review. Section 3 provides
the methodology while Section 4 presents the algorithms.
Sections 5 discusses the results and discussion. Finally, Sec-
tion 6 concludes the research.

2. Literature Review

The classification of heart disease using data mining and
machine learning has been the subject of numerous studies
and methodologies [13]. Al-Janabi provided a thorough
analysis of the research on the use of machine learning in
the field of heart disease. The author opined that a dataset
with adequate samples and accurate data must be used to
create an effective model for predicting heart disease. The
dataset should be preprocessed appropriately, as this is the
step that will have the biggest impact on how well the
machine learning algorithm uses the dataset.

In the study, the author advocated for the use of a suit-
able algorithm, such as a decision tree (DT) or artificial neu-
ral network (ANN), when creating a prediction model.
Decision tree and artificial neural network (ANN) both per-
formed well in the majority of method for estimating heart
disease (DT). Using data analytics tools and algorithms for
machine learning like artificial neural networks (ANN),
decision trees, fuzzy logic, K-nearest neighbors (KNN),
Naive Bayes, and support vector machines, Marimuthu
et al. [14] proposed a prediction of the heart disease model
(SVM). The performance of the algorithm and an overview
of previous work are also discussed in the paper. Yadav
et al. [15] suggested an architecture that involves preprocess-
ing of the input data before training and testing on various
algorithms. Author emphasis using AdaBoost to increase
the presentation of every ML algorithm. The author also
supported the idea of parameter tuning to get good
accuracies.

Sharma et al. [16] recommended a deep learning
approach to diagnose heart disease using the UCI dataset
of heart diseases. They suggested that heart disease diagnos-
ing is one of the key zones where deep neural networks can
be applied to improve the quality of classification. They pre-
sented that Talos hyperparameter optimization is more effi-
cient than the other model optimization techniques. The
prognosis of heart disease using machine learning models
with high certitude, precision, and recall was discussed by
Ramalingam et al. [17]. These models included KNN,
SVM, DT, and RF algorithms. The support vector machine
(SVM) classification in their prediction model had the high-
est accuracy of 86% for heart diseases in the UCI machine
learning repository.

Ravindhar et al. [18] used four machine learning algo-
rithms and one neural network to compare performance
measurements to cardiac disease identification. To be able
to predict cardiac attacks, the authors evaluated the algo-
rithms’ accuracy, precision, recall, and F1 settings. The deep
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neural network algorithm achieved 98% accuracy in heart
disease identification. In [19], Latha and Jeeva improves
the prediction accuracy of heart disease using the ensemble
classification models. In order to demonstrate the algo-
rithm’s value in early disease prediction, Latha and Jeeva
[19] focuses on its application to a medical dataset. The
study’s findings show that ensemble techniques, like bagging
and boosting, are useful for increasing the predictability of
weak classifiers and perform admirably in calculating the
risk of developing heart disease. Implementing feature selec-
tion improved the process’ performance even further, and

the results revealed a notable rise in prediction accuracy.
Ensemble classification helped weak classifiers achieve an
accuracy improvement of up to 7%.

The author of [20] compared ML classifiers on various
datasets such as heart and diabetes datasets. The authors of
[21] examined ML classifiers on medical insurance cost
datasets. [22] used six popular data mining tools to catego-
rize heart disease: using LR, KNN, SVM, RF, and KNIME,
these tools were compared to six commonly used machine
learning techniques. The most frequently encountered effec-
tive learning issue researched in the literature is single-label
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Figure 1: Binary classification algorithm accuracy.
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Figure 2: Multiclassification algorithm performance measures.

3Journal of Sensors



classification. A training data classification algorithm is
labeled for the instance that is the most ambiguous using
the active learning strategy known as uncertainty sampling.
Methods for sampling uncertainty are effective in terms of
computation.

Despite the fact that they do not assess the candidate
instance’s future predictive informativeness on large
amounts of unlabeled data, they have demonstrated good
empirical performance [23]. A method for crystalline mate-
rial prediction was proposed in [24] using the evolutionary
optimization technique USPEX and machine-learning inter-
atomic potentials consciously learning on the fly. [25]
focused on the most effective methods to automatically rep-
resent configuration settings for the training set when devel-
oping moment tensor potentials, which were implemented
in the MLIP package. [26] showed how to select automated
hyperparameters solely through active learning. They
enhanced the classification model hyperparameters that
make up a super learner model using a Bayesian approach.
To modify the solution close to the predicted optimum, they
used simulations, deep learning training, and surrogate
optimization.

They combined mixed data factor structure and RF-
based MLA to create an autonomous systems framework
in a paper [27]. RF was utilized to forecast disease by using
the FAMD to find the relevant features. The proposed
method had accuracy rates of 93.44 percent, sensitivity rates
of 89.28 percent, and specificity rates of 96.96 percent. The
same methodology was applied with a boosting hybrid
model in [28], which resulted in accuracy of 75.9%. The
boosting ensemble method was evaluated using the UCI lab-

oratory dataset, with an ANN model attaining an accuracy
of 82.5 percent and a hybrid model attaining a performance
of 78.88 percent [29]. The prediction of heart disease is a
research area that involves numerous researchers. Numerous
aspects of cardiac illness are covered in their study. [30]
finds that SVM performs better, averaging 96 percent accu-
racy. The DT model, according to the author in [31], consis-
tently outperforms the NB and SVM models. According to
its findings, SVM achieves an accuracy of 87%, DT achieves
an accuracy of 90%, and LR achieves the highest accuracy in
heart disease prediction when compared to DT, NB, SVM,
and KNN, as shown in [32]. For the assessment of congeni-
tal heart disease, the RF-based framework’s prediction accu-
racy is 97 percent [33], with a specificity of 88 percent and a
sensitivity of 85 percent. With a specificity of 95% and a sen-
sitivity of 93.5 percent, we used LR, EVF, MARS, and CART
ML models in [34] to detect the co-occurrence of CVD and
94 percent.

Researchers put forth a number of ensemble and hybrid
models for predicting cardiovascular disease in an effort to
reach a better conclusion. On CVD datasets taken from the
Mendeley Data Center, IEEE Data Port, and Cleveland data-
sets, respectively, the proposed models in [35] achieve 96, 93,
and 88.24 percent accuracy. The author of [36] successfully
combined the RF and LR models to predict heart disease
with 88.7% accuracy. These studies’ objective is to examine
correlations between carotid plaque and coronary artery cal-
cium in asymptomatic individuals, as well as their relation-
ships to predict CVD occurrence risk [37]. The Internet of
Things (IoT) and ML and deep learning are now widely used
for disease detection and prediction. In [38], the author used
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diseases

Multiclass data collection
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Multiclass data converted
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Figure 3: Working methodology.
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mobile technology and the deep learning approach to pre-
dict heart disease with an accuracy of 94%. The author com-
bines IoT with ML classifiers for early heart infection
prediction in [39]. The goal is to show how ML can be used
to resolve the issue. By examining hundreds of healthcare
data sets, we use machine learning to analyze cases that are
related to diseases and other health issues [40].

3. Methodology

On data streams with multiple classifications as well as binary
data, we have applied machine learning techniques. The steps
of our process following are displayed in “Figure 3.”

3.1. Dataset. The large imbalanced heart disease data stream
is gained from the OpenML repository. In the OpenML
repository, various domain data streams are available. The

imbalanced data stream consists of 14 attributes, 1000000
instances, and 5 target classes. The data stream is uploaded
by Jan Van Rijn in 2014 in the OpenML repository. For
binary classification, the multiclass data is converted into
binary class by replacing target variable values 2, 3, and 4
with 1. The dataset description is in “Table 1.”

3.2. Data Descriptive Statistics. Data descriptive statistics is
described in Table 2, such as Min., Max., mean, standard
deviation, and variance.

3.3. Instance per Class. “Figure 4” is a graphical representa-
tion of data distribution, including the number of instances
in each class of heart disease dataset.

3.4. Preprocessing. The data stream consists of nominal and
numerical values feature sets. Many ML algorithms do not

Table 1: Dataset description.

Dataset description
No. Feature name Description Value

1. Age
One of the most significant risk factors for heart disease is age.
The likelihood of developing heart disease increases with age.

Integer value.

2. Sex Displays the gender of the individual having heart disease or not.
Male = 1
Female = 0

3. Chest pain type It shows how often the person experiences chest pain.

Standard angina = 1
Angina atypical = 2

3 for nonanginal pain
Asymptotic = 4

4. Resting blood pressure
Blood pressure is also one of the causes. Higher blood pressure

occurs with other factors leads to the high risk.
It has whether integer or float

value.

5. Cholesterol
The serum cholesterol is shown in mg/dl (unit). Your danger

of a heart attack is also increased by having high blood levels of
triglycerides, a form of fat connected to your diet.

It has whether integer or float
value.

6. Fasting blood sugar
Compares a person’s fasting blood sugar level to 120mg/dl. A

greater risk also results from an increase in blood sugar.

Value = 1 if fasting blood sugar
> 120 (true)

If not, value is 0 (false)

7. Resting ECG It displays resting electrocardiographic results.
Left ventricular hypertrophy = 2,
ST − Twave abnormality = 1,

and normal = 0

8. Max heart rate achieved
This value is the highest heart rate achieved. It is linked

with other factors such as blood pressure.
It has whether integer or float

value.

9. Exercise-induced angina
It is the chest pain induced during the exercise. Although it
usually starts in the center of your chest, it can also affect one
or both shoulders, as well as your back, chest, jaw, or arm.

Yes = 1
No = 0

10.
Exercise-induced ST

depression compared to rest
Integer values or float value

It has whether integer or float
value.

11. Peak ST segment of exercise
When you see a horizontal or downward-sloping ST-segment
depression of less than 1mm 60–80ms after the J point on

a treadmill ECG stress test, it is deemed abnormal.

Upsloping = 1
Flat = 2

Downsloping = 3

12.
Major vessels colored by
fluorescence in number

Integer values or float value
It has whether integer or float

value.

13. Thalassemia It displays thalassemia.
Normal = 3

Fixed defect = 6
Reversible defect = 7

14. Heart disease diagnosis
The fact that the person is either healthy or struggling

from heart disease is indicated.
Absence = 0

Present = 1, 2, 3, 4
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process the nominal values; hence, these values need to be
converted in numerical. In this approach, nominal values
are replaced by the following table [1]. Also, some of the fea-
tures in the dataset have relatively large values than the
others which results in biased learning. In this approach,
we have applied the Max Abs Scaler technique to the data-
set [41].

3.5. Feature Engineering. Data mining techniques are used to
create features from raw data using the process of feature
engineering, which enhances the performance of ML algo-
rithms. Feature importance provides the score for each fea-
ture of the dataset. The higher is the score, the more
important feature is toward the target variable as shown in
“Figure 5.”

3.6. Correlation Matrix with Heat Map. It is simple to see
which functionalities are most related to other characteris-

tics or the target variable using a heat map [42]. Results
are displayed in “Figure 6.”

3.7. Splitting. For the purpose of gathering training and test
data for the analysis process, splitting is used. The entire data
stream is split into train and test sets, with training data
accounting for 70% of the data and testing data for the
remaining 30%.

3.8. Classification. The training data is trained by using seven
different ML algorithms for binary and multiclassification.
The detail of models is shown in Table 3 [2].

4. Algorithms

In this paper, some ML algorithms are applied to the large
imbalanced data stream of heart diseases to see them.

Table 2: Dataset descriptive statistics.

Age
N Minimum Maximum Mean Std. deviation Variance Skewness

1000000 27 82 54.38 9.082 82.475 -0.195 0.002

Sex 1000000 0 1 0.68 0.486 0.217 -0.775 0.002

cp 1000000 1 4 3.14 0.964 0.929 -0.919 0.002

trestps 1000000 94.03 210.08 131.6239 17.53299 307.406 0.626 0.002

chol 1000000 100.76 529.66 246.3325 51.80040 2683.282 0.766 0.002

rbs 1000000 0 1 0.15 0.360 0.129 1.932 0.002

Restecg 1000000 0 2 0.99 0.991 0.982 0.028 0.002

Thalach 1000000 62.09 211.39 149.6228 22.88460 523.705 -0.514 0.002

Exang 1000000 0 1 0.33 0.472 0.222 0.705 0.002

Oldpeak 1000000 .64 6.96 1.0431 1.16101 1.348 1.173 0.002

Slope 1000000 1 3 1.61 0.632 0.399 0.535 0.002

Ca 1000000 0 3 0.72 0.965 0.932 1.108 0.002

Thal 1000000 3 7 4.74 1.932 3.734 0.236 0.002

Valid N (listwise) 1000000

Data distribution

No. of instances per class
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Figure 4: Dataset description.
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4.1. Decision Tree. The most effective and well-liked tool for
prediction and classification is the decision tree. By learning
straightforward decision rules implied from data features,
the decision tree forecasts the value of the target variable.
In most cases, the decision rules are made up of if-then-

else statements. The complexity of the rules as well as filter
model increases with the depth of the tree [43].

4.2. Random Forest. One of the most well-liked and potent
supervised machine learning algorithms, random forest or
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Figure 5: Feature importance.
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Table 3: Classification algorithms.

Classification techniques DT RF GBT LSVC LR One-vs-rest MLP

Binary classification ✗ ✔ ✔ ✔ ✔ ✗ ✔

Multiclassification ✔ ✔ ✗ ✗ ✔ ✔ ✔
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extremely randomized forest can carry out both regression
and classification tasks. It develops a decision-tree-filled
forest. In general, a prediction is more accurate and robust
the more trees there are in the forest. While regression
takes the estimate of the outputs from various trees, clas-
sification uses a voting system to determine which class
received the most votes from all the other trees within
the forest. Additionally, it successfully manages higher
dimensional large datasets. [44].

4.3. Gradient Boosting Tree. Gradient boosted tree learners
are combined to form a strong learner, known as boosting.
The GBT uses the same technique as AdaBoost in which

equal weights are assigned to each of the observations. It
decreases the masses of those observations which are easy
to classify as well as increases of those which are difficult
to classify. The second tree is grown using new weights.
New predictions are made, and the process repeats itself
until several iterations [45]. The gradient is different in such
a way that it uses gradient in the loss function as in “Eq. (1).”

y = ax + b + e: ð1Þ

Here “e” indicates the error that means how much algo-
rithms are good at predicting than the actual class.
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4.4. Linear Support Vector Classifier. The most effective tech-
nique which is used for binary classification is linear support
vector classifier. Its objective is to learn from the data that is
provided and returns the “best fit” hyperplane. The hyper-
plane is the decision boundary that helps classify the data
points. The hyperplane dimension depends upon the fea-
tures number. In this case, as the number of features is
two, so hyperplane is just a straight separating line between
the two classes. While building the SVC model, support vec-

tors help in maximizing the margin so that a perfect bound-
ary should be created [46].

4.5. One-vs-Rest. The one-vs-rest algorithm uses the problem
transformation technique, in which a multiclass problem is
divided into multiple binary problems [47]. It makes use of
binary different classifiers for multiclass classification using
a heuristic approach. The multiclass dataset is divided into
various binary classification issues. Since there are an equal
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variety of classes in the dataset, an equal number of models
are created. The most certain model is then used to make
predictions. Each model predicts response and membership
probability. Class is chosen for which the respective model
gave a positive response and the highest probability
score [48].

4.6. Logistic Regression. Popular categorical response predic-
tion techniques include logistic regression, which is a special
case of generalized linear models that forecast the possibility
of a target variable. It is the approach of choice for classifica-
tion issues. A linear model or sigmoid function, which is a
nonlinear function, is used to transform the output predic-
tion. Logistic regression can be used for complex datasets
where it can build more complex decision boundaries [49].

4.7. Multilayer Perceptron. A subclass of feedforward neural
networks is the multilayer perceptron (ANN). It has several
layers and produces a set of outputs from a set of inputs. It

typically has an input data, a hidden layer, and an output
layer or at least three layers of nodes. The hidden layer uses
a linear combination of data with the weights and bias of
each node and appears to apply the activation function to
map the inputs to outputs. The input layer represents the
input data. Backpropagation is used to train the net-
work [50].

5. Result and Analysis

Results of binary and multiclassification are discussed in this
section.

5.1. Binary Classification Result. Several classification
approaches are used for the classification, and their perfor-
mance is measured. Accuracy alone is not enough for the
evaluation. Binary classification algorithm accuracy is shown
in Figure 1, and for that, the values of precision and recall
are calculated, and ROC and PR curves are generated. Below
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diagrams illustrate the performance of our generated models
(Figure 7–11) RF, GBT, LSVC, LR, and MLP, respectively.

Following are the PR and ROC curves for applied
models:

5.2. Multiclassification Result. Numerous machine learning
algorithms are used in multiclassification to analyze the
heart data stream, and their evaluated accuracies are shown
in Figure 2.

6. Sampling

As the multiclassification provides biased or wrong results
due to imbalanced data in the data stream, sometimes, all
the data of classes 2, 3, and 4 splits either into training or
testing data. To handle this, oversampling and undersam-
pling balancing techniques are applied to the data stream
using the abovementioned classification algorithm table [2]
and measured the accuracies.

6.1. Oversampling. Oversampling involves the random selec-
tion of examples from the minority class, with replacement
and adding them to the training data set [51]. Results are
shown in “Figure 12.”

6.2. Undersampling. Undersampling involves the random
selection of examples from the majority class and deleting
them from the training dataset as in “Figure 13.”

7. Conclusion

In this paper, some ML algorithms are practical to the large
imbalanced data stream of heart diseases to see their behav-
ior. In this approach, the heart disease dataset from the
OpenML repository utilized for training in addition testing
purposes. Classification of heart diseases trailed the steps of
preprocessing and features engineering and data splitting,
then classification, and evaluation. In the case of both binary
classification and multiclassification, only the accuracy of
multilayer perceptron improved by 3% after applying Max
Abs Scaler, whereas the rest of the algorithms does not have

such effect of Max Abs Scaler on their accuracies. Also, in
both binary and multiclassification, the multilayer percep-
tron classifier performed adequately. For binary classifica-
tion, the classification algorithms, random forest, logistic
regression, GBT, linear SVC, and multilayer perceptron,
provide high accuracy scores where the imbalance rate in
the data stream is low, whereas in a multiclassification where
imbalance rate in the data stream is high, the classification
algorithms, random forest, logistic regression, decision tree,
one vs rest and multilayer perceptron, provide fewer accu-
racy scores. Also, on this type of large imbalanced data
stream, balancing techniques like oversampling and under-
sampling have an adverse effect on the accuracy of the data.
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