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1  |  INTRODUCTION

Currently, more than five billion people use a smartphone 
to communicate via phone calls and social media, to search 
for information and navigate unknown territory. Given 
the fact that smartphones are a constant companion in 

everyday life for many, it is of interest that a bit more than 
ten years ago the Smartphone Psychology Manifesto was 
published (Miller, 2012). In this work, Miller (2012) fore-
saw that the smartphone might have a dramatic impact on 
psychological research because it can provide researchers 
with private insights into the lives of smartphone users 
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Abstract
Objective: Since the first study linking recorded smartphone variables to self- 
reported personality in 2011, many additional studies have been published inves-
tigating this association. In the present meta- analyses, we aimed to understand 
how strongly personality can be predicted via smartphone data.
Method: Meta- analytical calculations were used to assess the association be-
tween smartphone data and Big Five traits. Because of the lack of independence 
of many included studies, analyses were performed using a multilevel approach.
Results: Based on data collected from 21 distinct studies, extraversion showed 
the largest association with the digital footprints derived from smartphone data 
(r = .35), while remaining traits showed smaller associations (ranging from 0.23 
to 0.25). For all traits except neuroticism, moderator analyses showed that predic-
tion performance was improved when multiple features were combined together 
in a single predictive model. Additionally, the strength of the prediction of ex-
traversion was improved when call and text log data were used to perform the 
prediction, as opposed to other types of smartphone data
Conclusions: Our synthesis reveals small- to- moderate associations between 
smartphone activity data and Big Five traits. The opportunities, but also dangers 
of the digital phenotyping of personality traits based on traces of users' activity on 
a smartphone data are discussed.
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in a longitudinal fashion via studying digital traces left 
by human- smartphone interactions. These traces may in-
clude logs of call and texting behaviors, information about 
the usage of smartphone applications, as well as footprints 
left by simply carrying the smartphone around, such as 
GPS location and mobility data, and accelerometer and 
gyroscope logs. In this context, it has been discussed sev-
eral years ago that psychodiagnostics might strongly profit 
from including digital footprints (Markowetz et al., 2014) 
and this led also to many studies linking digital footprints 
from the smartphone to personality traits. Personality 
has been shown to be of relevance to better understand 
relevant variables such as health/physical inactivity 
(Strickhouser et al., 2017; Sutin et al., 2016) or job perfor-
mance (Zell & Lesick, 2022), making it a relevant variable 
for both the health sector and business areas. In spite of 
the growing amount of research on predicting personality 
from digital footprints collected via smartphone, a meta- 
analysis addressing this research area is lacking.

Predicting psychological states and traits from digital 
footprints on the smartphone has been coined in the litera-
ture as digital phenotyping or mobile sensing (Baumeister 
& Montag, 2019). This part of psychodiagnostics could be 
seen as a research endeavor falling in the realm of a new 
research discipline called Psychoinformatics (Markowetz 
et al.,  2014; Montag et al.,  2016; Yarkoni,  2012), where 
psychologists and computer scientists cooperate to bet-
ter understand the human mind. In this area, most of 
the studies so far exploited digital traces left on social 
media to predict personality traits (Azucar et al.,  2018; 
Kosinski et al., 2013; Marengo & Montag, 2020), but also 
examining depressive tendencies by studying Facebook 
posts via text mining have been a focus of recent research 
(Eichstaedt et al.,  2018). The aforementioned research 
from Psychoinformatics led to insights that personality 
measures correlate around r = .34 with individual differ-
ences in digital footprints left on Facebook (for a meta- 
analysis, see Marengo & Montag,  2020). When taking a 
broader look at different social media platforms, similar 
results can be observed with an upper limit of around 
r  =  .40 (Azucar et al.,  2018). Interestingly, studies pre-
dicting personality directly from smartphone variables 
tend to be more scarce than those using digital footprints 
from social media (for a narrative review see, Sariyska & 
Montag, 2019), possibly because the recording of diverse 
digital footprints from one's smartphone requires unique 
developed apps, whereas monitoring of social media ac-
tivities is technically in parts more easy due to the open 
character of much of what is posted, but in parts also re-
lies on open APIs (application programming interfaces), 
which are often restricted (e.g., Meta's Facebook API; see 
also a call for more access to the platforms for independent 
academics by Montag et al.,  2021). Despite the existing 

obstacles in conducting smartphone tracking studies, for 
the present meta- analysis, we were able to detect a total 
of 25 papers from the literature investigating whether and 
how strongly individual differences in personality can be 
assessed using diverse smartphone variables.1

To our knowledge, the first study linking personality 
to recorded smartphone variables was published in 2011 
and observed many bivariate correlations of low effect 
sizes between unique smartphone features and the Big 
Five personality traits (Chittaranjan et al., 2011). Among 
emerging associations were total duration of incom-
ing calls with extraversion (0.20) or uses of the calendar 
with agreeableness (−0.18). This early study also used a 
machine- learning approach to show how the combination 
of available smartphone information leads to higher pre-
diction rates. In this work, dimensional personality scores 
were reduced via median split in either low or high per-
sonality scorers, and the highest prediction rates could be 
observed when predicting extraversion. This said, many 
research endeavors dealing with smartphone- log- data- 
personality- associations used different versions of Big 
Five measures (e.g., TIPI, NEO- FFI, TSDI, etc.) and in-
cluded different sets of recorded variables (e.g., call activ-
ity, social media use, gaming, etc.) from the smartphone to 
shed light on human personality (e.g., Montag et al., 2015, 
2019; Stachl et al.,  2017). Here, a recent work by Stachl 
et al.  (2020) is in particular noteworthy, because it in-
cluded a myriad of smartphone variables such as commu-
nication/music/day- night activity and location in a large 
sample of 624 volunteers, and personality was assessed at 
both domain and facet level. Interestingly, in this work, 
the same upper limit of personality prediction observed 
from social media applications emerged. They observed 
that a machine- learning approach led to a median of  
r =  .37 between smartphone- data and self- reported per-
sonality scores. Facets of personality could be predicted 
even a bit higher with a median of r = .40 from available 
smartphone data.

We mentioned above that personality is linked to a 
myriad of important life variables such as health behav-
ior, longevity, and job performance (to name a few; e.g., 
Soto, 2019; Ozer & Benet- Martinez, 2006; see also Montag 
& Elhai,  2019). Therefore, we believe it to be very im-
portant to understand personality prediction rates from 
smartphones because these might provide insights into a 
person's personality without having to rely on self- report 
personality assessment (although this is a very optimis-
tic assumption; for more reflections on self- report in the 
Internet of Things see Montag, Dagum, et al., 2022). This 
said, assessing personality from digital traces could be 
misused for micro- targeting campaigns (Matz et al., 2020; 
Montag et al.,  2020). In this context, Shoshana Zuboff 
raised awareness for privacy concerns and the problems 
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   | 3MARENGO et al.

arising from surveillance capitalism, hence a tech- industry 
basing their business cases on the surveillance of humans 
while using online platforms (Zuboff, 2019). As such, it is 
of high relevance to understand with what kind of preci-
sion a relevant variable such as personality can be derived 
from digital footprints of the smartphone.

In light of these considerations, the present work aims 
to understand the overall strength of association between 
Big Five personality traits and smartphone data when 
the available literature is summarized by means of meta- 
analysis, thus providing insights into how far we are in the 
field in prediction of personality from digital footprints de-
rived via the smartphone, and whether some traits may be 
better predicted than others. Note that personality traits 
from the Big Five framework have been referred to using 
many names and definitions over time; here, we use those 
adopted by Costa and McCrae  (1992) for the five broad 
domains of personality, namely agreeableness, referring 
to individual differences in cooperativeness, trustfulness 
and altruism; conscientiousness, referring to individual dif-
ferences in dutifulness, self- discipline, and deliberation;  
extraversion, referring to individual differences in warmth, 
assertiveness, and overall energy; openness, referring to 
individual differences in imagination, creativity, and aes-
thetic sensibility; and neuroticism, referring to individual 
differences in self- consciousness, emotional vulnerability, 
and proneness to anxiety, depression, and anger.

Beyond establishing the central tendency of the 
personality- smartphone data associations, we also investi-
gate potential moderator effects related to the time of pub-
lication, methods used to investigate associations between 
personality and features extracted from smartphone data 
by selected studies, i.e., use of predictive models versus 
bivariate correlations, and the type of smartphone data 
analyzed by the studies. Because of significant changes in 
mobile technology over time, including increasingly faster 
Internet connection services, new features and applica-
tions, one would expect these changes to have affected 
the way smartphone- derived data relates to personality 
traits, influencing the strength of associations. Regarding 
the importance of different methodologies employed in 
the selected studies, and in keeping with previous meta- 
analyses investigating the use of digital footprints to pre-
dict personality (Azucar et al., 2018; Settanni et al., 2018), 
we expect that studies combining multiple features for 
the prediction of personality should improve over studies 
reporting simple bivariate correlations in terms of overall 
predictive performance. Finally, following the established 
notion that personality traits show trait- specific associa-
tions with the use of different smartphone functionality 
(e.g., Burtăverde et al., 2021), we hypothesize that specific 
types of smartphone data might show differential associ-
ations with personality traits, improving prediction. The 

rationale for this hypothesis relates to the fact that differ-
ent underlying motives for smartphone use tend to result 
in different smartphone usage behaviors— for example, 
social versus process (non- social) smartphone use (Elhai 
et al.,  2017), and these differences are expected to be in 
part related to individual differences in Big Five person-
ality traits. For example, extraverted individuals are ex-
pected to show a higher frequency of calling behaviors 
than introverted individuals due to increased social mo-
tives for smartphone use, while neuroticism tends to be 
positively related to the amount of time spent consuming 
media due to heightened escapism tendencies and mood 
modification purposes (Stachl et al.,  2017). Please note 
that this meta- analysis was not pre- registered.

2  |  METHODS

2.1 | Literature search

In order to identify papers investigating the association 
between Big Five personality traits and features extracted 
from smartphone data, we followed the PRISMA guide-
lines (Moher et al., 2015) and performed multiple searches 
in several databases, using multiple groups of keywords. 
Identified papers were then screened based on specific 
inclusion and exclusion criteria. To perform the database 
searches, the authors collaborated in creating a list of key-
words that could be used to identify papers referring to 
smartphones, namely: smartphone*, mobile phon*, mobile- 
phone*, mobilephone*, smart phone*, smart- phone*, 
phone*. Another group of keywords was used to identify 
papers investigating features extracted from smartphone 
data, namely: sensing, sensor*, application*, app*, touch, 
log, passive, data, us*, pattern*, record*. The asterisk sym-
bol was used as a wildcard during the database searches to 
allow for different forms of each term (e.g., plural forms) 
to be detected. These resulting groups of keywords were 
combined with the following keywords referring to Big 
Five personality traits: personality, traits, Big 5, Big five, 
five- factor model, extraversion, introversion, neuroticism, 
emotional stability, openness, conscientiousness, agreeable-
ness, extrovert, introvert, neurotic, open, agreeable, consci-
entious, emotionally stable.

Using the resulting set of keywords, we conducted a 
broad literature search using the following databases: 
Scopus, and ISI Web of Science. By focusing on these da-
tabases, we focused on published studies, therefore ex-
cluding unpublished studies (e.g., pre- prints) from the 
searches. The database literature search was first finalized 
in November 2020, and later updated in March 2022. A 
flowchart illustrating the selection process is shown in 
Figure 1.

 14676494, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/jopy.12817 by C

ochraneItalia, W
iley O

nline L
ibrary on [01/03/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



4 |   MARENGO et al.

2.2 | Inclusion and exclusion criteria

Papers identified through database and reference searches 
were screened for the following inclusion criteria: retained 
papers had to: (1) Present the result of an original quan-
titative empirical study; (2) Include a self- report assess-
ment of Big Five personality traits; (3) Collect quantitative 
features extracted from smartphone data; (4) Report ef-
fect size information on the association between Big Five 
personality traits and features extracted from smartphone 
data at the individual level.

Exclusion criteria were used to exclude studies that: 
(1) Did not provide effect size information, or this in-
formation could not be derived from the data available 
in the paper, or be obtained by contacting the authors; 
(2) Included effect sizes that were not computed at the 
individual level, but instead at an aggregated level (e.g., 
regional level); (3) Did not assess measures of smart-
phone activity data (e.g., they assessed smartphone ac-
tivity via self- report, or examined data extracted from 
other  types  of  devices, such as laptops or tablets); (4) 
Employed an experimental intervention research design 

F I G U R E  1  Flow diagram of study selection.
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(i.e., researchers did manipulate participants' smart-
phone activity).

Studies were considered non- independent based on 
the following criteria (1) Studies performed on sam-
ples including the same group of participants, and (2) 
Associations were investigated in the same smartphone 
data and by using the same Big Five measures. In case 
studies that had both the same sample and examined the 
same set of variables, studies including results based on 
model- based prediction of personality scores were se-
lected over those only reporting bivariate associations 
between smartphone features and personality scores. In 
case studies reported the same results, the earliest study 
was selected.

2.3 | Research coding

Aside from retrieving effect size information, selected 
studies were coded for the following variables: study sam-
ple size, year of publication, distribution of gender (per-
centage by gender group) and age (mean and standard 
deviation), self- report personality assessment, the opera-
tionalization of personality, type of analytical approach 
used to analyze the data, and both the operative system 
and the type of collected smartphone data.

In coding the operationalization of personality, we 
distinguished between studies in which personality was 
scored using continuous scores as opposed to a categor-
ical approach (e.g., dichotomous variables via median 
split). In coding statistical approaches, we distinguished 
between studies investigating bivariate associations (i.e., 
correlation between a personality variable and single 
feature extracted from smartphone data), and predic-
tive (multivariate, adjusted) models aimed at prediction 
of personality based on a set of features extracted from 
smartphone data, either using a categorical classification 
approach (i.e., prediction performed on categorical trans-
formation of personality scores as the dependent variable) 
or using a regression approach (i.e., personality traits 
were predicted in their original continuous form). Finally, 
when coding studies for the type of smartphone data, we 
distinguished between variables computed on the follow-
ing data: (1) app usage data (i.e., indicators derived from 
the usage of or merely the installation of applications on 
the smartphone, including productivity, gaming, and so-
cial media app data); (2) sensors and system data (namely 
indicators derived from the use of sensors such as GPS, 
Bluetooth, WIFI, accelerometers, microphones, etc., and 
from system information, such as screen and battery 
usage; or information about smartphone components); 
and (3) call and texts log data (i.e., indicators pertaining 
calling and texting behaviors, as well as the managing of 

phone contacts). Please note that this coding strategy was 
in part driven by availability of studies.

2.4 | Strategy of analyses

For each selected study, we collected an effect size express-
ing the strength of association between Big Five personal-
ity traits and features extracted from smartphone log data. 
More specifically, we used the absolute value of correla-
tion coefficients (Pearson's r or Spearman's ρ) as a metric 
for the strength of the association of smartphone data and 
Big Five personality scores. Effect sizes were only collected 
from studies in which personality traits were operational-
ized (i.e., scored) using their original continuous metric, 
as opposed to data- driven categorical coding (e.g., median 
split). We followed this approach because of the overall 
lack of theoretical and empirical support for the use of 
categorical typologies when scoring Big Five assessments, 
especially when brief assessments are used (Freudenstein 
et al., 2019; McCrae et al., 2006; Pittenger, 2004). Some of 
the studies investigated the association using a predictive 
approach, typically employing different machine- learning 
algorithms. For these studies, we selected the effect size 
for the best- performing predictive approach (i.e., the ap-
proach resulting in the highest absolute correlation be-
tween observed and predicted personality scores). When 
studies only reported associations between single features 
extracted from smartphone data and Big Five personal-
ity scores, we selected the highest effect size reported as 
the best available approximation of overall strength that 
would be achieved by a model including the entire set 
of features as predictors. In some cases, studies included 
both information about bivariate associations, and results 
of predictive models: if results of a model could not be 
expressed or transformed to correlations, we selected the 
strongest bivariate effect size. When studies did not report 
correlations, the reported effect sizes were converted to 
correlations (Rosenthal, 1994). In case we could not find 
correlations reported in the manuscript, or reported effect 
size information could not be converted to a correlation 
coefficient, we contacted the authors of the study to re-
trieve the missing information. If a study mentioned that 
an effect was not significant but failed to provide a correla-
tion, the effect size was coded as zero.

Based on retrieved effect sizes, we conducted five sep-
arate meta- analyses, one for each Big Five trait. Meta- 
analyses were performed using a random- effect model 
because we expected true effect sizes to show significant 
between- study heterogeneity due to the diversity of char-
acteristics of existing studies. Additionally, because of the 
lack of independence of many included studies, in esti-
mating meta- analytical correlations, we used a multilevel 
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6 |   MARENGO et al.

approach. More specifically, analyses were performed 
using the rma.mv() function of the metafor package 
(Viechtbauer, 2010) for R by implementing a three- level 
meta- analytic model modeling three different variance 
components: at level 1, we modeled the sampling variance 
of the extracted effect sizes (i.e., the indeterminacy in ef-
fect sizes due to the use of samples, as opposed to popula-
tion data to compute effect sizes); at level 2, we modeled 
variance at the study- level (i.e., between study variance); 
and at level 3, we accounted for variance related to data 
sources. Heterogeneity of effect sizes was investigated 
by computing the Q test of heterogeneity, the I2 statistic 
representing the proportion of true variation in observed 
effects, and by determining the percentage of heteroge-
neity due to the different variance components (i.e., data 
source, study, and sampling variance). Next, following 
recommendations by Viechtbauer and Cheung (2010), in 
order to check the robustness of estimated meta- analytical 
correlations, a sensitivity analysis was performed by com-
paring the pooled effect size before and after omitting po-
tential outliers. Effect sizes were labeled as outliers if their 
95% confidence interval did not overlap with the 95% con-
fidence interval of the previously estimated pooled effect.

Given the great variability in methodology and type of 
data examined, we expected a significant amount of het-
erogeneity in the effect sizes. Following suggestions by 
Viechtbauer  (2007), we investigated a series of potential 
moderators of the effect sizes representing the associa-
tion between smartphone data: year of publication (year), 
use of model- based prediction to infer personality from 
smartphone data (Yes  =  1; No  =  0); and type of smart-
phone data. The impact of the type of data was examined 
using three distinct dichotomous variables, one for each 
type of data (i.e., app usage; sensors and system data; call 
and text log data), indicating whether the type of data was 
used to generate the indicator on which the effect size 
was computed on (Yes = 1; No = 0). In meta- regression 
analyses, then, the effect of one type of data was tested 
against the other two (e.g., call and text log data vs. other 
types of data). We decided not to test more than one effect 
per meta- regression because of considerations related to 
statistical power. To ensure robustness of coefficient esti-
mates, we followed the suggestion by Fu and colleagues 
and examined the effect of categorical moderators only if 
at least 4 studies per group were available (Fu et al., 2011). 
A critical value of α = .05 was used for detecting effects in 
meta- regression analyses.

Finally, publication bias was investigated by inspect-
ing the funnel plot of studies' effect sizes against their 
relative standard error. Symmetry of the funnel plot was 
determined by using a modified Egger's intercept test 
(Sterne & Egger, 2001). More specifically, we fitted a mul-
tilevel model predicting study effect sizes with sampling 

standard errors (i.e., the square root of sampling variance) 
as a moderator. The assumption of the test is that when 
publication bias is present, studies based on small sam-
ple sizes would have a greater chance of becoming pub-
lished when reporting large effect sizes. Publication bias 
is thus detected when a positive association is found be-
tween the size of effects and their standard error. Classic 
fail- safe N was then used to evaluate the impact of a file- 
drawer problem (e.g., the number of unpublished studies 
reporting non- significant associations needed to nullify 
emerging meta- analytical associations). Here, we refer to 
Rosenthal's rule of thumb (5 × number of effect sizes + 10; 
Rosenthal, 1979) to determine the cut- off value indicating 
the relevance of the file- drawer problem. A fail- safe num-
ber larger than the cut- off value would indicate that only 
a large amount of unpublished papers would be able to 
nullify the emerging effect size, ultimately downsizing the 
relevance of the “file- drawer” problem.

All analyses were performed using the metafor package 
for R (Viechtbauer, 2010). We include the relevant correla-
tions and the program code (i.e., R script) to enable other 
researchers to reproduce our work as Supplementary 
material.

3  |  RESULTS

3.1 | Overview of included studies

In total, we identified 25 eligible papers reporting on stud-
ies investigating associations between features extracted 
from smartphone data, and Big Five personality scores at 
the individual level. In depth information about charac-
teristics of the identified studies are reported in Table S1 
(Supplementary material).

Among the selected papers, we identified n = 5 papers 
that only used a categorical operationalization of per-
sonality when examining associations with smartphone 
data (de Montjoye et al., 2013; Lepri et al., 2016; Mønsted 
et al., 2018; Peltonen et al., 2020; Staiano et al., 2012). These 
studies were not included in the meta- analysis. However, 
in the discussion, we provide a qualitative comparison of 
the results of the meta- analysis and those emerging from 
these papers. Additionally, in one eligible study, correla-
tions between personality and smartphone data were not 
reported in the manuscript, and could not be retrieved 
from the authors (Servia- Rodríguez et al., 2017).

We also found n  =  10 papers presenting studies per-
formed on non- independent samples. Specifically, we 
found n  =  2 studies by Chittaranjan and colleagues 
(Chittaranjan et al., 2011, 2013), n = 2 studies by Stachl 
and colleagues (Stachl et al., 2017, 2020) and n = 2 stud-
ies by Harari and colleagues (Harari, Müller, et al., 2020; 
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   | 7MARENGO et al.

Harari, Vaid, et al., 2020) whose samples showed a partial 
overlap in recruited participants and personality assess-
ment. These studies were all retained in multilevel meta- 
analytic calculations by including a second- level indicator 
indicating they both shared the same source of data in 
the model. A similar situation could be observed when 
comparing n = 2 studies by Xu and colleagues (Xu, Frey, 
Fleisch, Ilic, 2016; Xu, Frey, & Ilic, 2016) which presented 
analyses performed on the same sample. In this case, only 
one study was included the meta- analysis.

After the removal of papers not including informa-
tion about effect sizes compatible with correlations, 
and non- independent studies meeting the exclusion 
criteria, n = 18 papers remained including n = 21 stud-
ies performed on distinct samples/variables combina-
tions.  Note  that  some  of  the  papers  presented  multi-
ple studies perfomed on distinct datasets. These studies are 
reported in bold in Table S1 (Supplementary material), and 
listed in Figure 2 (Forest plot). The selected studies were 
performed on samples recruited in United States (n = 9), 
Germany (n  =  6), China (n  =  2), Switzerland (n  =  2), 
Canada (n = 1), and Iran (n = 1), with a mean sample size 
of 386.69 participants (Range = 32– 2418). Note that some 
of the selected studies failed to include detailed informa-
tion about the distribution of age, gender, or both in the 
sample (n = 8). When information was reported, the mean 
percentage of male participants in the samples was 46% 
(Range: 23%– 64%), while on average mean participant age 
was 25.9 years old (Range = 18.9– 40.3 years old).

In these selected studies, Big Five traits were assessed 
using a variety of questionnaires: the Ten Item Personality 
Inventory (TIPI, Gosling et al.,  2003, n  =  2), NEO- Five 
Factor Inventory (NEO- FFI; Costa & McCrae, 1992, n = 2), 
Big Five Inventory (BFI- 44, John et al., 2008, n = 9), BFI- 
10 (BFI- 10; Rammstedt & John, 2007, n = 1; or an alter-
native short BFI version, n  =  1), Trait Self- Description 
Inventory (TSDI; Christal,  1994, n  =  1), and Big Five 
Structure Inventory (n = 3; BFSI; Arendasy, 2009), and the 
Big Five Inventory 2- Short version (n = 1, BFI- 2- S, Soto & 
John, 2017). Finally, one study mentioned using a 60- items 
Big Five assessment, but failed to provide bibliographic in-
formation for the questionnaire (Yu et al., 2019).

Based on information reported in the papers, n = 15 of 
the n = 21 selected studies were performed on participants 
using Android smartphones only, while remaining stud-
ies were performed on participants using a combination 
of Android and iOS (n = 2), iOS only (n = 1), or Symbian 
smartphones (n  =  2); one study failed to report infor-
mation about operative systems. Regarding the type of 
smartphone data, n = 11 studies analyzed logs of call and 
texting behaviors, n = 12 analyzed data consisting of usage 
 patterns of smartphone apps, n = 12 studies analyzed data 
derived from use of one or more sensors (e.g., GPS, Wi- Fi, 

Bluetooth, accelerometer and gyroscope data); also note 
that some of the selected studies (n = 9) analyzed more 
than one data type. More detailed information about the 
type of smartphone data presented in each selected study, 
as well as information about studies sharing the same 
data source, are reported in the Supplementary material 
(Table S2).

Among the selected studies, n = 10 presented results 
emerging from both bivariate associations and model- 
based predictions, n = 9 only presented bivariate associa-
tions, and n = 2 only presented model- based predictions. 
Collected effect sizes either consisted of bivariate correla-
tions between single features extracted from smartphone 
data and (continuous) personality scores (n  =  17 stud-
ies), or correlations computed between observed person-
ality scores and model- based (continuous) predictions 
obtained using a machine- learning approach (n = 4 stud-
ies, i.e., Stachl et al., 2020; n = 2 studies presented in Wang 
et al., 2018 performed on samples including respectively 
Android and iOS users; Yu et al., 2019).

3.2 | Meta- analytic computations

3.2.1 | Central tendency

Overall, we examined n = 105 distinct effect sizes (n = 21 
effect sizes per trait), reported in n = 21 distinct studies, 
clustered in n = 17 data sources. A forest plot combining 
all effect sizes included in the meta- analyses and the meta- 
analytic correlations is presented in Figure 2. For each Big 
Five personality trait, the estimated meta- analytic cor-
relations are also presented in Table S3 (Supplementary 
material), alongside Q tests for heterogeneity and the I2 
statistic. All traits showed a significant meta- analytical as-
sociation with features extracted from smartphone data. 
Overall, extraversion (r = .35, 95% CI [0.27, 0.44]) showed 
a moderate association with features extracted from 
smartphone data, while the other traits showed smaller 
associations (openness: r =  .25, 95% CI [0.15, 0.35]; con-
scientiousness: r = .23, 95% CI [0.16, 0.31]; agreeableness: 
(r = .24, 95% CI [0.14, 0.34]; and neuroticism: r = .24, 95% 
CI [0.16, 0.32]). Results of the Q tests for heterogeneity 
were significant for each trait, indicating the presence of 
non- negligible heterogeneity among the effect sizes. For 
all traits, observed dispersion of effect sizes was due to true 
heterogeneity (I2 ≥ 87.50) as opposed to sampling variance. 
In particular, based on model decomposition of effect size 
variance, we saw that for all traits, most of the heteroge-
neity was due to variance at the data source level (Range: 
66.21% to 83.10%), while variance at the study level was 
typically lower (Range: 9.69% to 22.19%); the percentage 
of heterogeneity due to sampling variance was typically 
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F I G U R E  2  Forest plot combining effect sizes and central tendency estimates for each of the Big Five traits.
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the lowest among the examined sources (Range: 6.39% to 
12.49%). For more details about the decomposition of ef-
fect size variance see Table S3 (Supplementary material).

Note that Table S3 also reports information about num-
ber of outliers detected, and the pooled effect size and het-
erogeneity statistics computed after removing the outliers. 
Outliers are marked with an asterisk in Figure 2. In gen-
eral, removal of outliers only resulted in a slight decrease 
in the size of meta- analytic correlations (change in r ≤ .03) 
that did not affect the overall pattern of correlations.

3.2.2 | Moderator analyses

Because we found significant heterogeneity in effect sizes, 
we implemented a series of meta- regressions examining 
the role of potential moderators in explaining variability 
of the strength of associations between personality and 
smartphone data. Meta- regressions failed to show sig-
nificant effects for the publication year of included stud-
ies on the association between smartphone data and Big 
Five traits (Openness: β = .02, p = .20; conscientiousness: 
β  =  .00, p  =  .99; extraversion: β  =  .01, p = .68; agreea-
bleness: β =  .00, p =  .96; neuroticism: β =  .00, p =  .75). 
In turn, for all traits except for neuroticism, regressions 
showed an increase in the strength of association between 
smartphone data and personality traits when effect sizes 
were computed based on model- based personality predic-
tions as opposed to simple bivariate associations between 
single features extracted from users' smartphone data and 
personality traits (Openness: β = .32, p = .001; conscien-
tiousness: β = .24, p = .002; extraversion: β = .24, p = .006; 
agreeableness: β  =  .27, p  =  .009; neuroticism: β  =  .16, 
p = .07).

Finally, we examined the effect of the type of smart-
phone data, namely app usage, sensors and system data, 
and call and text log data on the association between 
smartphone data itself and personality and Big Five traits. 
Meta- regressions failed to showed significant moderating 
effects for sensors and system data (Openness: β  = .14, 
p  = .11; conscientiousness: β  = .08, p  = .20; extraversion: 
β = .08, p = .26; agreeableness: β = .08, p = .34; neuroticism: 
β  = .03, p  = .65) and app usage data (openness: β  = .01, 
p  = .96; conscientiousness: β  = .00, p  = .96; extraversion: 
β = −.05, p = .55; agreeableness: β = −.06, p = .53; neuroti-
cism: β = −.03, p = .73). When investigating the impact of 
using call-  and text- log- data, we found a small, significant 
effect indicating an increase in effect size for the associa-
tion between smartphone data and extraversion scores, 
while non- significant effects were observed for the remain-
ing traits (Openness: β  = .09, p  = .17; conscientiousness: 
β = .06, p = .24; extraversion: β = .14, p = .03; agreeableness: 
β = −.01, p = .90; neuroticism: β = .04, p = .59).

3.2.3 | Publication bias

For each Big Five trait, the funnel plot of standard er-
rors versus the correlations was markedly asymmetric 
(see Supplementary material, Figures S1– S5), suggesting 
the existence of some form of publication bias. Egger's 
tests were significant for all traits except for openness 
(Openness: p =  .126, conscientiousness: p =  .013; extra-
version: p  =  .023; agreeableness: p  =  .002; neuroticism: 
p < .001). After removing outliers, evidence of publication 
bias was confirmed only for agreeableness and neuroti-
cism (openness: p = .307, conscientiousness: p = .070; ex-
traversion: p = .241; agreeableness: p = .001; neuroticism: 
p = .005). In general, we found evidence that studies per-
formed on small sample sizes reported larger effect sizes 
than studies employing large samples, resulting in non- 
negligible publication bias.

Finally, for each trait, the fail- safe N (Openness: 
N  =  1597; conscientiousness: N  =  1616; extraver-
sion  =  4450; agreeableness: N  =  1212; neuroticism: 
N = 1431) value was significantly larger than the recom-
mended rule- of- thumb limit (5 × 21 effect sizes + 10 = 115; 
Rosenthal, 1979). Removal of outliers did not alter these 
results (Openness: N = 765; conscientiousness: N = 1159; 
extraversion = 2078; agreeableness: N = 491; neuroticism: 
N = 721). These findings support the significance of the 
meta- analytic correlations, thus ruling out the existence 
of a relevant “file drawer” problem potentially nullifying 
the emerging correlations.

4  |  DISCUSSION

The investigation of personality represents a timely topic, 
because it is well- known that personality represents an 
important variable predicting a large range of relevant 
life variables ranging from job- performance (Barrick & 
Mount, 1991) to health behavior (Bogg & Roberts, 2004; 
for newer literature see introduction). Mounting evi-
dence suggests that (a) personality can be predicted from 
digital footprints and (b) that this kind of data might be 
of large interest for the marketing industry to conduct 
micro- targeting and thus improve their selling strategies 
(for problems of the data business model behind many 
online services see Montag et al.,  2021; Montag,  Thrul, 
et al., 2022). In this context, we also mentioned the term 
surveillance capitalism (Zuboff, 2019), and refer to newer 
work considering how to create healthier online plat-
forms (Dhawan et al.,  2022). Many studies focused in 
recent years on predicting personality from web- scraped 
social media data (Azucar et al.,  2018; Peterka- Bonetta 
et al., 2021), while smartphone data to our knowledge has 
been investigated to a lesser extent. Neglect of smartphone 
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data is on the one hand surprising, because humans carry 
their smartphones with them on a 24/7 basis, and there-
fore this source could provide better insights into a per-
son than social media data, which is only accessed from 
time to time by people. On the other hand, research in this 
area is scarcer, because social media data are comparably 
more easily scraped, although— as mentioned— due to 
the Cambridge Analytica data scandal such data access 
is now much more restricted for some of the platforms 
(APIs from Facebook have been closed for independent 
scientists).

Against this background, the present study aimed to 
obtain insights into the actual effect sizes between each of 
the Big Five personality traits and smartphone data (and 
therefore the potential of digital phenotyping in this area). 
We observed that extraversion could be best predicted 
from the smartphone data (r =  .35). This is not surpris-
ing, because extraverts have stronger urges to socially in-
teract with each other, be it via directly calling or texting 
other persons via the smartphone (Montag et al.,  2019) 
or using messenger/social media applications (Montag 
et al.,  2015). Instead, the remaining four personality di-
mensions showed smaller associations with the Big Five, 
all in the range between 0.23 and 0.25.

Results are compatible with those emerging from stud-
ies studying associations between smartphone data and 
categorical operationalization of Big Five personality in 
indicating extraversion as the trait showing stronger as-
sociations with smartphone- derived features (e.g., de 
Montjoye et al.,  2013; Mønsted et al.,  2018). These find-
ings are also coherent with recent studies exploring as-
sociations between personality and smartphone features 
not at the individual level (e.g., exploring association 
between personality and smartphone activity data using 
a within person approach, Beierle et al.,  2020; Rüegger 
et al.,  2020), highlighting the relevance of extraversion 
as factor explaining individual differences in indicators 
of smartphone activity. The stronger association between 
smartphone data and extraversion when compared with 
other traits might be related to the specific affordances al-
lowed by smartphones that facilitate communication and 
sociality. Indeed, results from moderator analyses indi-
cated that use of a specific type of data, namely call and 
text log data, appears to be instrumental in the prediction 
of individual differences in extraversion, more so than in 
predicting the other traits. Other types of data failed to 
reveal moderation effects. (e.g., sensors and system data; 
application usage). Note, however, that these limited find-
ings may be due a general lack of diversity among studies, 
and availability of specific types of data. For the purpose 
of our study, for example, the relative scarcity of distinct 
studies documenting findings on data generated by differ-
ent smartphone sensors, such as GPS, Wi- Fi, Bluetooth, 

accelerometers, guided us to group them together in a sin-
gle category. Future meta- analyses including more stud-
ies and more fine- grained data types may find additional 
moderation by data type.

Overall, analysis of moderators also pointed out that 
the ability to predict personality traits based on smart-
phone data is improved when multiple features are com-
bined in a single predictive model, as opposed to being 
based on bivariate associations. This is not unexpected 
and coherent with findings from meta- analyses explor-
ing the feasibility to predict psychological constructs by 
mining other types of digital footprints, such as those de-
rived from social media data (Azucar et al., 2018; Settanni 
et al., 2018). Findings on the overall effect size of associa-
tions between Big Five personality traits and smartphone 
data also show that associations are in a similar range to 
those emerging from studies based on social media data 
(i.e., .2 ≤ |r| ≤ .4; Azucar et al., 2018). In turn, it appears 
that studies predicting personality from smartphone data 
in general are performed on much smaller samples (mean 
sample size <1000) than studies relying on digital traces 
of social media data (mean sample size >10,000; for a re-
view on studies relying on Facebook data see Marengo & 
Montag, 2020). A possible interpretation of this finding is 
related to the notion that smaller samples tend to produce 
larger, biased effect sizes (e.g., Sterne et al., 2000); on the 
other hand, one could argue that recordings of smartphone 
activity are inherently more diverse, and in some way 
richer than data retrievable via social media APIs, as they 
tap into both non- social (e.g., using Internet browser and 
setting up a calendar) and social behaviors (e.g., calling, 
texting, and sharing media) and involve the use of multi-
ple applications and smartphone features, as opposed to 
the relatively limited set of behaviors one can perform on a 
single social media platform (also note that data collected 
via social media APIs typically do not include information 
about passive use, such as browsing and time spent on the 
platform). As such, fewer observations may be needed to 
predict personality from smartphone sensing data when 
compared to social media data. Still, the massive datasets 
of unstructured natural language and visual data gener-
ated by users' activity on social media remain intuitively 
more closely related to personality due to the unique view 
these data provide on users' image, emotions, and values. 
Future studies comparing smartphone- derived and social 
media data collected on the same users might help clarify 
their relative contribution in explaining individual differ-
ences in personality.

Finally, regarding publication bias, we found some evi-
dence that pointed toward the existence of a “file drawer” 
problem affecting the data (i.e., small studies having higher 
chances of remaining unpublished when reporting small 
effect sizes). Note that this effect was more pronounced for 
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the Neuroticism and Agreeableness traits, and could not 
be detected for the Openness. On the other hand, findings 
from the fail- safe N procedure also indicated that, for all 
traits, the “file drawer” problem detected for some of the 
traits did not severely affect the significance of emerging 
findings.

As one can see personality predictions being cur-
rently possible from smartphone data are far from 
perfect. For all traits, the average correlation between 
predicted and self- report personality scores is lower 
than what one would expect when correlating multi-
ple assessments of the same individual (i.e., test– retest 
reliability, see also results by Kosinski et al.,  2013), or 
convergence between personality instruments assessing 
the same latent construct (e.g., of r ≈ .75 for short Big 
Five assessments, Pervin & John, 1999). In keeping with 
what emerged regarding the predictability of personal-
ity traits from digital traces of social media (e.g., Azucar 
et al., 2018), meta- analytic correlations are close to the 
expected strength of relationships between personal-
ity and behaviors (i.e., also known as “personality co-
efficient”), in most cases ranging from 0.2 to 0.4 (Back 
et al., 2009; Mischel, 1968; Roberts et al., 2007). As such, 
one could argue that their use for accurate individual 
assessment is currently limited.

On the other hand, smartphone- derived personality 
prediction data may nonetheless be used by smartphone-  
and marketing- companies, such as phone carriers and 
related businesses, to improve and customize user expe-
rience. Indeed, conditional on the phone carrier's privacy 
policy (and the users' privacy settings), phone carriers 
routinely track information about user activity on their 
smartphone, including location data, web activity, and ap-
plication usage, and share these insights with third parties 
in exchange for monetary reimbursement. Both carriers 
and third parties may use collected data to personalize 
the user experience, including targeted advertisement 
(McAuliffe, 2022). As shown by Matz et al. (2017) in the 
realm of social media, personality predictions based on 
the mining of online activity may then improve the ef-
fectiveness of mobile advertising by allowing for a more 
accurate tailoring of the content and time of delivery of 
mobile advertisements, increasing the chances that the 
ad(s) will be acted upon by a user. For example, a user high 
in extraversion may respond positively to flashy, energetic 
advertisements, while introverted users may prefer more 
sober, subdued ads. Impulsive users may be more likely 
to either act on an advertisement or rapidly lose interest, 
while more conscientious users may require more time 
to consider an offer before deciding, thus suggesting the 
need for repeated exposure to an ad for a more extended 
period. Ideally, tailoring the presentation of ads based 
on users' personality might be beneficial to promoting 

products and services via mobile devices. Still, it is worthy 
to note that literature in this area is scarce and much is 
still speculative, at least for independent researchers with-
out access to data from phone carriers, social media, and 
smartphone companies, which in turn have access to mas-
sive datasets. As can be easily understood, large privacy 
issues arise here and regulation is mandatory to protect 
individuals from data misuse. Aside from these negative 
aspects smartphone data also bear potential to improve 
the healthcare system. Sensing personality traits such 
as neuroticism or conscientiousness could be helpful to 
provide people with individualized programs to improve 
health behavior or reach a certain health goal (Alqahtani 
et al., 2022). In general, we believe that opportunities, as 
well as dilemmas requiring to be solved arise from digital 
phenotyping (Montag et al., 2020).

The present study comes with several limitations. As 
one can see, this research field is still young and although 
we believe that a meta- analysis is needed at this point to 
provide researchers with an overview, the available stud-
ies conducting personality sensing from smartphone data 
are still limited. Additionally, most of the study included 
in meta- analytical calculations were based on data col-
lected on Android smartphones only. While smartphone 
users using different smartphone operation systems tend 
to show rather similar characteristics (e.g., Android vs. iP-
hone users; Götz et al., 2017), the type of data that can be 
collected from a smartphone depends in part on its opera-
tive system. In a few years, more data should be available 
in order to conduct a more comprehensive meta- analysis 
with richer literature, both in terms of number of studies, 
and their diversity.

The presented findings in our work are also limited 
by a publication bias. It appears that smaller sample sizes 
yielded larger correlation sizes, something to be thought 
of when examining our results. Finally, many sensors 
of the smartphone have not been used so far to predict 
personality traits and this might result in a growth of 
effect sizes in this area in the future. Future studies will 
also assess if facets of personality can be generally better 
predicted from smartphone data as suggested by Stachl 
et al. (2020). This could not be investigated in this meta- 
analysis, because other studies did not investigate facets of 
the Big Five. In sum, the present meta- analysis shows that 
personality can be robustly predicted from smartphone 
data (at least on group level) and this is in particular true 
for the personality trait extraversion.
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