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Background

Glycated hemoglobin (HbA1c) assays are common practice 
to judge long-term glycemic control in diabetes care, and 
calibration techniques have been internationally standard-
ized and refined over the years to assess the precision and 
accuracy of commercial HbA1c measurement methods.1,2 
Real-time continuous glucose monitoring (RT-CGM), in 
turn, allows to collect lots of glucose data,3 which can be 
used to estimate HbA1c without resorting to laboratory 
tests.4

The evaluation of estimated HbA1c from CGM, also 
known as eA1C or glucose management indicator (GMI),5 
and its relationships with average glucose values were inves-
tigated in a number of studies.4,6-8 A good agreement between 

eA1C/GMI and the reference gold standard HbA1c can sig-
nificantly help clinicians in achieving better disease monitor-
ing and control and healthcare managers in lowering overall 
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Abstract
Background: The adoption of continuous glucose monitoring (CGM) already helps to improve glycemic control in diabetes. 
When coupled with appropriate data analysis techniques, CGM also provides dependable estimates for significant metrics, 
like glycated hemoglobin (HbA1c). Findings from the REALISM-T1D study can boost HbA1c estimation methods in diabetes 
care and stimulate their use in clinical practice.
Methods: Continuous glucose monitoring data of 27 adults affected by type-1 diabetes were acquired by means of G6 
(Dexcom, San Diego, CA) sensors for a time span of 120 days. Glycated hemoglobin laboratory assays were performed 
during the concluding follow-up visits. Data were then analyzed to derive estimates of assay results, taken as the gold 
standard.
Results: Bland-Altman (BA) plots show that smart interpolation to patch missing data and a wise choice of interstitial glucose 
(IG) weighting function, besides a proper mean interstitial glucose (MIG) to HbA1c regression equation, improve HbA1c 
estimation quality with respect to methods relying on MIG alone. A decrease in the BA plot-related variance of differences 
with respect to the gold standard confirms the improvement. Wilcoxon signed-rank tests on the bias-compensated mean 
squared error (MSE) with respect to conventional MIG-based methods show that the improvement is statistically significant 
with a confidence level better than 95% (P = .0179).
Conclusions: Improved HbA1c estimation methods result in better HbA1c prediction quality with respect to those based 
on MIG alone, thus providing quick, but still relatively accurate feedback to diabetologists. They alleviate the discordances 
reported in literature and, with further improvements, may become a viable complement/alternative to HbA1c assays.
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healthcare costs. However, as discrepancies exist between 
predicted and assay values of HbA1c,9,10 improvements in 
the mathematical methods can reduce differences and  
allow users to gain more confidence in the estimations 
themselves.

Moreover, CGM introduces other sources of uncertainty 
when carried out in real-life situations11 because the collec-
tion of glucose values performed at home is frequently sub-
ject to device misuse and wrong patient behavior, thus 
resulting in missing and/or incorrect sensor data12 that may 
affect estimation quality. The “REAl-Life glucoSe Monitoring 
in Type 1 Diabetes” (REALISM-T1D) observational study is 
aimed at evaluating the advantages that can be obtained by 
adopting CGM in real-life conditions for adult patients 
affected by type-1 diabetes. We have focused on the improve-
ment of CGM-based estimation methods, with the aim of 
obtaining better predicted values for HbA1c.

A popular eA1C estimation method proposed by Leow13 
is based on 3 steps (Figure 1). First the area under curve 
(AUC) is evaluated by integration of the curve of interstitial 
glucose (IG) sensor values over time. Then AUC is used to 
compute the mean interstitial glucose (MIG) value and 
finally a mapping function (the regression equation from the 
ADAG study4 or other equations6,14-16) derives eA1C from 
MIG. Leow’s method13 did not focus on the collection, 

filtering, and management of missing sensor data. Moreover, 
AUC was computed without using any weighting function 
w(t) for CGM samples, though this possibility was men-
tioned in Leow’s paper.

This paper explores the degrees of freedom in the eA1C 
evaluation method to reduce its discrepancies with respect to 
the HbA1c assays. To this purpose, we considered the com-
bined effects of 3 factors:

1.	 Management of missing sensor data collected in real-
life conditions through commercial devices and 
software.

2.	 Adoption of a weighting function in the integration 
of the IG curve to evaluate MIG.

3.	 Use of different MIG to eA1C regression equations 
widely adopted in the literature studies.

Methods

A total of 33 Caucasian patients in north-western Italy were 
invited to take part in the study. Four of them declined the 
invitation while the others signed a voluntary informed con-
sensus to participate. To grant personal data protection, 
pseudonymization was adopted and transcoding tables were 
stored in protected servers of the care center.

Figure 1.  General procedure of HbA1c estimation from CGM samples and test plan. CGM, continuous glucose monitoring.
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Inclusion criteria were age between 18 and 70 years, 
type-1 diabetes, stable complications, and acquired habit to 
wear CGM devices for 6 months or more. No constraints 
were imposed on the metabolic compensation in terms of 
HbA1c at the baseline. Exclusion criteria were the presence 
of severe complications at an advanced stage, uncompen-
sated psychiatric disorders, and possibly dangerous societal 
problems. As the study was designed as purely observational, 
there was no need for a control group monitored with blinded 
devices. Other study requirements were the adoption of 
CGM in real-life conditions, continuous data recording for 
120 days at least, and the use of the CGM sensor for at least 
65% of the time during the whole observation period.

The initial group size was determined based on the 
requirements for the statistical significance of the Wilcoxon 
signed-rank test, planned for use to compare HbA1c estima-
tion methods. Calculations were performed according to 
Divine et al17 based on ɑ =.10 (probability of type-I error) 
and β = .20 (probability of type-II error).

Moreover, it was conservatively assumed that, in the nota-
tion of Divine et al., Pʹ = .8. This corresponds to an 80% 
probability that, for a given pair of HbA1c estimations per-
taining to the same patient and derived by different methods, 
the difference between their bias-compensated squared 
errors is greater than zero. No compensation for ties was 
applied because they were not expected to occur. The assess-
ment gave a minimum required sample size of N = 23, then 
increased to 33 to account for dropouts and uncertainties in 
the estimation of Pʹ.

At the baseline, the group consisted of 29 people (14 male 
and 15 female), had a mean age of 43.8 ± 14.8 years (mean 
± standard deviation, range 18–69), disease duration of 24.9 
± 13.5 years (range 3–56), body mass index (BMI) of 24.2 
± 3.3 kg/m2 (range 20-31), and HbA1c of 7.1% ± 1.0% or 
54 ± 10 mmol/mol (range 5%-9% or 31-75 mmol/mol). At 
the end of the observation period 2 patients did not satisfy the 
65% sensor use requirement and were not included in the 
subsequent statistical analysis.

Patients were instructed about the use of prescribed com-
mercial G6 (Dexcom, San Diego, CA) devices, which were 
fully reimbursable and repaid by the Italian National Health 
System, and procedures to upload CGM data to the 
DIASEND (Glooko, Mountain View, CA) and CLARITY 
(Dexcom, San Diego, CA) websites. Since the study was 
purely observational, participation did not affect the behav-
ior and decision of the care team, and patients were let free to 
manage the everyday use of their devices.

Data collection was carried out between January 1 and 
May 31, 2021. A follow-up visit was planned at the end of 
the period, when an HbA1c laboratory assay was performed 
based on high-performance liquid chromatography (HPLC) 
ion-exchange chromatography.18

The upper part of Figure 1 summarizes how eA1C can be 
derived from CGM measurements according to Leow.13 
Gray rectangles in the figure represent data processing 

blocks, and arrows specify data flow. The lower part of the 
figure summarizes the choices that can be made in each pro-
cessing block.

CGM data are acquired from the CGM vendor’s or third 
party’s web-based portal and preprocessed. Two different 
ways of dealing with missing samples were explored:

1.	 Leave this duty to the next processing block, area 
under curve (AUC) calculation, which is capable of 
handling nonuniformly spaced data. This approach, 
called TI, is mathematically straightforward but can-
not consider the contributions of missing data sam-
ples resulting from the action of biochemistry 
mechanisms for blood glucose regulation.

2.	 Synthesize missing samples with a patching strategy, 
aware of the kind of information it is working on. The 
strategy explored in this work, called NI, is still based 
on interpolation when the amount of missing data is 
less than 4 hr, using a technique similar to the one 
described by Fonda et al.12 Instead, when the amount 
of missing data is more than 4 hr, but less than 7 days, 
it replicates an analogous slice taken from other 
CGM data stream sections. Although sophisticated 
techniques have been proposed to deal with missing 
experimental data,19 in this study, we are mainly 
interested in showing that the estimation of HbA1c 
can be improved in a number of ways with respect to 
conventional methods currently in use, and even the 
introduction of elementary signal patching methods 
can bring tangible benefits. In fact, basic approaches 
such as those adopted in this paper can reach this goal 
without resorting to complex and computation-inten-
sive software solutions. Then, short sequences of 
missing data (eg, intervals shorter than 4 hr corre-
sponding to 48 CGM samples) were dealt with effec-
tively by means of linear interpolation techniques.12 
Moreover, we decided to manage possible larger gaps 
corresponding to some days of missing CGM data 
(up to 7 days in our observations) by assuming, for 
each patient, small changes in the daily mean IG. We 
are conscious that this assumption can be unrealistic 
in a number of situations, but we found that cumula-
tive effects of relatively fast variations in the CGM 
signal on the eA1C computation over a long time 
period (120 days) were limited in case of satisfactory 
CGM sensor use. Thus, in this case, imputation of 
missing elements was performed with the mean IG 
value computed from the available samples of a time-
shifted interval of equal length. Owing to the regular 
time-spacing of CGM data and the analysis algo-
rithms, this is equivalent to substitute the unavailable 
pattern with samples in the corresponding shifted 
interval. The main advantage of this choice is the 
ability to carry out simpler and faster computations in 
determining eA1C.
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The output of the first step is a stream of IG samples. The 
next step is AUC calculation, which can in turn be performed 
in 2 ways:

•• An unweighted numerical integration of the IG sam-
ples based on trapezoidal integration and compatible 
with Leow’s approach.13 To avoid interpolation issues 
when data are missing at the extreme left of the inte-
gration interval, a single artificial sample with the 
same value as the nearest real sample has been added 
if needed. This method calculates AUC as: 
AUC ig t dt

t

t
= ∫ ( )

1

2
, where ig t( )  represents the IG 

value sampled at time t  and [ , ]t t1 2  is the observation 
interval; the width d t t= −2 1  of the observation  
interval has been set to d =120 days . From AUC,  
the mean IG across the observation interval  
can then be calculated by dividing AUC by d : 
MIG AUC d d ig t dt

t

t
= = ∫/ ( )1

1

2
. Given the relatively 

large number of samples in a typical integration inter-
val (about 34,000 in a 120-day integration interval 
with 5-min sample spacing) neither the integration 
method nor boundary effects are likely to introduce 
any significant difference.

•• Since several studies20-22 indicate that the relative 
importance of IG samples in determining the HbA1c 
estimation decreases as their temporal distance from 
the HbA1c sampling point increases, it may be conve-
nient to introduce an IG weighting function w(t) in 
AUC calculation. In this case, MIG is calculated as 
MIG W w t t ig t

t

t
= −∫1 2

1

2
( ) ( ) . The normalization fac-

tor must be W w t dt
d

=
−∫ ( )
0

, so that a constant w(t) 

yields the same result as the previous approach. Figure 
2 depicts the 9 w(t) considered in this paper and their 
names. The steepness of the exponential decay 

function Exp_10 has been chosen so that 
w d w−( ) = ( )1 10 0/ . The midpoint of the logistic sig-
moid Logistic_01 has been set to −d / 2 , and its 
growth rate to 0.1. To justify the empirical selection of 
these w t( ) , it is worth remarking that the purpose of 
considering weight functions in this study was to 
assess whether they could improve HbA1c estimation, 
rather than finding an optimal w(t).

The final step in HbA1c estimation involves the use of one of 
the MIG/HbA1c linear regression equations published in lit-
erature and listed in the Appendix, namely, those proposed in 
the ADAG study,4 the UKPDS trial,14 the DCCT study,15 and 
2 others presented by Nathan et al.6,16 They are referred to as 
ADAG, UKPDS, DCCT, Nathan07, and Nathan84, 
respectively.

The combination of 2 different interpolation techniques, 
10 weighting functions (including a constant w(t) for 
unweighted AUC calculation), and 5 regression equations 
led to a total of 100 points in the experiment space. This 
space was explored to find the method that provided the best 
eA1C. The comparison was performed by means of Bland-
Altman (BA) plots,23 using the variance of the differences 
with respect to the HbA1c gold standard as a metric.

At first, the exploration was carried out in 2 sequential 
steps to reduce the number of test cases. In the first step, 
estimation methods were compared with respect to the data 
interpolation technique and the w(t) shown in Figure 2, using 
the ADAG linear regression as in Leow.13 The second step 
started from the most promising interpolation technique and 
w(t) identified in the first, varying the MIG/HbA1c linear 
regression equation. Since the 2 analysis steps may be mutu-
ally dependent, an exhaustive experiment space exploration 
was later performed, confirming that the best method identi-
fied in this way was still the same as before.

Results

Table 1 lists the main BA plot statistics calculated during the 
incremental analysis. From left to right, its columns contain:

•• The name of the test case, given by the concatenation 
of the interpolation method (NI or TI), the w(t) (one 
of the names in Figure 2), and the linear regression 
function (Unweighted, ADAG, DCCT, UKPDS, 
Nathan07, or Nathan84).

•• The Spearman’s Rank Correlation Coefficient of the 
eA1c with respect to the gold standard.

•• The P value of the mean/difference Spearman’s Rank 
Correlation R being non-zero, according to a Student’s 
t-test on the statistic t R N R= − −2 1 2/ . A P value 
below a certain threshold α , typically α = 0 05. , 
would suggest that a regression model would be more 
appropriate than a BA plot for analysis.

Figure 2.  IG weighting functions w(t) adopted in the study for 
AUC calculation. IG, interstitial glucose; AUC, area under curve.
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•• The mean squared error (MSE) of eA1C with respect 
to the gold standard.

•• The bias and variance of the differences of the test 
case with respect to the gold standard.

Rows highlighted in bold represent the baseline technique 
presented in Leow13 (implicit interpolation, unweighted 
AUC calculation, and ADAG regression equation), the best 
method according to the BA variance of the differences after 
the first analysis step (smart interpolation, Step_45 w(t), 
and ADAG regression equation) and after the second (smart 
interpolation, Step_45 w(t), Nathan84 regression equa-
tion). We observe that:

•• There is little change in the Spearman’s Rank 
Correlation Coefficient across all test cases, thus con-
firming that, as also shown in other works,24 this met-
ric is inconclusive to show evidence of any 
improvement among the methods being analyzed.

•• The P values of the mean/difference Spearman’s Rank 
Correlation being non-zero are all above 0.17, thus 
confirming that BA plots are indeed a well-founded 
analysis tool in this case.

Discussion

Changing the interpolation technique, w(t) and regression 
equation does influence HbA1c estimation quality. The 
NI_Step_45_Nathan84 technique reduces the variance 
of the differences with respect to the gold standard from 
0.2035 to 0.1263 when compared to the baseline technique 
TI_Unweighted_ADAG,13 an improvement of about 38%.

The upper part of Figure 3 contrasts their BA plots (TI_
Unweighted_ADAG on the left and NI_
Step_45_Nathan84 on the right). In the plots, the 
dashed horizontal line is the zero-difference line. The middle 
solid horizontal line marks the mean difference (Bias column 
of Table 1). The 2 other horizontal lines represent the esti-
mated limits of agreement. They delimit the region around 
the mean difference within ±1.96 standard deviation of the 
differences, where 95% of differences between measure-
ments by the 2 methods are expected to lie.

The horizontal green bands represent the 95% confidence 
intervals (CIs) of the mean difference and the agreement lim-
its calculated as in Giavarina24 and Bland and Altman.23

Bland-Altman plots require the differences between the 
measurement methods being compared to be normally  

Table 1.  Bland-Altman Plot Statistics for the Experiment Space Considered in the Study.

Test case Correlation P MSE Bias Variance

First step, interpolation and w(t) selection
  TI_Unweighted_ADAG 0.9081 .1838 0.3453 0.3865 0.2035
  TI_Linear_120_ADAG 0.9194 .2011 0.3190 0.3609 0.1960
  TI_Plateau_25_90_ADAG 0.9127 .1934 0.3032 0.3401 0.1947
  TI_Linear_90_ADAG 0.9139 .2184 0.3004 0.3354 0.1952
  TI_Step_45_ADAG 0.9164 .3366 0.2531 0.3047 0.1664
  TI_Step_60_30_ADAG 0.9127 .2520 0.2992 0.3532 0.1811
  TI_Step_60_ADAG 0.9096 .1923 0.3124 0.3579 0.1914
  TI_Step_30_ADAG 0.9096 .5583 0.2858 0.3365 0.1792
  TI_Exp_10_ADAG 0.9188 .2208 0.3071 0.3505 0.1913
  TI_Logistic_01_ADAG 0.9194 .1817 0.2993 0.3375 0.1926
  NI_Unweighted_ADAG 0.9277 .2507 0.2985 0.3741 0.1646
  NI_Linear_120_ADAG 0.9435 .3151 0.2675 0.3438 0.1550
  NI_Plateau_25_90_ADAG 0.9368 .3288 0.2570 0.3297 0.1540
  NI_Linear_90_ADAG 0.9368 .2945 0.2547 0.3249 0.1549
  NI_Step_45_ADAG 0.9429 .3589 0.2379 0.3126 0.1455
  NI_Step_60_30_ADAG 0.9332 .3181 0.2674 0.3439 0.1549
  NI_Step_60_ADAG 0.9432 .2507 0.2685 0.3472 0.1536
  NI_Step_30_ADAG 0.9228 .4829 0.2725 0.3294 0.1703
  NI_Exp_10_ADAG 0.9447 .3460 0.2609 0.3359 0.1538
  NI_Logistic_01_ADAG 0.9368 .2974 0.2543 0.3292 0.1516
Second step, regression equation selection
  NI_Step_45_DCCT 0.9429 .1745 0.1881 -0.2545 0.1280
  NI_Step_45_UKPDS 0.9429 .1745 0.2144 0.3006 0.1288
  NI_Step_45_Nathan07 0.9429 .8894 0.2491 0.3529 0.1293
  NI_Step_45_Nathan84 0.9429 .7188 0.3482 0.4760 0.1263

Abbreviation: MSE, mean squared error.
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Figure 4.  Distribution of the HbA1c prediction error of the 3 main 
estimation techniques considered in the study for the sample patients.

distributed. The normality check was performed in 2  
different ways:

•• By means of a quartile-quartile (QQ) plot of the distri-
bution of the normalized differences with respect to 
N(0,1). Under perfect normality conditions, all points 
in the plot should sit on the dashed diagonal line.

•• With the Anderson-Darling (AD) normality test25 as 
proposed by Stephens.26

The analysis results are shown in the lower part of Figure 3. 
The AD test shows that the discrepancy with respect to the 
normal distribution is insignificant (P = 1.000). The value of 
the AD A2  test statistics was corrected for small sample size.

To highlight how the estimation method affects the discrep-
ancy between eA1c and HbA1c, Figure 4 illustrates how the 
HbA1c prediction error is distributed for the sample patients, 
when using TI_Unweighted_ADAG (baseline) and the best 
methods identified in the first and second step of the study, 
NI_Step_45_ADAG and NI_Step_45_Nathan84.

Figure 3.  Bland-Altman (BA) plots, quartile-quartile (QQ) plots, and Anderson-Darling (AD) statistics of the baseline case (left) and the 
best estimation technique identified in the study (right).
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Since all methods are affected by a certain amount of bias 
with respect to the reference, observations have been cor-
rected for bias before calculating the prediction error. The 
figure shows the histogram of the absolute, bias-corrected 
HbA1c prediction error, with HbA1c expressed in percent 
and zero-centered bins of width 0.25%.

The best estimation method found in this study (yellow 
bars) doubled the number of patients whose prediction error 
lies in the [−0.125, +0.125]% band with respect to the base-
line (purple bars). The number of patients whose prediction 
error is higher decreased, or stayed constant, except for a 
slight increase (from 3 to 5 patients) in the [0.125, 0.375] 
band.

Another metric commonly used to compare the perfor-
mance of 2 estimation techniques is to analyze their squared 
error with respect to the gold standard. When considering 
methods a and b, we obtain 2 samples of bias-compensated 
squared errors Ea  and Eb , each sample consisting of one 
element for each observation. These 2 samples are depen-
dent, because the underlying observations pertain to the 
same patients and they may not be assumed to be normally 
distributed.

To compare them, we chose the Wilcoxon signed-rank 
test27 because it can be used on related samples, matched 
samples, or repeated observations. Moreover, it is nonpara-
metric and does not rely on any assumption of normality.

Calling µa and µb, the median of Ea  and Eb , the test was 
applied taking as null hypothesis H a b0 :µ µ=  and as alter-
nate hypothesis either H a b1 :µ µ≠  (2-tailed test) or 
H a b1 :µ µ<  (1-tailed test). The alternate hypotheses test, 
respectively, whether the median squared error of methods a 
and b significantly differ, and whether a’s median square 
error is significantly lower (and hence, better) than b’s.

As shown in the last row of Table 2, the test revealed a 
significant difference in median squared error between meth-
ods NI_Step_45_Nathan84 and TI_Unweighted_
ADAG (P = 0.0358, significance level α ≥ 95%) in favor of 
NI_Step_45_Nathan84 (P = 0.0179, significance level 
α ≥ 95%).

When analyzing the contribution to statistical significance 
brought by the 3 techniques considered so far (smart interpo-
lation, non-constant w(t), and regression other than ADAG), 
the data in Table 2 reveal that:

•• The use of smart interpolation alone is insufficient to 
reach a statistically significant improvement.

•• The use of the nonconstant w(t) Step_45 alone is 
sufficient, at a confidence level of 95%.

•• Using both brings a statistically significant improve-
ment as well.

•• The use of the Nathan84 instead of the ADAG regres-
sion reaches statistical significance only with a confi-
dence level of 90% (not 95%) and only when 
considering the more restrictive alternate hypothesis 
H a b1 :µ µ< .

•• Despite the slight decrease in the P value for NI_
Step_45_Nathan84 with respect to NI_
Step_45_ADAG, the use of the former is still 
advisable because, as shown in Table 1, it has a better 
adherence to HbA1c.

In all Wilcoxon signed-rank tests summarized in Table 2, 
no ties were observed.

Systematic errors in CGM data caused by imperfect sen-
sor calibration can be modeled as time-variant additive and 
multiplicative error terms of ig t( ) , as proposed by Vettoretti 

Table 2.  Wilcoxon Signed-Rank Test Results.

Technique Alternate hypothesis H1 P value

Accept at significance level α

α = 0 90. α = 0 95.

Smart interpolation
NI_Unweighted_ADAG

µ a b≠ µ .2084 H0 H0

µ µa b< .1042 H0 H0

(N = 27, z = 1.2733, signed-rank = 242, t = −1.2888)
Non-constant w(t)
TI_Step_45_ADAG

µ a b≠ µ .0335 H1 H1

µ µa b< .0167 H1 H1

(N = 27, z = 2.0902, signed-rank = 276, t = −2.2403)
Smart interpolation and non-
constant w(t)
NI_Step_45_ADAG

µ a b≠ µ .0293 H1 H1

µ µa b< .0146 H1 H1

(N = 27, z = 2.1382, signed-rank = 278, t = −2.3022)
MIG/HbA1c regression
TI_Unweighted_Nathan84

µ a b≠ µ .1455 H0 H0

µ µa b< .0727 H1 H0

(N = 27, z = 1.4655, signed-rank = 250, t = −1.4990)
All of the above together
NI_Step_45_Nathan84

µ a b≠ µ .0358 H1 H1

µ µa b< .0179 H1 H1

(N = 27, z = 2.0661, signed-rank = 275, t = −2.2097)

Abbreviation: MIG, mean interstitial glucose.
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et al,28 whose effect on HbA1c estimation can in principle be 
assessed by incorporating these same terms in the MIG equa-
tions presented previously. However, as the error terms vary 
through the sensor lifetime, this leads to practical issues 
when the exact sensor installation and replacement dates are 
unknown, as it happens for the data set considered in this 
study. On the contrary, considering the worst-case calibra-
tion error to make the error terms time-invariant could lead 
to an overestimation of its effect. A more precise character-
ization would be possible if the CGM observation window 
for HbA1c estimation could be reduced to the lifespan of a 
single sensor. In any case, the HbA1c estimation uncertainly 
determined in this paper already takes the calibration error 
into account even without modeling it explicitly.

Finally, the accuracy of the G6 sensor has been proven to 
be good in several literature studies,29,30 and this is a further 
element in favor of deriving satisfactory HbA1c estimates 
from CGM data too.

To be fair, readers should be warned that this work is far 
from being the final answer to the eA1C prediction problem. 
In fact, although it is intended to contribute in obtaining bet-
ter estimates from available CGM data, a number of aspects 
still need further investigations and improvements. For 
instance, standardization and traceability of measurements 
data are requirements of utmost importance not only for the 
disease management and care but also for correct result 
comparisons. While traceability of HbA1c assays seems 
adequately established at present,31 the same is not true for 
CGM data, and differences exist not only between manufac-
turers but also between types of sensors by the same 
manufacturer.32

Among others, this makes the comparison of estimation 
techniques difficult when, in general, they are carried out in 
different operating conditions. Prediction improvements 
shown by our study are consistent (and methods fairly com-
parable) because a single type of sensor was used and the 
various computation alternative were applied to the same 
CGM data set. Then obtained results are significant but in a 
relative way (eg, NI_Step_45_Nathan84 performs 
surely better than TI_Unweighted_ADAG), while abso-
lute figures might not (and likely would not) be the same if a 
different type or multiple types or sensors were used.

Conclusions

While CGM-derived metrics (eg, TiR and TaR) are becom-
ing more and more popular in diabetes care, HbA1c is still 
the gold standard and most healthcare professionals are 
accustomed to its use as a reference parameter. Thus, the esti-
mation of HbA1c from CGM plays the important role of 
enabling a smooth and increasing coaching of CGM in dia-
betes care,33 by effectively relating its metrics to the well-
consolidated use of HbA1c.

Evaluating HbA1c quickly, precisely, and reliably from 
CGM data without resorting to laboratory assays can bring 

considerable benefits to both diabetologists and patients, 
besides reducing care times and costs for public health sys-
tems. These benefits could be obtained not only through a 
reduction of HbA1c,34 but also in the routine monitoring of 
patients’ health by suitably reducing the number or yearly 
assays.35 This study has shown how the adoption of a patch-
ing strategy for CGM data acquired in real-life conditions 
and the selection of a suitable weighting function and regres-
sion equation in the data processing chain contribute to 
reduce the variance of the eA1C-HbA1c differences by about 
38% with respect to other published solutions.

Improvements obtained by selecting different patching 
strategies, weighting functions and regression equations 
have been compared through both BA plots and the Wilcoxon 
signed-rank test on the squared error with respect to HbA1c.

The advantages discussed in this paper can be achieved 
through the direct introduction of the proposed techniques in 
commercial CGM devices and data processing software, 
with very little effort and cost. Their adoption would bring 
benefits to both clinicians and patients in their everyday 
monitoring routine besides strengthening their confidence in 
eA1C (or GMI) predictions. The study has also shown that 
acting on a single factor at a time (eg, the regression equa-
tion) as done in some previous studies is unlikely to produce 
considerable practical benefits.
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