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Abstract 

With the increasing pace of digital technology innovation and commercialization, 
monitoring commercial diffusion of technologies becomes more important for 
organizations. Technology monitoring is fundamental to R&D planning, technology 
management, and strategic decision-making. Despite its importance, monitoring the 
diffusion of technologies at the commercial lifecycle stage relies on crude methods, such 
as “snapshot-in-time” surveys and keyword counts. These approaches are in stark 
contrast to novel and rapidly advancing methods for monitoring technologies at the 
precommercial lifecycle stages, such as fundamental scientific research and applied R&D. 
We address this imbalance by proposing a specialized method for monitoring the 
commercial diffusion of technology. The method recognizes phases in technology 
adoption by organizations and captures the temporal progression of the diffusion 
process. One of the central elements of the proposed method is the classification of text, 
which relies on qualitative content coding. Our approach to coding leverages the insights 
from innovation diffusion research and is sensitized specifically to detect phases in 
technology adoption by organizations. The approach is illustrated with the case of 
artificial intelligence (AI) diffusion among S&P 500 companies during the 2004–2019 
period. Our first contribution is a new method for monitoring the commercial diffusion 
of technologies. It provides transparent, replicable, updatable, and granular results, 
which can complement survey-based technology monitoring. The second contribution is 
empirical evaluation of AI diffusion in the context of leading firms in North America. 

Keywords: Technology diffusion, technology adoption, technology strategy, artificial intelligence 
(AI), machine learning (ML) 
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AI Diffusion Monitoring among S&P500 
Companies: Empirical Results and 

Methodological Advancements 
Completed Research Paper 

Introduction 

Technology adoption is a fundamental driver of productivity and competitiveness for firms and nations 
(Brynjolfsson et al. 2018; Hall 2004). Hence, technology monitoring underlies the generation of strategic 
foresight regarding changes impacting businesses, economies, and societies (Roper et al. 2011, secs. 1 and 
4.2). Therefore, monitoring technologies throughout their lifecycles is highly relevant to both research and 
practice. The method with the longest track record and commonly used today is survey-based research 
(Roper et al. 2011, pp. 100–103). Survey-based research is particularly prevalent in studies concerned with 
technologies entering commercialization and later stages in the technology lifecycle. Scholars and 
practitioners tasked with technology monitoring rely on surveys (for example, see: Balakrishnan et al. 2020; 

Magoulas and Swoyer 2020; Montagnier and Ek 2021; Oliveira et al. 2019; Zolas et al. 2020). Another group of 
technology monitoring methods, sometimes referred to as “tech mining” (Porter and Cunningham 2004), 
emerged from the content analysis (Roper et al. 2011, p. 106) and is currently under active development 
(Cunningham and Kwakkel 2016, p. xx), particularly for monitoring precommercial-stage technologies. 
These novel approaches provide an increasing range of insights and inform R&D and technology planning 
related to precommercial-stage technologies. 

Despite the contribution of these methods, limitations prevail in monitoring the commercial diffusion of 
technologies. First, since significant hurdles separate technological inventions and applied R&D from 
commercialization (Roper et al. 2011, p. 8), methods focused on early stages of the technology lifecycle, 
such as patent analysis, are not sufficient to understand the subsequent commercial diffusion of technology. 
Second, methods focused on later stages in the technology lifecycle also face limitations (Rogers 1983, p. 
117). Thus, the development of monitoring methods suitable for commercial-stage technologies, which are 
longitudinal and recognize the complexity of the technology adoption process by organizations, has been 
missing. Therefore, we propose a method specifically designed to recognize phases in technology adoption 
by organizations and capture the diffusion process over time. The proposed method leverages the 
qualitative content analysis approach. Our approach to coding is sensitized to studying the organizational 
adoption of technologies. It builds on insights from innovation diffusion research concerned with the 
process of technology adoption within organizations (Cooper and Zmud 1990; Greenhalgh et al. 2008, sec. 
5.3; Meyer and Goes 1988; Rogers 2010). The method is illustrated with the case of artificial intelligence 
(AI) diffusion among S&P 500 companies during the January 2004–May 2019 period. AI is a “frontier of 
computational advancements that references human intelligence in addressing ever more complex 
decision-making problems” (Berente et al. 2021, p. 1435). Top executives internationally recognize AI as 
having the potential to significantly impact the strategic position of their organizations and the competitive 
dynamics of industries (Ransbotham et al. 2020). Therefore, business leaders, scholars, and policy-makers 
are keen to monitor the commercial diffusion of AI. 

This study brings several contributions. First, our method addresses the issue of technology monitoring for 
technologies in the latter part of their lifecycle, namely, those entering into commercialization or later 
stages. Second, the proposed method is versatile in terms of its applicability to a wide range of technologies. 
This versatility stems from its reliance on qualitative content analysis, which is not limited to any specific 
type of text or document, and its sensitization to broadly defined phases of technology adoption. Next, 
practitioners can readily adopt the proposed method into use and complement their existing technology 
monitoring approaches. Their projects will benefit from transparent, replicable, updatable, and granular 
results generated by our method. Thus, the proposed method presents a valuable addition to a survey-based 
approach to monitoring the commercial diffusion of technology. Finally, given that the proposed method 
follows a structured procedure for content coding, it may serve in the future as a foundation for an 
automated technology monitoring algorithm. 
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Theoretical background 

Our approach draws on the existing research on technology monitoring and innovation diffusion. 
Therefore, in this section, we provide a brief overview of the relevant theory and methods from these two 
partially overlapping streams of literature. We separately identify the development of methods for 
monitoring the precommercial and commercial diffusion of technologies in both streams of literature. 
Technology monitoring is the process of observing and keeping up with developments in a specific 
technology (Roper et al. 2011, p. 72). It is widely used and provides essential inputs for both business and 
policy decision-makers and, thus, contributes to R&D management, technology management, and 
corporate and national strategies (Burgelman et al. 2004, pp. 8–9; Chen and Small 1994; Porter and 
Detampel 1995; Teichert and Mittermayer 2002). In this paper, we limit the scope of technology monitoring 
to include past developments. 

Monitoring precommercial diffusion of technology 

Companies cannot use precommercial-stage technologies in their daily operations but might engage with 
these technologies through, for example, R&D work. Nevertheless, understanding the development paths 
for precommercial technologies might be strategically important (Teichert and Mittermayer 2002). Since 
technological progress at the precommercial stage manifests itself, at least partially, in scientific 
publications and patents (Porter and Cunningham 2004, p. 7), technology monitoring primarily leverages 
these documents (Martino 2003; Roper et al. 2011, pp. 81–82). It is often referred to as “tech mining” 
(Porter and Cunningham 2004, sec. 2.3; Roper et al. 2011, sec. 5.2). Porter and Cunningham (2004, p. 19) 
define tech mining as “the application of text mining tools to science and technology information, informed 
by understanding of technological innovation processes.” Particularly in the area of patent analysis, there 
have been many recent advances, such as analysis of innovation topics (Choi et al. 2018); identification of 
interindustry technologies (Fredström et al. 2021); and screening ideas in the early stages of technology 
development (Hong et al. 2021). 

Despite these advances, monitoring the precommercial diffusion of technology is insufficient to understand 
the subsequent commercial diffusion. First, not all inventions “find a viable commercial application” (Grant 
2016, p. 243). Next, there is a significant time lag between making an invention and its commercialization 
(Roper et al. 2011, sec. 1.2), which results from an innovation needing to overcome, in many cases, 
significant difficulties before the adopters take it into use (Rogers 2010, p. 1). Consequently, the methods 
for monitoring commercial diffusion of technology present a distinct area of research and practice. 

Monitoring commercial diffusion of technology 

Monitoring the commercial diffusion of technology develops an understanding of the extent to which the 
target population of adopters has taken a focal technology into use. It presents a unique set of challenges. 
Unlike in the case of precommercial diffusion, there are no commonly used and standardized publications 
to measure progression. Instead, technologies diffusing in a target market spread through various channels, 
such as industry conferences, press, word-of-mouth, business intelligence, and many more (Rogers 2010, 
pp. 18–20). Consequently, many types of actors engage in monitoring the commercial diffusion of various 
technologies. They include national statistical offices, not-for-profit organizations, and other service 
providers, such as market research firms and consulting companies. 

There are two main categories of methods used in monitoring the commercial diffusion of technology: (1) 
survey research and (2) analysis of various types of content. We provide a brief background on the two 
categories and discuss their limitations. The use of surveys to collect data for research and analysis of 
commercial diffusion of technology has been and continues to be very prominent. A seminal study of hybrid 
corn diffusion in Iowa (Ryan and Gross 1943), which relied on interview-based surveys, formed the 
foundation of the diffusion research paradigm in the 1940s (Valente and Rogers 1995). Given the successful 
expansion of diffusion research in the following decades beyond the discipline of rural sociology (Rogers 
2010), the previously established methodological approach continued to thrive and evolve. Recent studies 
investigating the diffusion of digital technologies continue to rely on surveys as a source of data (Oliveira et 
al. 2014, 2019). National statistical offices also use this approach to gauge the commercial diffusion of 
technology. A recent publication of U.S. enterprise technology adoption by the U.S. Census Bureau is a good 
illustration (Zolas et al. 2020). Additionally, major consulting companies and other organizations 
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publishing insights on technology diffusion continue to rely on surveys, (for example, see: Balakrishnan et 
al. 2020; Magoulas and Swoyer 2020; Ransbotham et al. 2020). Despite this long lineage, survey research 
faces many limitations for providing insights into technology monitoring. Rogers (2010, pp. 126–130) 
highlights some of the criticism of survey-based methods. One of the limitations of surveys, which he points 
out, is providing a “snapshot-in-time” perspective rather than a “moving pictures” perspective. This low 
temporal granularity is a drawback, especially for rapidly advancing and diffusing technologies. Even 
remedying this by running surveys at multiple points in time introduces new challenges – distortion of the 
perception of innovation by the respondents (Rogers 1983, p. 117) and aggravation of nonresponse bias 
(Roper et al. 2011, p. 103). In addition, survey research in technology monitoring can suffer from long time 
lags, problems with definitions of technical terminology, and in the case of commercially run studies, 
limited transparency regarding specific methods and sampling (Montagnier and Ek 2021). Consequently, 
survey-based methods alone are not sufficient for monitoring the commercial diffusion of technology. 

The second category of methods used in monitoring commercial diffusion of technology originates from 
content analysis. A study of the diffusion of multidivisional administrative structure among large industrial 
firms (Teece 1980) relied on qualitative content analysis. Teece analyzed, among others, annual reports, 10-
K forms filed with the Securities and Exchange Commission, prospectuses, business periodical articles, 
recruiting literature, and publicly available texts of speeches by corporate officials. The resulting 
classification of organizational forms did not allow for multiple phases in innovation adoption but rather 
was binary in nature (Armour and Teece 1978). Similarly, a more recent analysis (Daniel Zhang et al. 2021, 
p. 106) disregarded phases in technology adoption by employing counts of technology-related keywords in 
executive presentations as an indicator of technology diffusion. Two other studies (Mikova and Sokolova 
2019; Segev et al. 2015) analyzing the commercial diffusion of technology and employing content analysis 
also faced limitations, which resulted from the lack of control over the sample of companies included in the 
data analysis. Overall, we conclude that the current state of methods for monitoring the commercial 
diffusion of technology has been insufficient and stagnant. It is possible to address this gap by drawing on 
insights from innovation diffusion research on the process of technology adoption in firms (Greenhalgh et 
al. 2008, sec. 5.3; Rogers 2010, pp. 126–130). 

Proposed method 

Our proposed approach to monitoring 
commercial diffusion of technology 
consists of four steps (Figure 1): (1) 
scoping and situating technology 
diffusion monitoring project, (2) 
sampling and content retrieval, (3) 
analyzing and classifying content, and 
(4) presenting, exploring, and 
exploiting the results. We describe 
these steps in greater detail in the 
following subsections. 

Step 1: Scoping and situating 
technology diffusion 
monitoring project 

The first task of researchers employing 
the proposed method is to define the scope of the monitoring project by identifying categories, names, or 
keywords representing the target technology. These keywords guide the content search and retrieval (in 
step 2). The terminology for describing and referring to (early) commercial-stage technologies is either 
established or emerging (Santos and Eisenhardt 2009). The trade-off between specificity and breadth of 
these keywords drives the scope of the monitoring project. For example, some keywords might represent a 
broader technological trajectory or frontier, such as “solar energy.” Others might encompass only a 
narrower set of technologies, such as “tower concentrating solar plants.” Furthermore, the level of project 
scoping difficulty might depend on the familiarity of the research team employing the proposed method 

Figure 1.Overview of steps in the proposed method. 
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with the target technology. If researchers are unfamiliar with the focal technology, they should first conduct 
a broader exploratory analysis (Roper et al. 2011, pp. 76–77). 

Situating the technology diffusion monitoring project involves the identification of earlier findings on 
technology diffusion, which have been generated by other researchers or from commercial sources. Such 
reports and results on commercial diffusion of technology might be available, for example, from trade 
associations, market research firms, consulting firms, national statistical offices, or press. The purpose of 
situating technology diffusion monitoring is twofold. First, it uncovers the level of technology diffusion 
reported by others. These insights enable the comparison of the results from other sources against the 
outputs from our method (in step 4). Second, situating the project contextualizes the understanding of the 
diffusion process for the target technology. This understanding includes previously used definitions and 
scope of technology, samples of companies, methods (particularly their shortcomings), and timeframes. 

Step 2: Sampling and content retrieval 

Once the project scope has been defined and situated within the context of the target technology, the next 
step is to narrow it down and focus. This involves the selection of target companies, as well as a suitable 
timeframe and text content. This step concludes with the search and retrieval of unstructured text content 
for the analysis in the next step. 

The selection of companies included in the monitored sample is vital because company size and industry 
are strongly associated with the rate and level of technology diffusion (Fichman 2000; Greenhalgh et al. 
2008, p. 139; Oliveira and Martins 2011). Furthermore, the type of companies to be monitored will also 
determine the range of unstructured text sources potentially available for the analysis. Some types of 
content, such as websites or press articles, might be available across a wide range of companies, while larger 
companies might also generate content in the form of, for example, press releases, annual reports, or 
transcripts of executive presentations. Another aspect of content selection is its alignment between the 
scope of technology monitoring and the role of the technology for target companies. For example, 
strategically important technologies for companies in the logistics industry are likely to be discussed by 
these companies in press releases or annual reports, but less so in the same types of content coming from 
the healthcare industry, where the same technologies might still be applicable, but are not as important. 

Determination of the relevant timeframe is also an integral part of this step. At the initiation of the 
monitoring project, it is necessary to decide how far back in time to go. Identifying landmark events 
indicating technology commercialization serves that purpose well. For example, an event indicating the 
commercialization of wind turbines is the first installation of a utility-scale wind turbine farm by an energy 
company. Alternatively, patent analysis can provide insights into when a focal technology begins to enter 
the commercialization stage (Porter and Cunningham 2004, pp. 284–285). If, however, the monitoring 
project is a rerun or update of previous research, only recent information needs to be analyzed. 

This step concludes with content search and retrieval. These tasks leverage technology-related keywords 
identified in the previous step. The content search involves the identification of documents with 
unstructured text content where there are references to the target technology and companies. The execution 
of the content search can either rely on existing commercial and open databases or custom-built approaches 
for content identification and retrieval. Potentially suitable content types include annual reports of listed 
companies, press articles, social media postings, technical reports, “gray” literature, company websites, and 
transcripts of executive presentations. A more in-depth discussion of the data sources, search, and content 
retrieval goes beyond the scope of this paper. Other authors have covered these topics in the past (for 
example, see Martino 2003; Mikova and Sokolova 2019; Porter and Cunningham 2004, secs. 6–8; Roper 
et al. 2011, sec. 5.2). 

Step 3: Analyzing and classifying content 

This step relies on qualitative content coding (Saldaña 2015). In the qualitative content analysis tradition, 
a code is “a word or short phrase that symbolically assigns a summative, salient, essence-capturing, and/or 
evocative attribute” to the section of text being analyzed (Saldaña 2015, p. 3). In our method, researchers 
generate the codes. This approach to qualitative content coding is in line with the provisional coding 
method, which utilizes a researcher-generated and predetermined list of codes used in the analysis (Saldaña 
2015, pp. 120–123). Thus, the creation of the coding scheme (see Appendix 1) must precede the content 
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analysis. The intention behind this scheme is to align it with the objective of the commercial technology 
diffusion monitoring project. Hence, the codes represent phases in the commercial adoption of technology 
by the target companies. Past research can provide a starting point for coding scheme development. For 
example, Rogers (2010) proposed a generic model describing the process of technology adoption by 
organizations. Appendix 2 presents a non-exhaustive list of models defining phases in innovation or 
technology adoption by organizations. Researchers employing the proposed method should select the initial 
coding scheme based on its suitability in the context of the technology monitoring project. 

The analysis comprises four elements: (1) selection of the coding unit; (2) testing of the initial coding 
scheme on a subsample of the content; (3) potential rearrangement of the scheme and another round of 
testing; and (4) coding of the entire sample of available content. The coding or recording unit is the “unit of 
text to be classified” (Weber 1990, p. 22). Since the source documents usually link to only a single company, 
it is sufficient to assign a single code to the whole document. However, if a single document relates to more 
than one company, it is necessary to narrow down the coding unit to ensure an unambiguous link between 
codes and individual companies. Furthermore, smaller coding units, such as paragraphs, also facilitate 
postprocessing and post hoc analysis. For example, technology use case analysis is conducted faster when 
leveraging paragraph-level rather than document-level coding. After the selection of the coding unit, it is 
possible to test the coding scheme. Since the codes are predetermined by the researchers before analyzing 
the content, “[t]esting not only reveals ambiguities in the rules but also often leads to insights suggesting 
revisions of the classification scheme” (Weber 1990, p. 24). We suggest coding randomly selected 
documents representing approximately 5%–10% of the overall sample to test the coding scheme. Testing 
should allow researchers to evaluate whether the coding scheme granularity level is suitable. Another 
recommendation is to initialize the scheme with a high number of technology adoption phases. Such 
granularity captures finer detail from the content, if available, and thus is more informative. Researchers 
following this procedure must also consider reliability. There are many approaches to ensure the reliability 
of qualitative content coding, some of which involve quantitative measures of reliability, while others 
restore to consensus between raters and group discussions (Saldaña 2015, pp. 27–28). Irrespective of the 
selected method for establishing reliability, the researchers involved in the project should transparently 
report it in their study. 

Step 4: Presenting, exploring, and exploiting the results 

The results from the previous step need to be further processed to derive insights from technology diffusion. 
After coding the entire sample, the results need to be aggregated on a company and code level because it is 
likely that a single company will be associated with multiple documents and codes. The procedure for 
aggregation includes two steps: (1) sorting the documents by the company and by date from oldest to the 
most recent; and (2) for each company-code combination, recording the earliest date in a table. The 
resulting table should include company names (in rows) and phases of technology adoption included in the 
coding scheme (in columns). The values in the table should show dates when individual companies reached 
specific phases of technology adoption. Some of the cells in the resulting table are likely to be blank due to 
no available information. This procedure assumes that if a single company is associated with a given phase 
of technology adoption on a particular date, then it cannot be “degraded” to an earlier phase, even if there 
is a code representing a lower phase of technology adoption assigned to it on a later date. For example, 
researchers may code company A as reaching full-scale technology adoption in January of a given year. At 
the same time, based on another document from December of the same year, they may assign it a code 
representing testing of that technology. In that case, we assume that January is when the company has 
reached the full-scale commercial adoption of that technology. Researchers might still use the information 
about technology testing from December, for instance, in post hoc analysis (outside of the present method’s 
scope). However, it does not impact the date of commercial adoption of the technology for company A. 
Thus, each date in the results table represents the earliest identified record of a given company reaching a 
specific phase of technology adoption. 

Case Study: AI diffusion among S&P 500 companies 

To illustrate the proposed method, we take the case of AI diffusion among S&P 500 companies. AI is not a 
single technology but rather a technological “frontier of computational advancements that references 
human intelligence in addressing ever more complex decision-making problems” (Berente et al. 2021, p. 
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1435). Technologies falling under the current umbrella of AI, most notably machine learning (ML) (Berente 
et al. 2021), have been recognized by executives in charge of firms around the world as having the potential 
to significantly impact the strategic position of their organizations and the competitive dynamics of 
industries (Ransbotham et al. 2020). Despite the resulting interest in AI, there is still a long way for many 
companies and industries to go to successfully implement the technology and have a meaningful impact on 
business results (Benbya et al. 2020). Hence, monitoring the progress of AI adoption by companies is a 
good choice for presenting the proposed method, as this technology is currently in the process of 
commercial diffusion among firms, particularly large firms (Benbya et al. 2020). In the remainder of this 
section, we present the application of the proposed method in the case of AI diffusion among S&P 500 
companies. 

Step 1: Scoping and situating AI diffusion 

To align our search keywords with this objective, we selected “artificial intelligence” as the first target 
keyword. Furthermore, we recognized that the meaning of AI has been changing over recent decades 
(Berente et al. 2021). Therefore, we needed to limit the project scope to the latest wave of AI diffusion, which 
we achieved by including another broad search term representative of the current wave of AI. That second 
target keyword was “machine learning.” Since we were interested in diffusion across all sectors, we did not 
want to favor any specific AI use case or application. Thus, we decided not to include any narrower 
keywords. For this method demonstration, we considered "artificial intelligence" and "machine learning" 
sufficient keywords to capture AI diffusion among companies. 

Situating AI diffusion monitoring also involved the identification of past research and other reports on the 
topic. We investigated three types of sources: (1) academic research, (2) national statistical offices and other 
governmental or not-for-profit organizations, and (3) consulting firms and other commercially oriented 
organizations publishing such findings. We present an overview of key findings from each of these sources 
in the remainder of this subsection. Academic research concerned with or related to the diffusion of AI 
technologies has been expanding rapidly due to many new challenges and opportunities presented by AI 
(Benbya et al. 2021). Despite this interest, based on our review of the literature, scholars have largely 
overlooked the question of the level of AI diffusion among companies; thus, monitoring the commercial 
diffusion of AI has not been a focus. We have identified only a few studies that at least partially attempted 
to do that. In a study (Lyu and Liu 2021) investigating keywords related to AI and other technologies in job 
postings made by energy firms between 2010 and 2019, AI was the most common technology. It appeared 
in the content of 4%–8% of job postings, depending on the year. Another study (Weber and Schütte 2019) 
investigating AI adoption by ten globally leading retail companies analyzed content from publicly available 
sources generated by these companies and the press. The results indicate that eight out of ten companies 
leveraged AI, although there were significant differences in the level of AI infusion into the daily business 
operations of these companies. Finally, an annual AI Index Report (Daniel Zhang et al. 2021, p. 106) 
provides the absolute number of "AI" and "machine learning" mentions in corporate earnings calls. These 
numbers (nearly 5,000 and 1,400 mentions for AI and ML, respectively) can be compared against the 
historical peak of slightly above 5,000 and 2,000 mentions, respectively, and the mention counts for other 
technologies (which had significantly lower counts). In contrast to the limited number of studies related to 
AI diffusion monitoring, research giving insights into the determinants and process of AI adoption by 
individuals and organizations, as well as the antecedents and consequences, has been flourishing (van den 
Broek et al. 2020, 2021; for example, see: Grønsund and Aanestad 2020; Lebovitz et al. 2021; Lou and Wu 
2021; Mayer et al. 2020; Reis et al. 2020; Strich et al. 2021; Dan Zhang et al. 2021; Zhang et al. 2020). 
These studies provided rich contextualization for this technology monitoring project and can inform 
exploration and interpretation of the results. 

Understanding the diffusion of AI into commercial use by companies has been high on the agenda of many 
national statistical offices, government-related entities, and other not-for-profit organizations. The high 
priority of this topic results from the potentially high impact of AI on the economy (Ransbotham et al. 
2020). The first finding that is prevalent across the results from different countries and institutions 
conducting surveys is that the overall level of AI adoption is relatively low, ranging between 1% and 20% 
(Eurostat 2020; Montagnier and Ek 2021; Zolas et al. 2020, p. 12). Next, large organizations generally have higher 
adoption rates of AI than small and medium enterprises (Eurostat 2020; Montagnier and Ek 2021; Zolas et al. 

2020, p. 12). There are, however, significant differences between countries. For example, the share of large 
enterprises with over 250 employees that analyze big data internally using machine learning is 41% for 
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Ireland and less than 5% for countries such as Cyprus, Lithuania, Bosnia and Herzegovina (Eurostat 2020). 
These findings come from surveys, which suffer from limitations beyond those we discussed previously. For 
example, different national statistical offices rely on their own definitions of AI, thus limiting the 
comparability of the findings (Montagnier and Ek 2021). Some studies include multiple technologies in a 
basket, thus limiting the visibility of AI-only diffusion. Notably, some studies in this category employ 
methodologies other than surveys, namely, content analysis of company websites (Mattila et al. 2017) and 
patent analysis (Toole et al. 2020). 

Finally, management consulting firms and other commercially oriented organizations have been the most 
active publishers of reports on the state of AI diffusion among companies. These reports represent the 
majority of the volume and variety of insights on AI diffusion out of the three types of sources we have 
identified. Given the sheer number of publications in this category, we concentrated on a selected few, which 
we considered the most representative, informative, and credible. This selectiveness means that we left out 
many of the reports falling into this category. We justify this decision with the significant limitations faced 
by publications of this type (Montagnier and Ek 2021). Frequently, the methods used were not transparent 
or, at least, not replicable. Since some studies sourced survey responses from proprietary contact lists 
(neither random nor theoretical sampling), which were undisclosed for commercial and confidentiality 
reasons, they were not accessible to impartial third parties. Thus, such studies were not replicable, even if 
they provided generic sample descriptions. These practices might lead to (un)intentional selection bias by 
targeting, for example, (prospective) customers with survey questionnaires. We also excluded from our 
analysis some reports that intentionally introduced selection bias by targeting only respondents from firms 
already engaged in AI activities. These reports ignored companies to which AI has not yet diffused. Finally, 
the commercial interests of the report writers may conflict with their readers' interests. On the positive side, 
these reports typically went beyond covering the state of AI diffusion and investigated topics such as related 
challenges faced by organizations, level of in-house expertise, numbers, type, budget, and importance of 
projects related to AI, roles, and count of employees involved in AI. Additionally, these reports tended to be 
more up-to-date than the results from academic publications or national statistical offices, given their 
publication volume and frequency. Overall, these reports provided us with rich insight but required careful 
consideration of their methods and validity. We found that the level of AI adoption grew steadily from 2017 
to 2020, with commercial AI adoption reaching 50%–60% of survey respondents or companies surveyed 
(Balakrishnan et al. 2020; Bughin et al. 2017; Cam et al. 2019; Chui and Malhotra 2018; Lorica and 
Loukides 2018; Lorica and Nathan 2019; Magoulas and Swoyer 2020; Ransbotham et al. 2017, 2018, 2019, 
2020). Thus, the process of commercial diffusion of AI is still underway as we write this paper. 

Step 2: Focusing on S&P 500 companies and the current wave of AI 
commercialization 

To further narrow down the scope of the technology monitoring project, we decided to concentrate on the 
largest companies in a single country. We selected the largest U.S.-based companies as our target 
population. Based on the findings from the previous step, they were among the most advanced users of AI. 
Furthermore, the choice of a single country increased the homogeneity of sample companies and the 
content to be analyzed. These companies share an external environment and present similar internal 
institutional characteristics. This setting makes them sufficiently comparable to jointly analyze their 
commercial diffusion pattern for AI. Next, all these companies produce content in English, which allowed 
us to carry out the analysis in a single language only. We assumed that companies included in the S&P 500 
index were representative of the target population. 

Selecting the specific timeframe to be used in the analysis was the next task. Since AI has been changing the 
meaning over time, we wanted to exclude earlier waves of AI from the timeframe. The technology category 
representing the earlier wave was “expert systems” (Berente et al. 2021). We used that keyword and 
searched in the Scopus database for academic papers mentioning it to identify that wave. The number of 
articles including “expert systems” in the title, abstract, or keywords stabilized after approximately year 
2000. Next, we identified the timing of several landmark events, which coincided with the start of the 
current commercialization wave of AI. Such events include, among others, the use of GPUs (graphics 
processing units) to train artificial neural networks for the first time by Andrew Ng in 2009; IBM Watson 
winning in Jeopardy in 2011; deep neural network-based algorithm winning the ImageNet image 
classification contest in 2012; and Google’s AlphaGo winning against Lee Sedol in the game of Go in 2016 
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(Chui et al. 2018). We decided to fix the start of the technology monitoring timeframe to January 2004, 
which gave five years before the first identified landmark event from the current wave of AI and four years 
after the number of papers related to “expert systems” stabilized. The end of the monitoring timeframe 
coincided with the date we retrieved the data, which was the end of May 2019. 

Next, we selected the content for analysis in the technology monitoring project. Based on the findings from 
earlier research and reports covering AI diffusion and use by companies, we knew that the technologies in 
our scope were of strategic importance. Thus, we decided to use transcripts of quarterly earnings calls and 
other investor presentations as content for the analysis. All sample companies were publicly listed, which 
meant that they all produced this type of content. Since investor events typically take the form of online 
conferences, detailed transcripts were available. Such events are the hallmark of voluntary disclosure 
(Rogers 2000) and serve two primary purposes for firms: informational and relational (Crawford 
Camiciottoli 2010). Tasker (1998) found that companies that provide less informative financial statements 
tend to make up for it with increased information content in conference calls. Additionally, the information 
content of the conference calls typically goes beyond the financial figures and includes forecasting and 
discussions on future trends, other relevant topics, and an unscripted Q&A session (Crawford Camiciottoli 
2010). Thus, some investor calls include a discussion on technology development and adoption by 
companies. This type of content is not without limitations, such as evidence that executives engage in 
promotional rhetoric aimed at instilling investor confidence (Crawford Camiciottoli 2010) and may make 
deceptive statements (Larcker and Zakolyukina 2012). Executives might also not disclose the use of 
strategically important technologies. This secrecy may originate from the fiduciary responsibilities they 
hold toward the corporations employing them (Tiwari and Ahamed 2018) and, in some cases, personal 
liability. Despite these limitations, some scholars have utilized such transcripts as input data for their 
analysis. For example, Wang and colleagues (2020) used transcripts of earnings calls in connection with an 
ML-based personality trait detector to analyze executive personality impact on mergers and acquisition 
intensity. Teece (1980) used transcripts of speeches by corporate officials, in combination with other 
content, to study the diffusion of administrative innovation among large U.S. firms. Based on these findings, 
we concluded that transcripts of earnings calls and other investor presentations had the potential to be a 
suitable source of unstructured text for this method demonstration. 

We retrieved 2,047 investor event transcripts of S&P 500 company executive presentations from the 
Thomson Reuters Eikon database. The search query was case insensitive and was “artificial intelligence” 
or “machine learning”. We included only events that took place between January 2004 and May 2019. 
Furthermore, these events were limited to quarterly earnings calls, conferences, financial analyst days, and 
other investor events targeting the business and investor community. The transcripts were in raw text 
(unstructured) format and included three metadata fields: event date, RIC (company identifier used in the 
database), and company name. Additionally, we collected from the same source the following data on each 
sample company and based on the latest available full financial year: annual revenue, primary and 
secondary NAICS sector codes and the respective sector names, yearly revenue per sector code (where 
available), and company sector based on the assignment to S&P sector indices. We used these additional 
data (in step 4) for the exploration and validation of the results. 

Step 3: Analysis of transcripts and classification of companies into three phases of 
AI implementation 

Before performing the analysis of content, we initialized the coding scheme based on past research. 
Subsequently, we tested it on a subsample of the content and revised iteratively until concluding the process 
with three codes: (1) mentioning AI; (2) piloting AI; and (3) commercial use of AI. Table 1 provides 
definitions of the codes and examples of quotes illustrating the type of statements made by company 
executives, which led us to assign these codes. Next, we describe in greater detail the procedure of the coding 
scheme development. 

We initialized the coding scheme development by considering a well-known model of the information 
technology implementation process (Cooper and Zmud 1990) and a classification scheme used in a 
practitioner-focused study investigating business adoption of AI (Ransbotham et al. 2017). The former 
model includes six phases: (1) initiation, (2) adoption, (3) adaptation, (4) acceptance, (5) routinization, and 
(6) infusion, while the latter includes five classes: (1) has not adopted AI and has no plans to do so, (2) has 
not adopted AI but plans to do so in the future, (3) has one or more AI pilot projects, (4) AI is incorporated 
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in some processes and offerings, and (5) AI is extensively incorporated in processes and offerings. The two 
schemes present a high degree of alignment with each other. Given the focus of the latter on AI, we decided 
to use that scheme as our initial codes, with the addition of one code—other nonbusiness-related references 
to AI—to account for executives referring to AI or ML in a general sense or without giving sufficient detail 
on the level of commercial adoption. This initial coding scheme had a high degree of granularity and, thus, 
could capture a great degree of nuance in the data, if available. 

Code Definition of the code Examples from coded texts 

1: 
Mentioning 

AI 

- Reference to specific plans regarding 
AI or ML technology implementation 
- Expression of interest in or intention 
to implement the technology in the 
future 
- Other general reference to AI or ML 

- “And to the extent that we can get machine 
learning on the volume of data that we 
collect, I think that's a great opportunity for 
us.” 
- “As you would expect, head count additions 
primarily align with our priority areas, such 
as cloud and apps and machine learning.” 

2: 
Piloting AI 

- Reference to ongoing tests, trials or 
experiments that involve AI or ML 
technologies 
- Any implementation of the 
technology that is not yet used in 
regular business (not part of 
product/offering nor regular business 
process) and no information 
regarding timing of commercial use 
- AI or ML related acquisition or 
partnership with no details on degree 
of commercial use of AI or ML 

- “We're doing a lot of work in our labs 
looking ahead again to the next few years in 
things like […] artificial intelligence which is 
moving very fast […].” 
- “The acquisition that we have now […], a 
small company but really brings some great 
machine learning and vision tools […].” 
- “[…] machine learning, we are […] really 
prototyping that technology internally […]” 

3: 
Commercial 

use of AI 

- Reference to a current commercial 
use of AI or ML technologies (as part 
of customer offering or internal 
processes, which are “business as 
usual”) 
- Commercial launch or 
implementation utilizing AI or ML 
technologies in the near future 
(specific details provided) 

- “We're using software and algorithms to 
make decisions rather than people […], 
especially as we insert machine learning into 
those decisions.” 
- “We have had great success using […] 
machine-learning technologies drive those 
rigs to even higher levels of efficiency.” 

Table 1. The final coding scheme used in the analysis of executive presentation transcripts. 

Since the exclusive focus of our analysis was the identification of AI adoption phases by companies, we 
selected the unit of content analysis to be an individual transcript. The code assigned to each analyzed 
transcript corresponded to the highest degree of technology adoption identified within that transcript. This 
coding unit was deemed sufficient to meet the objectives of this method demonstration. Furthermore, this 
approach allowed us to focus the qualitative analysis only on those parts of the transcripts related to AI or 
ML mentions. This approach meant that for each transcript, we first identified all occurrences of relevant 
keywords and iteratively read paragraphs surrounding these keywords to determine sections of text that 
were relevant for the analysis and provided sufficient context to classify that individual document. If more 
than one section of text included references to AI, we coded the transcript with the highest identified level 
of AI adoption. 

Two researchers (the first author and a research assistant knowledgeable about business use of information 
technology) tested the initial coding scheme. We independently coded 100 randomly selected transcripts, 
which represented approximately 5% of our document sample. After cross-checking the results and 
discussing whether the codes captured the relevant information in the transcripts, we concluded that there 
was a need to reduce the granularity of the coding scheme; thus, we lowered their number to four. After 
another round of coding, which included another set of 100 randomly selected transcripts, we cross-checked 
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and revised the coding scheme again. The final coding scheme emerged, consisting of three codes (see Table 
3). While the revision of the coding scheme aligned it better with the underlying data, this came at the 
expense of lower granularity, especially in the latter phases of AI adoption. This reduction in granularity 
points to potential limitations regarding executive transcripts as the sole content source for comprehensive 
technology diffusion monitoring. Nevertheless, it did not prevent us from demonstrating the proposed 
method and generating new insights in this case study of AI diffusion. 

After we coded all transcripts independently, we cross-checked the results, and any differences in codes 
were revised and finalized through a consensus decision. According to Saldaña (2015, p. 28), this is one of 
the approaches used in qualitative analysis to improve consistency and address the discrepancies between 
coders. If our document sample was much larger, thus making parallel coding and cross-checking of the 
results unfeasible, or if we relied on more coders, we would restore to quantitative reliability measures. 

Step 4: AI diffusion among 
S&P 500 companies 

By aggregating the results from 
the previous step, which were on a 
document level, we arrived at the 
final results representing the 
phases of AI commercial adoption 
by individual S&P 500 companies 
throughout the monitoring 
timeframe. A total of 62.2% of the 
sample companies were assigned 
at least one code by the end of the 
study’s timeframe (May 2019). As 
presented in Figure 2, the 
cumulative percentages of sample 
companies that reached 
commercial use of AI, piloted AI, 
and mentioned AI during investor 
events were 40.6%, 19.8%, and 
30%, respectively. 

These results are not in line with the expected sequence of technology awareness, which is followed by 
piloting and, later, commercial use. In other words, we expected the blue curve representing commercial 
use of AI to be below the two curves and not above them. Based on these results, more companies reported 
commercial use of AI than those that either piloted AI or mentioned it in general terms during investor 
events. We interpret these findings as evidence of corporate executives being reluctant to build expectations 
by disclosing piloting of AI or referencing AI developments when their company has limited visibility on 
commercial implementation of AI. We conclude that the results understate the actual percentage of 
companies aware of AI or piloting AI. Therefore, in our subsequent discussion we primarily rely on the 
estimates relating to the commercial use of AI. 

Validation of the results 

The researchers and practitioners employing the proposed method could pursue different ways of further 
exploring and exploiting the results presented in the previous section. We use the case study of the 
commercial diffusion of AI among S&P 500 companies to validate the method. We do that by comparing 
our results against survey-based empirical findings and two theory-based hypotheses. In this case study, 
our results are consistent with both empirical findings and theory. 

Comparison with survey-based AI diffusion estimates 

In this subsection, we compare our results on AI diffusion among S&P 500 companies with the results from 
several longitudinal surveys of AI use by companies, which we have identified in step 1 of the procedure. 
We recognize that the empirical results from these surveys are not necessarily directly comparable with our 

Commercial 
use of AI, 

40.6%

Piloting AI, 
19.8%

Mentioning AI, 
30.0%

0.0%

5.0%

10.0%

15.0%

20.0%

25.0%

30.0%

35.0%

40.0%

45.0%
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Figure 2. Cumulative percentage of companies by AI 
adoption phase. 



 AI Diffusion Monitoring among S&P500 Companies
  

 Proceedings of the Twenty-seventh DIGIT Workshop, Copenhagen, Denmark December 2022
 12 

results. Thus, no formal tests can 
be applied here. We rely on visual 
inspection of Figure 3 in the 
results as a means of validation. 1 

Despite limited comparability, our 
results on AI use by companies 
present an overall agreement with 
the trends indicated in the 
surveys. The alignment applies to 
both levels and timing. Based on 
this consistency, we conclude that 
our method provides a similar 
level of insight into the state of 
technology adoption as do 
commercially generated surveys. 
Our method, however, presents 
several advantages over these 
surveys. First, the proposed 
approach is transparent because it 
relates to a clearly defined sample 
of companies. The method results 
are also replicable due to an 
explicitly defined coding scheme 
and rules for content analysis. 
Another advantage of the proposed method is that the results capture a longitudinal progression of the 
diffusion trajectory with high granularity. What follows from transparency, replicability, and granularity is 
the ease of updating the results in synch with the availability of new content. Thus, the proposed method 
does not suffer from long time lags, which is the case with surveys. Based on the case study of AI diffusion, 
there appears to be no qualitatively significant difference between the reported levels of AI use in surveys 
and those generated based on executive presentations geared toward investors. Thus, our method shows 
that it is possible to gain insight into the commercial diffusion of technology without privileged access to 
information using, for example, publicly available investor presentations. This result is relevant to 
practitioners who do not have information access similar to that of management consulting companies or 
other commercial organizations carrying out market analysis. 

Investigation of differences between sectors 

Next, we validate the results by comparing the outputs of the proposed method with the predictions 
generated from theory. Based on innovation diffusion theory and research results on information 
technology diffusion among organizations, we expect that there should be meaningful differences in the 
rate of AI diffusion between companies from different sectors (Fichman 2000; Greenhalgh et al. 2008, p. 
139; Oliveira and Martins 2011). Therefore, we can state the first null hypothesis as follows: 

H1: There is no difference in the commercial diffusion rate of AI between companies from different sectors. 

We can statistically test the difference between sector-level diffusion rates by investigating stochastic 
dominance between the diffusion curves for each sector. We examine stochastic dominance using the 
Kruskal–Wallis (KW) test, which is nonparametric and suitable for testing multiple groups at once 
(Mangiafico 2016, pp. 248–261). The test rejects the null hypothesis that there is no stochastic dominance 
between any pair of sectors (see Table 2). Next, we perform a post hoc analysis using the Dunn test for 
pairwise comparison to determine stochastic dominance individually between each pair of sectors 
(Mangiafico 2016, pp. 255–256). Based, on this we conclude that the IT, financial, communication services, 
and healthcare sectors implemented AI into commercial use significantly earlier than companies in the real 

 
1 Sources of survey results: McKinsey (Balakrishnan et al. 2020; Bughin et al. 2017; Cam et al. 2019; Chui 
and Malhotra 2018); MIT (Ransbotham et al. 2017, 2018, 2019, 2020); O’Reilly (Lorica and Loukides 2018; 
Lorica and Nathan 2019; Magoulas and Swoyer 2020). 
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Figure 3. Comparison of the cumulative percentage of 
companies reaching commercial use of AI (solid blue line) 

and commercial use or piloting of AI (solid black line) 
generated using the proposed method and the results from 

multiple longitudinal surveys on AI use by companies1.  
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estate, materials, and utility sectors. These results are consistent with expectations and past empirical 
findings (Fichman 2000). Despite all S&P 500 companies being large corporations based in the U.S., there 
are meaningful differences between their commercial adoption rates of AI. In sectors where competitive 
pressures are highest and innovation is a driver of success, commercial AI adoption is significantly higher 
than in traditional sectors where fixed assets are the determinant of business success. Consequently, these 
results provide a validation of the proposed method against the theory. 

chi-squared df p-value 

87.85 10 < 0.001 

Table 2. Results from the Kruskal–Wallis test for stochastic equality between the timing of 
commercial adoption of AI by different sectors. 

Investigation of differences between digital intensity levels 

We perform another validation of the results from our methods by comparing the diffusion rates for 
commercial use of AI between companies exhibiting different levels of related knowledge. Related 
knowledge is one of the determinants that drive the adoption of information technologies by organizations 
(Fichman 2000; Greenhalgh et al. 2008, p. 12; Pennings and Harianto 1992). We operationalize related 
knowledge through the measure of the digital intensity of a firm. Digital intensity is a multifaceted indicator 
of how much firms "went digital" (Calvino et al. 2018). It measures the adoption of advanced digital 
technologies, employing human capital skilled with these technologies, and the extent of leveraging digital 
tools in relationships with customers and suppliers (Calvino et al. 2018). Based on recent empirical 
evidence, digital intensity is associated with AI adoption (Kinkel et al. 2021; Radhakrishnan and 
Chattopadhyay 2020). We use a method for approximating the digital intensity of a company based on 
aggregated measures of industry-level digital intensity and the level of firm engagement in different 
industries (Mucha and Seppälä 2021). We measure this engagement using revenue derived from activities 
recorded under individual business units of a company (Mucha and Seppälä 2021). Since these business 
units are associated with industry codes, we can map their industry-level digital intensities to the firm level. 
We can state the second null hypothesis as follows: 

H2: There is no difference in the commercial diffusion rate of AI between companies with different levels 
of digital intensity. 

Based on the Kruskal–Wallis (KW) test results (Table 3), we reject the null hypothesis that there is no 
stochastic dominance between companies from different levels of digital intensity. Post hoc analysis based 
on the Dunn test reveals stochastic dominance between each pair of digital intensity levels. Based on these 
results, we conclude that the commercial adoption of AI is strongly associated with the firm's digital 
intensity level. These results are consistent with past empirical findings (Kinkel et al. 2021; Radhakrishnan 
and Chattopadhyay 2020), thus providing validation for the proposed method. 

chi-squared df p-value 

54.31 2 < 0.001 

Table 3. Results from the Kruskal–Wallis test for stochastic equality between the timing of 
commercial adoption of AI by companies with different digital intensity levels. 

Discussion and concluding remarks 

Technology monitoring is the process of observing and keeping up with developments in a specific 
technology (Roper et al. 2011, p. 72). It is critical to R&D management, technology management, and overall 
business strategy (Burgelman et al. 2004, pp. 8–9). Thus, scholars and practitioners frequently rely on 
technology monitoring to generate new insights and knowledge. However, the predominant focus for the 
development of new methods for technology monitoring has been on patent analysis or otherwise 
precommercial stages of the technology lifecycle. These developments resulted in national statistical offices 
and commercial organizations relying on crude methods for monitoring the commercial diffusion of 
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technologies, such as survey-based research developed in the 1940s and 1950s. In this paper, we propose 
an alternative approach to monitoring the commercial diffusion of technology. 

The proposed method builds on past research within the technology monitoring and innovation diffusion 
literature. By utilizing qualitative content analysis, while following the procedure we propose, it is possible 
to generate high granularity time series representing the diffusion of technologies from early phases of 
commercial adoption, such as awareness of technology, to commercial use. This analysis leverages 
unstructured text, which can take different forms, such as the text of websites, press articles, press releases, 
annual reports, or transcripts of executive presentations. 

We illustrate the proposed method by analyzing the commercial diffusion of AI technologies among S&P 
500 companies during the January 2004–May 2019 period using 2,047 transcripts of quarterly earnings 
calls and other investor events. Based on qualitative content analysis of these transcripts, we assign them 
to one of three groups: (1) mentioning AI during investor events, (2) piloting AI, or (3) using AI in a 
commercial context. We find that by the end of May 2019, 40.6% of companies had reached the commercial 
use phase of AI, 8% reported piloting AI, and 13.6% mentioned AI in general terms only. We conclude the 
analysis by carrying out a validation against existing empirical findings on AI use by companies and 
theoretical predictions derived from the research on the diffusion of information technology among 
organizations. The results align well with survey results on AI diffusion published by management 
consulting firms and other commercially oriented organizations. Unlike these surveys, however, our 
method is transparent, replicable, and does not require privileged access to information, as transcripts of 
investor events are readily available from various databases. Another advantage of our method is that its 
results are available without time lags commonly associated with periodic surveys. A comparison of our 
results with the theoretical predictions shows consistency between the two. Our results on the differences 
in commercial diffusion rates for AI between companies from different sectors are consistent with 
expectations based on information technology diffusion research (Fichman 2000; Oliveira et al. 2019). 
Sectors where competitive pressure and innovativeness are high, such as IT, communication services, 
finance, and healthcare, adapted AI more rapidly than traditional sectors, such as utilities, real estate, and 
basic materials, whose fixed assets are the main determinants of competitiveness. Additionally, the results 
generated by our method showed that firms exhibiting a high level of digital intensity were faster 
commercial adopters of AI than medium or low digital intensity firms. This impact of related knowledge on 
the pace of AI adoption is consistent with past results from research on both information technology and 
AI by companies (Kinkel et al. 2021; Radhakrishnan and Chattopadhyay 2020). Overall, this illustration of 
the proposed method using the case of AI diffusion gives practically relevant insights and shows that the 
results are consistent with both past empirical findings and theoretical predictions. 

This paper contributes to IS research concerned with technology monitoring and innovation diffusion as 
well as to practice. First, despite commercial adoption of technologies being essential to their generation of 
impact on economy and society (Hall 2004), this latter part of the technology life cycle has been grossly 
overlooked by researchers developing methods for technology monitoring. Our approach to monitoring 
addresses this gap by targeting technologies that enter the commercialization stage of their lifecycle or are 
in widespread use. Second, the proposed method is generally applicable to a wide range of technologies and 
contexts. This versatility results from reliance on unstructured text content as data input and broadly 
defined phases of technology adoption at the initiation of the analysis. Researchers employing the proposed 
method can fine-tune the specific content type and granularity of technology adoption phases to fit their 
research context. This broad applicability of the method means that it can be incorporated into and enrich 
a variety of studies investigating topics related to technology diffusion and adoption by organizations. These 
studies typically rely on surveys alone for data collection. Thus, they could increase robustness by 
triangulating some of the results with the method we propose. For practitioners, our method presents a 
transparent, replicable, and updatable alternative to commercially run surveys. Given that the proposed 
approach is longitudinal, ongoing technology monitoring activities carried out by strategy teams inside 
organizations can benefit from only incremental efforts needed to update the results with the latest analysis. 

This research exhibits certain limitations and presents opportunities for further development. Since the 
proposed method relies on unstructured content analysis, it is of limited utility for analyzing technology 
diffusion among companies that generate little or no such content, such as some subpopulations of early-
stage start-ups and small- and medium-sized enterprises. Next, this method might underperform surveys 
for studies of technologies that are of low importance to target companies. Even if the target companies 
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generate unstructured text, mentions of such technologies might be absent there. Finally, this research 
relied exclusively on the case of AI diffusion among S&P 500 companies to validate the method's 
performance. Future validation should include a broader range of technologies, as well as types of 
unstructured content. Furthermore, given the continued advancements in natural language processing 
methods and ML, in general, the proposed method could serve as the foundation for an automated 
technology monitoring algorithm or tool for monitoring the commercial diffusion of technology. Such 
future advancement would resemble the development path of methods used in technology monitoring 
based on patent analysis. 
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Appendix 1 

Code 
Description of the 

code 
Examples from texts coded 

Code 1 
(Earliest 

considered 
phase of 

technology 
adoption) 

- Provide a description 
of the code. 
- Use of negative 
examples (what not to 
include) is also useful. 

- Provide examples (quotes) that illustrate text that 
should be assigned that code. 
- Examples might not be available in the first iteration of 
the coding scheme development. Therefore, in the first 
round of coding, coders need to rely on the code 
definitions alone. 
- This column should be populated for the subsequent 
coding rounds. 

… … … 

Code N 
(Latest 

considered 
phase of 

technology 
adoption) 

… … 

Table 4. A generic structure of a content coding scheme. 

Appendix 2 

Source 
Phases in technology (innovation) adoption or implementation by 
organizations 

(Cooper and 
Zmud 1990) 

1) Initiation; 2) Adoption; 3) Adaptation; 4) Acceptance; 5) Routinization; 6) 
Infusion 

(Rogers 2010) 1) Knowledge; 2) Persuasion; 3) Decision; 4) Implementation; 5) Confirmation 

(Meyer and 
Goes 1988) 

Knowledge-awareness stage: 1) Apprehension: individuals learn of the innovation’s 
existence; 2) Consideration: individuals consider the innovation’s suitability for 
their organization; 3) Discussion: individuals engage in conversations concerning 
adoption. 
Evaluation-choice stage: 1) Acquisition proposal: it is formally proposed to purchase 
the equipment that embodies the innovation; 2) Medical–fiscal evaluation: medical 
and financial costs and benefits are weighed up; 3) Political–strategic evaluation: 
political and strategic costs and benefits are weighed up. 
Adoption-implementation stage: 1) Trial: the equipment is purchased but still under 
trial evaluation; 2) Acceptance: the equipment becomes well accepted and 
frequently used; 3) Expansion: the equipment is expanded or upgraded. 

(Toledo 2005) 
1) Pre-integration; 2) Transition; 3) Development; 4) Expansion; 5) Systemwide 
Integration 

Table 5. A non-exhaustive selection of models defining phases in technology (innovation) 
adoption or implementation by organizations. 
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