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Abstract 

Digital platforms have used recommender systems to recommend relevant products to their users based on 
their historical interactions. Recently, neural network-based recommender systems that generate 
embedding vectors have gained popularity in both research and practice and show improved performance 
over traditional methods. However, it is often difficult to explain why and how the recommended items are 
provided to specific users by these black box systems. In this study, we propose a novel user-centric 
approach to recommending retail items by exploiting the latent intent of the users from transaction 
histories. The latent theme is learned using a Latent Dirichlet Allocation topic modeling method. The 
proposed method can explain the intent of the focal user and other similar users. A preliminary evaluation 
study shows our method outperform the baseline methods in both the accuracy and the interpretability of 
the recommended items. 
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Extended Abstract 

Recommendation systems are a crucial component of modern-day digital platforms. The objective of these 
systems is to recommend relevant products to the customers. Recommendation systems help to convert 
browsing into buying, promote cross-selling, and improve user loyalty and retention. Around 35 percent of 
consumers’ purchases on Amazon and 75 percent of streamed content on Netflix come from product 
recommendations based on machine learning algorithms (MacKenzie et al. 2013). One of the important 
applications of recommendation systems is in e-commerce platforms for retail products such as grocery 
items. An important characteristic of a retail item recommender system is personalization. For example, a 
user can show patterns in purchase types and purchase frequencies and exhibit specific preferences for 
product characteristics like brand or product mix. 

A retail store/website visit often happens with an intent, such as preparing a recipe, stocking up necessities, 
or getting pet supplies. In other words, item purchases are highly user-centric and consist of a hidden theme 
that could be well captured by the interaction between the items that were purchased together in a basket. 
The objective of this study is to exploit this latent property of grocery baskets to generate recommendations 
to a user. Topic modeling, a machine learning technique for natural language processing (NLP), can be used 
to identify the latent theme and intent behind these purchase transactions. This latent characteristic could 
help in explaining the recommendations to the users as well. 
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E-commerce platforms have exploited user’s purchase history to recommend relevant products to their 
users (Linden et al. 2003). Traditional recommendation systems use matrix factorization techniques on the 
item-item interaction and user-item interaction to recommend items to users. However, these methods fail 
to handle non-linear user interaction information, real-time changes in recommendation, and the cold-start 
problem (Lu et al. 2015). Currently, neural probabilistic models have gained popularity in recommender 
systems. Such models generate user and item embeddings and measure the closeness of items or users in 
embedding space. They have been successful in item recommendations in the e-commerce applications, 
outperforming traditional matrix factorization techniques for recommendations (Barkan and Koenigstein 
2016; Grbovic et al. 2015; Trofimov 2018). 

Although these complex models can yield accurate predictions, they are not easy to interpret and explain 
(Guidotti et al. 2018). As per General Data Protection Regulation (GDPR) guidelines, it is necessary to 
explain the logic of the recommendations by machine learning or automated decision-making tools to an 
individual (Goodman and Flaxman 2016). Also, explaining predictions provides intuition and insights for 
managers, senior-level management, and organizations to trust and use machine learning tools effectively. 
In the context of retail item recommendations, interpretability could be achieved by focusing on the latent 
theme and intent of item purchases. Recommending items that can best represent the latent theme or items 
that were purchased by other users having similar theme can allow users to understand the reasons behind 
those recommendations. 

In this study, we propose a novel user-centric approach to recommend a set of items for the user to purchase 
in the next store visit. To use topic modeling, we consider each item as a word and each basket as a 
document. We represent each basket as a bag of items like a bag of words in NLP. We apply the Latent 
Dirichlet Allocation (LDA) model to the transaction data and discover the latent topics for each basket. 
These latent topics can characterize the theme of a specific user’s basket. The themes of each basket can be 
represented by the topic weights. We then use word-embedding models to create vector representations of 
the baskets and determine the closeness of the baskets using the cosine similarity measure. For a user’s 
most recent baskets, we find the nearest neighbor baskets that shares the same theme as that of the focal 
user’s baskets. The top k items of the nearest neighbor baskets are then recommended to the focal user. By 
using the latent topics and items from the nearest neighbors, our approach recommends the items that can 
be explained by the user’s hidden theme and the nearest neighbor’s purchase behavior. 

We compare our approach with the state-of-the-art baseline methods that uses item embeddings and basket 
embeddings for making recommendation. The results show that our approach has a higher Recall, 
Precision, F1 Score and NDCG (Normalized Discounted Cumulative Gain) score than the baselines. We also 
find that the recommendations using our approach are more explainable to the user than the baselines. 
Such explainable recommendations have implications for both individual users and e-commerce 
organizations in terms of possible measures and actions to improve shopping experience. 

The main contributions of this paper are as follows: 

• We propose a novel approach for retail item recommendation that exploits the latent theme and 
intent of the users from historical purchases using a topic-modeling technique. 

• Recommendations from our approach can be easily explained to a user using the latent topics of 
the user’s baskets and the items purchased by the nearest-neighboring user. 

• We evaluate the proposed methods on a real-world dataset and show the advantage of the proposed 
methods over the baselines in both accuracy and interpretability. 
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