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Abstract

Computable phenotypes are representations of patient characteristics or conditions that can be obtained
from electronic health records (EHRs) and other data sources. Computable phenotypes may be an approach
to address the challenge healthcare organizations face in measuring patients’ social factors for intervention
and service delivery. Housing instability is a strong determinant of overall health, utilization, and cost.
Instable housing increases stress and depression, financial concerns, disruptions to social support, and
exposure to health risks. This analysis sought to identify relevant features for use in the development of a
preliminary housing instability computable phenotype using both rule-based and supervised machine-
learning techniques. This preliminary study’s sample size was not sufficient to develop a phenotype and
overall prediction of housing instability had mediocre performance. However, the machine learning
approaches appear stronger than a rule-based algorithm and do provide guidance for future development.
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Introduction

Computable phenotypes are representations of patient characteristics or conditions that can be obtained
from electronic health records (EHRs) and other data sources by combining a defined set of features and
logical expressions (Verchinina et al. 2018). Computable phenotypes may be the product of human-
developed rule-based algorithms or classification via machine learning techniques (Shivade et al. 2014).
Computable phenotypes have been developed for clinical conditions such as asthma, diabetes, COVID-19
infection, and others. Once developed, computable phenotypes serve as a solution to the challenges of
imprecision definitions about human conditions and are useful for research activities such as decision
support, cohort identification, and risk stratification analyses.

Social factors encompass the host of patients’ nonclinical, economic, contextual, and psychosocial
characteristics and are important drivers of morbidity, mortality, unnecessary utilization, disparities, and
increased costs (Pruitt et al. 2018). Social factors may be amenable to representation by computable
phenotypes. For example, EHRs contain numerous data elements not directly related to patient health or
clinical care but may be crucial to predict housing instability. For example, demographics, insurance
information, billing histories, appointment status, emergency contacts, and language preferences are
reflective of characteristics of social and economic wellbeing. Likewise, EHRs contain address information,
which can be linked to geospatial repositories to gain a broader understanding of patients’ environments.

The objective of this paper was to identify relevant features for use in the development of a preliminary
computable phenotype for one social factor, housing instability, using both rule-based and supervised
machine-learning techniques.
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Methods

The study sample included 165 adult primary care and emergency department (ED) patients who sought
care at an Indianapolis, IN USA safety-net hospital system during August and September of 2020. Patients
were eligible for inclusion if they: were 18 years old or older; did not require an interpreter; were able to
complete a self-administered survey unassisted; and were not marked as positive for COVID-19 symptoms
in the EHR scheduling system. Housing instability was collected via patient surveys and all patients received
an incentive for participation. Survey responses were linked via patient identifiers to the hospital system’s
EHR records. Lastly, survey responses were linked by address to aggregate measures from the US Census
Bureau. Prevalence estimates social factors, including housing instability, among the study population have
been published previously (Vest et al. 2021).

Housing instability was defined as housing disruptions or related problems, from frequent moves or
difficulty paying rent to being evicted or being homeless (Burgard et al. 2012). We measured housing
instability using the 10-item Housing Instability Index (Rollins et al. 2012). The dichotomous items sum to
an overall risk score (Cronbach’s alpha = 0.80). We classified those in the top quartile (score of 3 or greater)
as housing instable (Rollins et al. 2012).

From the three data sources, we extracted and created features representative of demographics and contact
information, encounter history, clinical history, geospatial characteristics, and financial information.
These features were the product of an expert panel on healthcare data for social factor measurement (Vest
et al. 2022) and a previously developed and validated NLP algorithm (Allen et al. 2021).

For the rule-based algorithm, we adopted a hierarchical approach to identify patients with housing
instability. Given that positive cases of social factors are more likely to be documented than negatives within
EHRs, we focused on those features an expert panel perceived as the most distinguishing indicators of a
positive case of housing instability. First, we prioritized documented instance of homelessness, which is a
the most acute manifestation of housing instability. Second, we focused positive cases identified through
direct provider-patient interaction through screening or as documented in clinical notes. Next, we looked
at features that were consistent with existing definitions housing instability. Lastly, because housing
instability includes the ability to pay rent or mortgage, we also included indication of financial stress.

We used three supervised machine-learning models to predict housing instability using scikit-learn package
(Pedregosa et al. 2011): Random Forest with the Gini criterion, with the Entropy criterion, and XGBoost.
We split the dataset into training dataset and testing dataset and performed five-fold cross validation. We
used SMOTE (over sampling) to resample the data from imblearn package (Lemaitre et al. 2017) to account
for the imbalanced data.

Results

The prediction models (with resampling) were better than the rule-based model in terms of AUC (as well
as specificity, precision and accuracy). In addition, all the approaches where highly specific, e.g. among
those without housing instability a high proportion are correctly identified. Conversely, sensitivity, was very
poor for all tests, e.g. each approach was very poor at identifying those with housing instability among those
screening positive.

Model AUC
(95% C.1.) Sensitivity Specificity Precision Accuracy

Random Forest - Gini 0.843 77.1 77.1 77.1 77.1
(0.793-0.892)

Random Forest - Entropy 0.847 78.8 75.4 76.9 775
(0.798-0.895)

XGBoost 0.727 73.7 62.7 66.4 68.2
(0.662-0.792)

Rule-based 0.564 34.0 78.8 39.0 24.8

Table 4. Prediction models using oversampled (SMOTE) dataset

2022 Pre-ICIS SIGDSA Symposium on Analytics for Digital Frontiers 2



Prediction of Housing Instability in Patient
Populations

Discussion

Development of a computable phenotype would be useful both for cohort identification (for research
studies) and within decision support systems to facilitate referrals to services. This preliminary study’s
sample size was not sufficient to develop a phenotype and overall prediction of housing instability had
mediocre performance. However, the machine learning approaches appear stronger than a rule-based
algorithm and do provide guidance for future development.
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