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a b s t r a c t 

Semantic Web (SW) techniques, such as ontologies, are used in Information Systems (IS) to cope with the growing 

need for sharing and reusing data and knowledge in various research areas. Despite the increasing emphasis on 

unstructured data analysis in IS, structured data and its analysis remain critical for organizational performance 

management. This systematic literature review aims at analyzing the incorporation and impact of ontologies 

in Data Warehouse/Business Intelligence (DW/BI) systems, contributing to the current literature by providing 

a classification of works based on the field of each case study, SW techniques used, and the authors’ motiva- 

tions for using them, with a focus on DW/BI design, development and exploration tasks. A search strategy was 

developed, including the definition of keywords, inclusion and exclusion criteria, and the selection of search 

engines. Ontologies are mainly defined using the Ontology Web Language standard to support multiple DW/BI 

tasks, such as Dimensional Modeling, Requirement Analysis, Extract-Transform-Load, and BI Application Design. 

Reviewed authors present a variety of motivations for ontology-driven solutions in DW/BI, such as eliminating or 

solving data heterogeneity/semantics problems, increasing interoperability, facilitating integration, or providing 

semantic content for requirements and data analysis. Further, implications for practice and research agenda are 

indicated. 
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. Introduction 

Business Intelligence (BI) is a term introduced in the mid-’90s, by the

artner Group ( Burton et al., 2006 ) and is now used as a cornerstone in

ost enterprises. It is seen as an ”umbrella ” term that encompasses ap-

lications, infrastructures, tools and practices used to improve and opti-

ize decision-making and performance, through the access and analysis

f data and information. Data Warehouse/Business Intelligence (DW/BI)

ystems are data-driven Decision Support Systems (DSS) ( Sharda, De-

en, Turban, Aronson, & Liang, 2015 ) that provide analytical and de-

ision support capabilities to business users using an integrated reposi-

ory (called DW) ( Kimball & Ross, 2013 ). While these systems excel at

andling and analysing structured, transaction-based data, they are not

repared to face the increasing variety of unstructured data Sawadogo

 Darmont (2021) . In addition, the SQL-based access to data typically

rovided by DW/BI systems is becoming inadequate for the types of data

nd the most recent algorithms used in Artificial Intelligence (AI) and

ata Science analysis ( Inmon, Levins, & Srivastava, 2021 ). 

The need to extract information and gather knowledge from various

ources is ever-increasing in a Big Data (BD) world, where data is created
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very second in countless shapes and forms ( Gupta, Kar, Baabdullah, &

l-Khowaiter, 2018 ). Healthcare, Services and Financial Management,

ublic administration and governance, and (real-time) decision support

ystems are some of the Emerging Management Disciplines where BD

nd its analysis play a key role ( Kushwaha, Kar, & Dwivedi, 2021 ). Or-

anizations have started adapting the Data Lake (DL) Architecture as

he primary storage for BD collection in their Information Systems (IS)

 Inmon, 2016 ). When fully integrated and organised, this data can be

sed by data scientists and business users to power Data Science, BD An-

lytics, and BI tools and algorithms, thus realising their business value.

Data inside a DL can be divided into structured, textual, as well as

ther unstructured data ( Inmon et al., 2021 ). Business activities typi-

ally generate structured data related to their business processes and

ransactions. Unstructured data is divided into textual data and data

rom other sources, such as sensors, images and video. Although there is

n emphasis on unstructured data research in recent literature ( Kumar,

ar, & Ilavarasan, 2021; Singh, Devi, Devi, & Mahanta, 2022 ), the im-

ortance and impact of structured data and DW/BI techniques in its

nalysis cannot be denied ( Sharda et al., 2015 ). Due to its representation

f business transactions, structured data analysis is crucial and has high
tober 2022 
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usiness value. For example, most transaction-related Key Performance

ndicators (KPIs) are available as structured data (e.g., sales value and

roduct quantities). Moreover, structured historical data is also instru-

ental in developing descriptive, predictive, and prescriptive analysis,

s recently demonstrated by Mishra, Urolagin, Jothi, Nawaz, & Haywan-

ee (2021a) by applying machine learning methods to structured data

nd obtaining predictions about tourist arrivals to each country. Other

ecent examples of structured data analysis can be found in healthcare

 Young & Steele, 2022 ), insurance analysis ( Rawat, Rawat, Kumar, &

abitha, 2021 ), and economics ( Altuntas, Selim, & Altuntas, 2022 ). 

DW/BI systems are designed, developed, and used to support the

nalytical needs of various departments or business areas within an or-

anisation, providing a ’single version of the truth’. For this reason, it

s essential to have common vocabularies or terminologies that allow

usiness users to communicate with each other and with the develop-

ent team ( Kimball, Ross, Thornthwaite, Mundy, & Becker, 2008 ). IS

esearchers have increased their focus on Open 1 and FAIR 

2 data, with

nteroperability and data sharing being a focal point in current research.

pen and FAIR data principles are being integrated into several research

reas to allow data and information to circulate and be accessible to

hose who need it (e.g., European Open data portals 3 ). Knowledge rep-

esentation formalisms, such as ontologies, are being developed to en-

ure that researchers have easier ways to access more data, information

nd knowledge in their fields of study. During the last years, the Inter-

et evolved into the World Wide Web 3.0, also known as Semantic Web

SW) ( Hitzler, 2021 ), in which data is encoded in a way that allows it

o be shared, reused, and, most importantly, become machine-readable.

esearch and application fields, such as biology or computer science,

ave initiated efforts to facilitate the discovery and use of knowledge

 Ristoski & Paulheim, 2016 ). The vast knowledge and value gained from

ntegrating data across content, applications and systems is currently

argely untapped ( Gandon, 2018 ). 

This shared semantics is fundamental to avoid misunderstandings or

rrors in situations in which natural language plays a key role, such as

uring the requirement gathering phase, data source analysis (context

nd meaning of each entity), or DW data analysis and exploration. Due

o their semantic, formalisation and inference qualities, the integration

f ontologies into DW/BI systems could help gather this knowledge at

n organisational level and help mitigate or solve some of these prob-

ems. Ontologies could also provide new sources of information for the

ystem, enriching data and providing new knowledge to the business

ser that would not otherwise be available within the organisation. Fur-

hermore, ontology interoperability could be vital to link the DW/BI

ystem and structured data to other DSS systems (inside or outside the

rganisation), with different knowledge bases or with DL-based archi-

ectures. This solution should also allow the integration of structured

nd unstructured data, either within the same ecosystem or in different

S, allowing communication between two different architectures (DW

nd a Data Lake, for example). 

This systematic literature review (SLR) aims to survey the existing

iterature regarding the use of SW in DW/BI systems and how SW can

e used to improve the quality of insights from structured data. Specifi-

ally, the goal is to understand the how, where and why ontologies are

eing used to improve the analytical capabilities of DW/BI systems or

o simplify processes within the DW/BI lifecycle. 

The remainder of this paper is structured as follows: Section 2 intro-

uces background concepts from both DSS, DW/BI systems and ontolo-

ies. This section also introduces previous reviews with similar scope.

he SLR methodology is presented in Section 3 , defining the research

uestions, keywords, search engines and other criteria necessary for a

LR, followed by the preliminary results in Section 4 . Section 5 presents
1 Open data handbook - http://opendatahandbook.org/ 
2 Go fair initiative - https://www.go-fair.org/ 
3 European open data portals -RT https://data.europa.eu/ 
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he findings of the SLR and literature analysis, while Section 6 outlines

he discussion, including its practical implications and research direc-

ions. Finally, conclusions are found in Section 7 . 

. Background 

This section presents background concepts needed for this systematic

eview. The section is divided into DSS, DW/BI systems and Ontologies.

.1. Decision support systems 

DSS are interactive computer-based systems intended to help busi-

ess users identify and solve problems and assist in the decision-making

rocess Power (2009) . A DSS should offer quick and interactive infor-

ation support to managers and business users, providing the ”right

nformation at the right time, with the right format ” ( Turban, Sharda, &

elen, 2010 ). The Association for Information Systems Special Interest

roup on Decision Support Systems (AIS SIGDSS) adopts a classification

f DSS proposed by Power (2009) , which classifies DSS according to the

ype of components they use ( Sharda et al., 2015 ): (a) Communication-

riven or Group DSS : DSS that feature communication, collaboration

nd sharing (through technology) as their decision-making support; (b)

ata-driven : DSS focusing on the access, analysis and manipulation

f data. DW/BI systems and business process management systems are

ome examples of data-driven DSS; (c) Document-driven : DSS that em-

hasize the use (or retrieval), storage, management and analysis of doc-

ments; (d) Knowledge-driven : DSS that use knowledge bases and arti-

cial intelligence (e.g., Expert systems, Data Mining); (e) Model-driven :

SS that focus on the use of quantitative models (such as any simulation

odel); (f) Compound DSS : Hybrid DSS that combine two or more of

he previous components. 

.2. Data warehouse/business intelligence systems 

As data-driven DSS, DW/BI systems are divided into two major sub-

ystems: data warehousing ( ”getting data in ”) and business intelligence

 ”getting data out ”) ( Watson & Wixom, 2007 ). The goal of data ware-

ousing is to extract, transform and load data from different source sys-

ems into an integrated repository, the DW. The fact that data is dis-

ributed across heterogeneous source systems leads to various integra-

ion issues and challenges (e.g. different formats or representations of

he same entities) that are addressed by the ETL process. BI retrieves

ata from the DW providing data-driven decision support to business

sers. Data can be presented and explored using reporting tools and

ashboards or fed into data mining models to derive predictions and

nsights from analytical data. 

Dimensional modeling is used in DW/BI systems, which unlike tradi-

ional data modeling (e.g., entity-relationship modeling), enables an in-

uitive and high-performance aggregation, retrieval and analysis of his-

orical data ( Kimball & Ross, 2013 ). In DW/BI systems data can be stored

n star schemes or in cubes, also called multidimensional databases

 Adamson, 2010; Kimball & Ross, 2013 ). The backbone of a dimensional

odel is the distinction between facts and dimensions. Facts are usually

umeric and additive (although not all facts are additive) and represent

mportant measurements of a given process (e.g., sales quantity, sales

ollar amount). Dimensions represent the business entities that provide

ontext to facts (e.g., Client, Date, Vendor), and are used to filter or ag-

regate the facts. Hierarchies are used to describe possible aggregation

aths within a dimension. They use parent-child relationships between

he dimension’s attributes to drill up (i.e., remove detail) or drill down

i.e., add detail), allowing exploration of a certain context. For example,

nformation about monthly sales of a company can be drilled down to

 lower level of detail, such as daily sales, or aggregated (drill-up) to

igher levels, such as semesterly or yearly sales. 

According to Kimball et al. (2008) , an enterprise DW corresponds to

he union of subject-oriented subsets called data marts, if the following

https://www.go-fair.org/
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Fig. 1. Kimball’s DW/BI lifecycle methodology. Adapted from Kimball et al. (2008) . 

c  

s  

d  

i  

b

2

 

f  

d  

c  

r  

f  

r  

d  

d  

i  

c  

t  

(

 

c  

d  

l  

i  

m  

D  

t  

c  

m  

m  

v

 

t  

a  

(  

t  

s  

s  

a  

T  

t  

B  

p  

b  

g  

b  

m  

o

 

t  

t  

a  

E  

l  

s  

t  

p  

a  

(

 

w  

a  

a  

t

 

b  

t  

o  

o  

t  

s  

m  

t

2

 

a  

s  

(  

h  

m  

w

 

h  

a  

w  

a  

l  

a  

p  

u  

t  

e  

v  

N  

i  
onditions are met: each data mart must store granular data in dimen-

ional models (i.e., with the lowest level of detail) and use conformed

imensions and facts (i.e. dimensions and facts share the same mean-

ng across all data marts). Typically, a data mart is related to a single

usiness process. 

.2.1. DW/BI system development 

According to Sommerville (2011) , software development involves

our fundamental activities: Software specification, development, vali-

ation, and evolution. These activities are integral to most software pro-

ess models, such as the waterfall model, incremental development or

euse-oriented software engineering. Agile methods were adopted and

avored by software engineers in recent years to cope with the need for

apid system development and requirement changes during the software

evelopment process. Agile methods are also currently used in IS design,

evelopment and analysis ( Siau et al., 2022 ). Agile methods focus on

ncremental deliveries with high customer involvement, simplicity, and

hange accommodation. They are used in DW/BI systems development

o deal with the inherent high complexity of these integrated systems

 Hughes, 2012 ). 

Kimball’s Lifecycle is a methodology to develop DW/BI projects. It

an be described as a roadmap for effective DW design, development and

eployment ( Kimball et al., 2008 ). Fig. 1 displays the sequence of high-

evel tasks required for developing these systems. The iterative cycle

ncludes tasks such as Business Requirements Definition, Dimensional

odeling, ETL Design & Development, and BI Application Design and

evelopment. It also presents a mapping between these tasks and the

ypical software development activities. Note that there is no task fo-

used on validation, however, there are validation sub-process within

ost of the high-level tasks. For example, the ETL Design & Develop-

ent process has its own lifecycle with specification, development, and

alidation activities. 

A Planning phase is required to examine if the organization has

he right elements and conditions for a successful implementation of

 DW/BI system. A compelling business motivation for a DW, feasibility

from a technical, resources and data perspectives), IT-Business rela-

ionship, and current analytical culture are important factors when as-

essing the organizational readiness for the development of the DW/BI

ystem. Business Sponsors that understand and believe in the project are

lso critical when transmitting the vision and impact of the DW project.

he Planning phase also includes scope definition, benefit and cost es-

imations, staff selection and the development of a project plan. The

usiness Requirements Definition phase is connected to the Planning

hase, and aims to understand the analytical needs and priorities of the

usiness/organization. Requirements should be collected at both the or-

anizational level (called the program level perspective) and for each

usiness process (called the project level perspective). Business require-

ents impact every phase of the design, development and deployment

f a DW/BI system. 
3 
The Dimensional Modeling phase comprises the design of concep-

ual data models following the dimensional approach. Subsequently,

he Physical Design phase defines how data is physically structured in

 database environment (i.e., indexing, partitioning, aggregation). The

TL process is responsible for extracting, cleaning, conforming and de-

ivering source data to the DW. This process is critical within a DW/BI

ystem, adding value and structuring the source data for later use by

he BI applications. BI applications are designed and developed (using

roprietary BI tools or in-house applications) to present an interface suit-

ble to the user’s needs for data presentation, exploration and analysis

e.g., reporting tools, dashboards, ad hoc queries, data mining). 

Technical Architecture Design defines the overall architecture frame-

ork and vision based on business requirements, technical environment,

nd planned strategic directions. Once this framework is defined, tools

nd technologies for each component are evaluated and selected during

he Product Selection and Installation task. 

The Deployment phase begins when all the previous tasks have

een completed. However, the DW/BI system still needs to be main-

ained, evolved and grown. The Maintenance phase ensures, among

ther things, continuous support for the business users and the correct

peration of the system. The Growth task enables agile development of

he DW/BI system, i.e., once a project is completed, the lifecycle can

tart over with new requirements for a new business process or data

art. Finally, Project Management ensures the correct tracking of each

ask, monitoring project status, issues, and change management. 

.3. BI and unstructured data 

As shown in Fig. 2 , BI has evolved over the years. The first gener-

tion of BI employed IT-generated reports and dashboards, while the

econd generation focused on self-service tools and analytical platforms

 Ereth & Eckerson, 2018 ). The third and current generation of BI will be

eavily affected by Artificial Intelligence, leading to the generation of

ore useful insights and making it easier for business users to interact

ith BI tools. 

While the first and second generations of BI depended on data ware-

ousing, using dimensional modeling to enable IT-Generated reports

nd dashboards or provide self-service analytics, the third generation

ill need different architectures to deal with unstructured data storage

nd analysis. The value of unstructured data analysis is proven in recent

iterature. For example, Neogi, Garg, Mishra, & Dwivedi (2021) present

 sentiment analysis of Twitter posts (textual data) to study international

ublic opinion related to the protests in India. A similar approach was

sed by Mishra, Urolagin, & Jothi (2020) to develop a recommenda-

ion system based on user reviews of tourists’ points of interest. Another

xample is provided by Aggarwal, Mittal, & Battineni (2021) , who sur-

eyed the literature for different applications of Generative Adversarial

etworks (a deep learning algorithm), such as 3D object generation,

mage processing, face detection, traffic control, and other image-based
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Fig. 2. Evolution of BI. Adapted from Ereth & Eckerson (2018) . 

Fig. 3. Data Lakehouse Architecture. This study will focus on the impact of SW on structured data and its analysis. Adapted from Inmon et al. (2021) . 
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pplications. In most industries, however, BI can take advantage of both

nstructured and structured data analysis. For example, Arjun, Kuanr,

 Suprabha (2021) presented research on the banking industry where,

epending on the banking sales process, the type of data used in its anal-

sis differs. Structured data is used for customer loyalty/advocacy and

urchase/service analysis, while unstructured data is used for purchase

ntention analysis. 

Data Lakes are used to store raw, unfiltered data with cheap stor-

ge solutions for later analysis. This solution benefits the exploration

nd analysis of unstructured data, retrieved from social media, IoT, etc .

ata is extracted from the DL via API and other data access services,

hich define and validate the structure, integrity and format of files as

equested (which makes the DL a highly flexible solution). However,

ata fidelity and consistency are pointed out as the main disadvantages

f a data lake ( Sawadogo & Darmont, 2021 ). 

The Data Lakehouse, an evolution of the DL architecture proposed by

nmon et al. (2021) in 2021 (see Fig. 3 ), still uses DW/BI techniques such

s ETL (Extract, Transform, Load), BI and SQL Analysis when dealing

ith structured data. Sawadogo & Darmont (2021) propose that the DW

hould be seen as a part of the DL, or that the DL should be a data source

or the DW. According to Ravat & Zhao (2019) , the integration of DL

rchitectures into IS as a DSS is still a subject of debate. While some

uthors advocate that the DL architecture is an ”advanced version of

W ”, in contrast, Ravat & Zhao (2019) defend that both architectures
4 
hould coexist in the same ecosystem, supported by the fact that DL and

W generally have different objectives and users. 

.4. Ontologies 

Originally coined in 1613, the term ”Ontology ” refers to a branch

f philosophy that studies the nature and structure of things/objects,

heir properties, events and relations ( Smith, 2003 ). In Information Sci-

nce, however, ontology refers to a ”computational artefact ” that en-

odes knowledge about a certain domain ( Stephan, Pascal, & Andreas,

007 ). While the meaning of ontology in computer science has been de-

ated throughout the years, the most accepted definition was presented

y Studer, Benjamins, & Fensel (1998 , p.25): ”An ontology is a formal,

xplicit specification of a shared conceptualization ”. A conceptualiza-

ion is ”an abstract, simplified view of the world that we wish to repre-

ent ” (Gruber, 1993, p. 1) , i.e., an abstract model with the relevant con-

epts of something. An explicit specification means that concepts, their

elationships and constraints are explicitly defined and encoded. More-

ver, the formalization of an ontology allows it to be machine-readable.

he ontology should reflect an agreed-upon domain conceptualization

n a community, i.e., a shared conceptualization ( Studer et al., 1998 ). 

The Resource Description Framework (RDF) was developed as a rec-

mmendation by the World Wide Web Consortium (W3C) to allow the

creation, exchange and use of annotations on the Web ” in the form of
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Fig. 4. Ontology types hierarchy based on Scope. Retrieved from Stephan et al. (2007) (left) and Roussey et al. (2011) (right). 
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riples (subject property object) ( Pan, 2009 ). RDF Schema (RDFS) and

ntology Web Language (OWL) were developed on top of RDF and are

sed as standards in the Semantic Web effort. RDFS introduced class

nd hierarchy concepts, while OWL provides additional vocabulary and

xpressiveness (e.g., disjointedness, cardinality, object and data proper-

ies). There are three OWL sublanguages/types: Lite, DL and Full, with

ifferent levels of expressiveness. Normally, the choice of a language

epends on the problem domain and modeling requirements, with an

dentified trade-off between expressiveness and inference capabilities

reasoning) ( Lukasiewicz, 2008 ). 

.4.1. Ontology classifications 

Ontology classifications are presented by Stephan et al. (2007) and

oussey, Pinet, Kang, & Corcho (2011) with different hierarchy paths

etween ontology levels (with lower ontologies specializing and inher-

ting concepts from the above). While slightly different, both classifica-

ions identify an application (or local) ontology as the most specialized

ntology, followed by domain and task ontologies, and culminating in

 top level (or foundational) ontology (see Fig. 4 ). 

A summary of these ontology types is presented: (a) Top level on-

ologies are generic ontologies, with abstract and general concepts that

an be used across domains and applications. They can be perceived as

eta-ontologies and contain basic notions like objects, events and pro-

esses that are used in other ontologies. (b) Domain and Task ontolo-

ies contain knowledge about a certain domain or a certain task. The

onceptualization of a domain should be independent of tasks (e.g., a

iology ontology should be separated from a diagnostic task ontology).

c) Application or Local ontologies have the narrowest scope and sup-

ort the resolution of a certain task in a certain domain. This means

hat they make use of both domain and task ontologies to fulfill their

urpose. Roussey et al. (2011) classification introduces two additional

ypes: the Core Reference ontology, which allows different communi-

ies to have different domain ontologies aligned and integrated with a

tandard, core, reference ontology; and the General ontology, which is

ot dedicated to a specific domain or field. 

.5. Overview of similar reviews 

Other reviews have been published in recent years with a similar

esearch objective. This section contains an analysis of these works to

etter understand the positioning and scope of the SLR presented in this

aper. 

Abelló et al. (2014) introduce Exploratory On-Line Analytical Pro-

essing (OLAP) as a way to ”discover, acquire, integrate and analytically

uery new external data. ” The paper aims to survey how SW technolo-

ies can serve as a foundation for Exploratory OLAP, their feasibility

nd benefits, and identify future challenges. Challenges are found in

hree areas of research: (1) Schema Design (e.g., mapping, lack of SW

ools, ontology evolution, and versioning), (2) Data Provisioning (e.g.,
5 
TL automation, complex semantic-aware integration), and (3) Seman-

ic and Computational (e.g., reasoning at the instance level, expressive-

ess/inference trade-off). Future work includes SW-supported multidi-

ensional querying and resolving scalability issues. 

Laborie, Ravat, Song, & Teste (2015) present a survey of research

esults and outline future research challenges in BI and SW domains.

calability, complexity, and heterogeneity of SW data are some of the

ain challenges that emerge when combining BI with SW to enhance

I analysis with web data and allow SW data analysis in BI tools. Two

ypes of approaches are identified in the survey, OLAP-analysis oriented

nd Multidimensional modeling oriented. The first approach focuses on

toring SW data in OLAP cubes to facilitate the analysis of information

ublished on the web. The second approach provides compatible multi-

imensional modeling solutions that allow you to perform OLAP anal-

sis directly on SW data (trying to overcome highly complex and time-

onsuming ETL processes). Due to the dynamic nature of web-published

ata, availability and consistency problems can emerge. Freshness can

e partly forfeited in exchange for querying efficiency and data quality

hen materializing SW data in the DW. This trade-off and the automatic

ntegration of SW data in the OLAP cube (automatically defining map-

ings at both schema and instance levels) are pointed out as the main

uture research directions. 

Finally, Hussain, Al-Turjman, & Sah (2020) present a similar SW and

LAP integration analysis from Laborie et al. (2015) . Furthermore, the

uthors discuss how different methods of integration can handle Big

ata and the benefits from cloud computing application in BI in terms

f scalability, cost effectiveness, data sharing, and reliability. 

The abovementioned reviews, although relevant contributions, can-

ot be considered SLR since they analyze a small set of articles obtained

ithout resorting to a research protocol indispensable to an SLR. The

019 review by Wisnubhadra, Baharin, & Herman (2019) , however, of-

ers a survey strategy to analyze modeling and query of spatiotemporal

ultidimensional data on SW. Regarding the integration of ontologi-

al data in a DW, the authors mention the consistency of Linked Open

ata in the DW as the main challenge, while acknowledging the proven

dvantages of OLAP. 

This paper will present a systematic review with a comprehensive

ethodology and selection criteria of recent literature, with a focus on

W/BI design, development and exploration tasks, allowing a more spe-

ific analysis of ontology usage, integration and impact on each task.

ach work will be classified based on the field of case studies, SW tech-

iques used, and the authors’ motivations for using them. 

. SLR methodology 

This section introduces the research questions, the review protocol

see Fig. 5 ), and methods employed in this SLR, following the work pre-

ented by Budgen & Brereton (2006) . To identify the relevant literature,

 search strategy was developed, including the definition of keywords
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Fig. 5. SLR methodology. 
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and search string), inclusion and exclusion criteria, and the selection

f search engines. 

.1. Defining research questions and classification methodology 

As previously stated, the main goal of this research is to gain insight

nto the existing literature concerning the use of ontologies in DW/BI

ystems. The following research questions are presented to guide the

esearch: 

1: How are ontologies/knowledge bases being incorporated/integrated

into DW/BI systems? 

This research question looks to understand how SW techniques are

eing used to improve the quality of insights obtained from structured

ata in DW/BI systems. Information about ontology language and type

s collected to gain insight into the use of SW techniques in each pa-

er. Ontology type will be based on its scope. When omitted by the

uthors, ontologies are classified following the terminology presented

n Section 2.4.1 and distinguished with an ( ∗ ). 

2: In which high-level tasks of DW/BI system development are ontolo-

gies being used? 

To better understand the impact of ontologies in DW/BI systems,

orks will be classified and analysed following a reference terminology

or DW/BI development. Kimball’s DW/BI lifecycle (see Section 2.2.1 ) is

 well-known and well-established methodology ( Cavalheiro & Carreira,

016; Luki ć, Radenkovi ć, Despotovi ć-Zraki ć, Labus, & Bogdanovi ć,

016 ) that was chosen to provide a classification reference terminol-

gy for DW/BI Task. The impact of the ontology should be limited to a

ask or part of the DW/BI lifecycle, such as Business Requirements Def-

nition, Dimensional Modeling, and ETL Design & Development. Any
6 
xploratory task, such as data mining or OLAP, will be classified as BI

pplication Design. 

3: What are the reasons/gains presented for the utilization of SW tech-

niques in DW/BI systems? 

This research question seeks to identify the main advantages of the

ntegration/incorporation of ontologies in DW/BI systems. The applica-

ion scenario (or application field) is also collected to obtain a clearer

ision of the impact of these techniques on DW/BI systems. 

.2. Defining keywords and search string 

For the definition of keywords and search string, the recommenda-

ions of Silva & Neiva (2016) were followed. To fulfill the main goal

f this research, which is to observe the impact of ontologies in DW/BI

ystems, synonyms and similar key terms were selected. To this end,

eywords were divided in two groups. 

Group 1 includes keywords related to DW/BI, specifically: ”Data

arehouse ”, ”Data Mart ” and ”Star Schema ”, and keywords related to

he tasks from the DW/BI framework, such as ”Dimensional Modeling ”

nd ”ETL ”. The keywords ”Requirements ”, ”Facts ” and ”Dimensions ”

ere also added due to their relevance in DW/BI systems. Keywords

uch as ”Decision Support System ” were initially considered but then

emoved during the refinement process since any expert system based

n ontologies is a knowledge-based DSS, leading to several out-of-scope

apers being found. 

Group 2 is comprised of keywords related to ontologies, such as ”On-

ology ”/ ”Ontologies ”, ”Ontological ”, ”Knowledge Representation ” and

Knowledge Base ”. ”Semantic Web ” was also added since is commonly

sed to refer to these types of techniques. 

The search string will screen paper titles for the logical conjunction

f any keyword in group 1 with any keyword in group 2 (see Table 1 ): 
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Table 1 

Keywords in the search string. 

Group 1 

Business Intelligence; Data Warehouse(s); Data Warehousing; Data Mart; OLAP; Star Schema; Multidimensional; Dimensional Model(l)ing; ETL; 

Requirements; Facts; Dimensions 

Group 2 Ontology; Ontologies; Ontological, Knowledge Representation; Knowledge Base; Semantic Web 

Table 2 

Results per Search Engine. 

Search Engine # of results 

ACM Digital Library 31 

IEEE Xplore 122 

Scopus 562 

Web of Science 328 

Total 1043 
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Table 3 

Results according to Accepted/Rejected outcome. 

# of results 

Accepted 47 

Rejected 997 

Duplicates 465 

Out-of-Scope (Title and Abstract reading) 470 

IS with Knowledge Base 35 

Not Available 19 

Wrong Language 2 

Other Reviews 4 

Extended Abstract 1 

Total 1043 
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Title:( ”Business Intelligence ” OR ”Data Warehouse ” OR ”Data Ware-

ouses ” OR ”Data Warehousing ” OR OLAP OR ”Data Mart ” OR ”Di-

ensional Modeling ” OR ”Dimensional Modelling ” OR ”Star Schema ”

R ”Multidimensional ” OR ETL OR Requirements OR Facts OR Dimen-

ions) AND Title:(Ontology OR Ontologies OR Ontological OR ”Knowl-

dge Base ” OR ”Knowledge Representation ” OR ”Semantic Web ”) 

.3. Defining filters and search engines 

Under the university’s (blind information) network access agree-

ent, the search string was used to gather research from the following

earch engines: ACM Digital Library (hdl.acm.org), IEEE Xplore (ieeex-

lore.ieee.org), Scopus (scopus.com) and Web of Science (webofknowl-

dge.com). In addition to the search string, three filters were employed

n the search, as follows: (a) document type: conference/ proceedings

aper, article; (b) publication year: [2010, 2021]; and (c) language: En-

lish. 

. Conducting the SLR 

This section introduces the preliminary outcomes of the SLR, follow-

ng the methodology presented in Fig. 5 . In total, 1043 documents were

btained from the different search engines (see Table 2 ), and applying

he filters mentioned previously. Several duplicates were found in this

hase, with a large overlap of papers between Scopus and other search

ngines. 

From this initial set of documents, a first analysis was obtained by

eading the title and abstract from each work. The main objective here

as to identify out-of-scope works, which include research that does

ot mention DW/BI systems or any similar concepts in its title or ab-

tract. Due to the use of keywords such as Requirements, a substantial

et (470) of works were rejected in this phase. Ontologies are used in

orks related to requirements and software engineering due to their se-

antics and inference. However, analysis and requirements elicitation

n generic software was considered out of scope for this SLR, explaining

he high number of papers rejected in this first classification. 

The remaining 108 works were fully analyzed to confirm that the

ocumented research added to the scope and objectives of this SLR.

able 3 presents the main results of these analyses, presenting counts

rom the different outcomes (i.e., Accepted, and Rejected due to several

easons). The main reasons for rejections in the second analysis phase

ere the unavailability of the document and the research being out of

cope for this SLR, in particular, IS with Knowledge Base. Despite the

lters used in the search engines, a small number of documents still did

ot meet the necessary criteria for acceptance (e.g., papers not written

n English). In the end, 47 documents were selected for further analysis

nd classification. 
7 
. Findings 

This section contains the main results and findings from the SLR. It

s divided into two sections Bibliometrics, where year-wise and other

tatistics are presented, and Literature Analysis, which includes the out-

ome of the classification methodology. 

.1. Bibliometrics 

Fig. 6 presents an evolution of works published per DW/BI task

hroughout the analyzed years (2010–2021). Three main conclusions

an be drawn out: (a) There was a peak of publications in or before

010, (b) the number of annual publications decreased between 2010

nd 2013, stabilizing thereafter (with the exception of 2017), and (c) in

he last few years the main focus of application of Semantic Web tech-

iques was on BI application design tasks. 

Of the 47 papers analysed, 36 were Conference Papers ( 76%), with

nly 11 works being published in journals. The International Conference

n Information and Knowledge Management, with four works, and the

nternational Convention on Information and Communication Technol-

gy, Electronics and Microelectronics, with three, are the conferences

rom which more research originated. 

.2. Literature analysis 

Looking at Table 4 , we can see a diverse set of research and appli-

ation fields (e.g., Academic, Healthcare, Sales) where SW technologies

re being used in conjunction with DW/BI systems. This was to be ex-

ected since both areas have abundant and overlapping fields of ap-

lication. The use of OWL (SW standard) and its sub-languages (Full,

ite and DL) by most papers is also an expected result. The use of non-

tandardized ontologies may undermine their potential as it hinders

heir interoperability. The widespread use of domain- and task-specific

ntologies is inevitable when there is a need to capture business and

rocess detailed context, something for which generic ontologies, with

bstract and broad concepts, are usually not suitable. 

The remainder of this section divides results based on the Kimball’s

W/BI lifecycle tasks where ontologies are being used. Since no research

as found on activities such as Maintenance and Project Management,

hese tasks were not considered. The primary motivation of each work

s collected and presented in Table 5 . Fig. 7 presents a distribution of

he number of works per DW/BI task. There is a clear focus of research

n Dimensional Modeling and BI Application Design. It is important to
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Fig. 6. Evolution of works published per DW/BI Task. 

Table 4 

Results classification. 

Ref. Year Source Case Study Ont. Lang. Ont. Type 

Jiang et al. (2010) 2010 Scopus; IEEE Health Care OWL Domain 

Romero & Abelló (2010) 2010 Scopus; WoS Car Rental OWL-DL Domain 

Khouri & Ladjel (2010) 2010 ACM; Scopus N/A OWL Global/Local 

Kurze et al. (2010) 2010 Scopus; WoS; IEEE Sales OWL Core 

Nimmagadda et al. (2010) 2010 Scopus; IEEE Human Ecosystem N/A Domain 

Limongelli et al. (2010) 2010 Scopus; WoS Academic N/A ( ∗ ) Domain 

Nicolicin-Georgescu et al. (2010) 2010 IEEE N/A OWL ( ∗ ) Task 

Nicolicin-Georgescu et al. (2010) 2010 Scopus; WoS N/A OWL ( ∗ ) Task 

Taa et al. (2010) 2010 Scopus Academic OWL ( ∗ ) Task 

Simitsis et al. (2010) 2010 Scopus; WoS N/A OWL-DL Domain/Application 

Tanuska et al. (2010) 2010 Scopus; IEEE Academic UML ( ∗ ) Domain 

Wu et al. (2010) 2010 Scopus; WoS N/A N/A ( ∗ ) Application 

Abelló & Romero (2010) 2010 ACM Car Rental OWL Domain 

Zaharie et al. (2011) 2011 Scopus; WoS Sales OWL Domain/Application 

He et al. (2011) 2011 Scopus; IEEE N/A N/A Domain 

Ta’a & Abdullah (2011) 2011 Scopus; WoS Natural Gas Distribution OWL ( ∗ ) Task 

Taa et al. (2011) 2011 Scopus Natural Gas Distribution RDF/OWL ( ∗ ) Task 

Nimmagadda et al. (2011) 2011 Scopus; WoS; IEEE (E-)Health Care N/A Domain 

Villanueva Chávez & Li (2011) 2011 Scopus; IEEE Auto parts company OWL Domain 

Neumayr et al. (2011) 2011 Scopus; WoS Health Insurance OWL Domain 

Vanea & Potolea (2011) 2011 Scopus; WoS Medicine N/A Domain 

Wu et al. (2011) 2011 Scopus; WoS Electronic Sales N/A Domain/( ∗ ) Local 

Aymoré Martins. et al. (2012) 2012 Scopus N/A N/A Upper 

Fernandes et al. (2012) 2012 Scopus; WoS; IEEE Planning and Budget N/A Task/Application 

Prat et al. (2012b) 2012 ACM; Scopus Agriculture OWL-DL ( ∗ ) Global 

Neumayr et al. (2012) 2012 ACM; Scopus Health Care N/A ( ∗ ) Domain 

Prat et al. (2012a) 2012 Scopus; IEEE Spatiotemporal data OWL-DL ( ∗ ) Upper/Fundation 

Bellatreche et al. (2012) 2012 Scopus; IEEE N/A UML Domain 

Tria et al. (2014) 2013 Scopus; WoS Products Wholesale N/A Domain 

Bargui et al. (2011) 2012 Scopus; WoS Sales N/A Domain 

Liu & Iftikhar (2013) 2013 Scopus; WoS Sales OWL Domain 

Gulic (2013) 2013 Scopus; WoS; IEEE Invoices OWL Lite ( ∗ ) Domain 

Nimmagadda & Dreher (2014) 2014 Scopus; WoS; IEEE Petroleum OWL Domain 

Etcheverry et al. (2014) 2014 Scopus Sales RDF ( ∗ ) Domain 

Szwed et al. (2015) 2015 Scopus; WoS Insurance OWL ( ∗ ) Global 

Matei et al. (2015) 2015 Scopus Energy Consumption RDF ( ∗ ) Domain 

Moreira et al. (2015) 2015 Scopus National Electric System OntoUML Foundational/Domain 

Oliveira & Belo (2016) 2016 Scopus; WoS N/A OWL ( ∗ ) Task 

Aadil et al. (2016) 2016 Scopus; WoS; IEEE Waste Management OWL Global / Local 

Ren et al. (2018) 2018 Scopus; IEEE Health Care N/A Domain 

Pticek & Vrdoljak (2018) 2018 Scopus; WoS; IEEE N/A RDF Local 

Laadidi & Bahaj (2018) 2018 ACM; Scopus; WoS N/A OWL N/A 

Brahmi (2019) 2019 Scopus; WoS; IEEE Sales N/A Domain 

Amaral & Guizzardi (2019) 2019 Scopus; WoS Education OntoUML Fundational 

Namnual et al. (2019) 2019 Scopus Higher Education OWL Domain 

Quamar et al. (2020) 2020 ACM; WoS Healthcare OWL Domain 

Chakiri et al. (2020) 2020 Scopus; WoS Local Governance OWL Global / Local / Domain 

8 
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Table 5 

Authors’ Motivations. 

Ref Year Motivation 

Jiang et al. (2010) 2010 Eliminate data heterogeneity 

Romero & Abelló (2010) 2010 Support end-user requirements elicitation and DW’s design tasks / Identify and elicit unknown analysis 

capabilities from data sources 

Khouri & Ladjel (2010) 2010 Querying DW in a semantic level and allowing integration with other DWs 

Kurze et al. (2010) 2010 Provide the vocabulary for the integration of different OLAP applications 

Nimmagadda et al. (2010) 2010 Knowledge sharing and reuse, ensuring concept interoperability across web sources 

Limongelli et al. (2010) 2010 Develop an OLAP technique to help teachers to analyze Learning Objects stored in web repositories 

Nicolicin-Georgescu et al. (2010) 2010 Improve service levels by managing DW cache allocations with autonomic computing 

Nicolicin-Georgescu et al. (2010) 2010 Improving the allocation of shared resources 

Taa et al. (2010) 2010 Obtain ETL process specification from DW requirements and business semantics / Solve limitations in modeling 

and designing DW systems 

Simitsis et al. (2010) 2010 Assist in the collection and validation of metadata for ETL processes’ conceptual design 

Tanuska et al. (2010) 2010 Define the base classes to determine the influential factors in student failures 

Wu et al. (2010) 2010 Support the mining process by reducing user involvement in query formulation and submission 

Abelló & Romero (2010) 2010 Discover meaningful IDs from domain ontologies 

Zaharie et al. (2011) 2011 Increase DW’s responsiveness and adaptability to the information needs from the decision-making process 

He et al. (2011) 2011 Formalize the users’ needs into a conceptual model with semantic information and solve heterogeneity problems 

Ta’a & Abdullah (2011) 2011 Reconciliation of the user semantics toward the modeling of the DW 

Taa et al. (2011) 2011 Resolve user requirements ambiguity and semantic heterogeneity problems during data integration and 

transformation 

Nimmagadda et al. (2011) 2011 Solve connectivity, communication and interaction problems and facilitate data interpretation 

Villanueva Chávez & Li (2011) 2011 Automate extraction and categorization of data sources, generation of logical and physical data models and 

generation and data storage routines 

Neumayr et al. (2011) 2011 Provide comparative data analysis and guide the business user through different kinds of knowledge 

Vanea & Potolea (2011) 2011 Obtaining a semantically enhanced DW, with a flexible environment for query submission 

Wu et al. (2011) 2011 Provide an active knowledge re-discovering mechanism, with better data mining models, fewer ineffective 

patterns dissemination and able to discover new concept rules 

Aymoré Martins. et al. (2012) 2012 Integrate heterogeneous information concepts in a collaborative BI environment 

Fernandes et al. (2012) 2012 Fast and automatic implementation of the BI system 

Prat et al. (2012b) 2012 Leverage OWL-DL reasoning to ensure the reliability of OLAP analysis (e.g., summarization correctness) 

Neumayr et al. (2012) 2012 Define and represent business analysts’ hierarchical and multidimensional concepts 

Prat et al. (2012a) 2012 Represent the multidimensional model as an OWL-DL ontology, increasing formalization and inference 

Bellatreche et al. (2012) 2012 Make user requirements persistent into DWs and identify SQL queries for each business goal 

Tria et al. (2014) 2013 Automatically integrate different schemas and solve syntactical/semantic inconsistencies 

Bargui et al. (2011) 2012 Automation of analytical requirements elicitation, overcoming lack of domain knowledge 

Liu & Iftikhar (2013) 2013 Describe semantics of big dimensions and automate the modeling process 

Gulic (2013) 2013 Facilitate analysis of semantic data sources 

Nimmagadda & Dreher (2014) 2014 Support data integration and information sharing; Facilitate data mining, visualization and interpretation 

Etcheverry et al. (2014) 2014 Represent multidimensional models in the SW 

Szwed et al. (2015) 2015 Provide a formal description of DW architectures 

Matei et al. (2015) 2015 Model distributed multidimensional SW data, increasing interoperability of OLAP frameworks 

Moreira et al. (2015) 2015 Increase the semantic expressiveness of the multidimensional modeling 

Oliveira & Belo (2016) 2016 Support and enable the configuration and instantiation of ETL patterns 

Aadil et al. (2016) 2016 Support a combination of need-driven and data-driven DW design 

Ren et al. (2018) 2018 Optimize DW requirement analysis process and eliminate semantic heterogeneity 

Pticek & Vrdoljak (2018) 2018 Enrich NoSQL database contents, allowing integration with traditional DWs 

Laadidi & Bahaj (2018) 2018 Automatically identify multidimensional concepts in OWL sources 

Brahmi (2019) 2019 Reduce system resource consumption and improve the mining process efficiency 

Amaral & Guizzardi (2019) 2019 Improve semantic expressiveness of multidimensional models, improving communication and interoperability 

Namnual et al. (2019) 2019 Enhance digital entrepreneurs’ competencies for higher education 

Quamar et al. (2020) 2020 Explore and obtain insights from a dynamic and intuitive conversational system interaction 

Chakiri et al. (2020) 2020 Integrate data sources with existing requirement multidimensional schemes and minimize misconceptions or 

misunderstandings between different stakeholders 
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ote that, in each work, the use of ontologies might cover more than

ne task. 

For example, when ontologies are used in Requirement Analysis

asks, most of the time (10 out of 11 works), their impact on other tasks,

uch as Dimensional Modeling (6) or ETL (4), is also mentioned. On the

ther hand, when ontologies are used for BI Application Design, works

sually only cover the impact of the ontology in this specific task. This

isparity is expected since Requirement Analysis impacts most or all

ther development tasks. In contrast, BI applications design, which de-

cribes any information retrieval or exploration task, is done after the

ata is already in place and does not impact other design and develop-

ent tasks. 

Prior to the analysis of ontological impact on each DW/BI task, word

louds were obtained using Python’s wordcloud package 4 . The abstracts
4 https://pypi.org/project/wordcloud/ 

 

m  

o  

9 
f each study were used to generate the word clouds, after removing

he keywords used in the SLR (see Table 1 ) and the word ”Paper ”. Fig. 8

ncludes word clouds for all abstracts, as well as for each of the DW/BI

asks, in which only relevant documents to each task were used. 

Starting by analysing all the abstracts, keywords such as ”data ”, ”de-

ign ” and ”system ” are highlighted as they are employed in more than

alf of the abstracts. References to the (multi)dimensional model or DW

odel explain the frequent use of ”model ”. Some authors present an

ntology- ”based ” ”approach ”, ”process ” or ”method ”, words also typi-

ally used to describe research artifacts. The words ”semantic ”, ”infor-

ation ” and ”knowledge ” are also frequent, which is coherent with the

rea of research. Interestingly, ”decision support ” and ”interoperability ”

o not seem to describe the type of systems or tools presented by the

uthors. 

When observing the remaining word clouds, some keywords appear

ore frequently depending on the task. Requirement Analysis focuses

n ”conceptual ” design and processes and ”business ” ”users ”. ”Data
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Fig. 7. Number of works per Kimball’s DW/BI 

lifecycle task. 

Fig. 8. Abstracts Word clouds. 
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ources ” also appear as keyword since they are analysed during the re-

uirements phase. Identical keywords are used for Dimensional Model-

ng and ETL. The word cloud for Dimensional Model’s word cloud, ”data

ource ” and ”data ” appear with higher frequency, with ”domain ” also

ppearing as an important keyword, related to the type of ontology used

n some of the proposed methods by the authors. In ETL, the focus shifts

o ”integration ” and ETL ”process(es) ”. Looking at the word cloud for BI

pplication Design’s word cloud, the words ”knowledge ”, ”mining ” and

analysis ” appear more predominant, which is, again, consistent with

he types of solutions presented by the authors. The word ”model ” is

lso emphasized since some solutions extract dimensional models into

ntologies. Lastly, in the Technical and DW Architecture word cloud,

he words ”level ”, ”information ”, ”autonomic ” and ”service ” are high-

ighted. Most of the works related to this task focus on service level

greements (quality of service) for the DW/BI systems and how to im-

rove it using ”autonomic ” computing. 

.2.1. Requirement analysis 

Ontologies proved to be valuable in formalizing the needs and re-

uirements of users, with the added semantics being used to aid in re-

uirements elicitation, reconcile users’ semantics and resolve semantic

mbiguity. In most cases, the knowledge from the requirement-filled
10 
ntology is used to create a dimensional model that fulfills user require-

ents. Dimensional modeling concepts, such as dimensions, facts, and

ierarchies, are identified on the ontology and mapped into a dimen-

ional model. S2RWC (Semantic Sources and Requirements driven tool

or DW Conceptual design) ( Khouri & Ladjel, 2010 ) and AMDO (Au-

omating Multidimensional Design from Ontologies) Romero & Abelló

2010) are two illustrative methods that use ontologies to enable a se-

antic integration and unification of user requirements, and to support

ser requirements elicitation, respectively. 

The materialization of data-driven requirements in ontologies can

e used to integrate data from multiple data sources. Ontologies are

sed to capture the semantics of the involved data stores based on each

ser’s decision needs. The alignment of these ontologies allows the in-

egration of all concepts expressed by users in a single global ontology

hat can be used to build the dimensional data model ( Aadil, Wakrime,

zaz, & Sekkaki, 2016 ). Inference on a domain ontology, constructed

ollowing extracted terminology/semantics of the involved (source or

arget) data stores, can serve as a means for ETL requirements elicitation

nd design ( Simitsis, Skoutas, & Castellanos, 2010 ). Zaharie, Pugna, &

adulescu (2011) propose the use of REA (Resource-Event-Agent) enter-

rise domain ontology to define user requirements at both operational

resources, events, and agents) and policy levels (use of hierarchies to



A.L. Antunes, E. Cardoso and J. Barateiro International Journal of Information Management Data Insights 2 (2022) 100131 

t  

r

 

R  

m  

s  

c  

s  

e  

a  

c  

t  

B  

s  

a  

l

 

g  

w  

D  

s  

s  

d  

e

5

 

n  

s  

t  

s  

fl  

O  

t  

p  

 

o  

w  

o  

K  

h  

d  

O  

c  

i  

C  

o  

d  

i  

m  

t  

o  

g  

u  

&

 

g  

s  

e  

m  

u  

m  

i  

m  

c  

&  

t  

e  

a  

V  

a  

t  

o

5

 

E  

g  

i

 

d  

s  

&  

e  

t  

2  

a  

a  

s  

m  

n  

c  

2  

f  

j

 

i  

p  

r  

t  

m

5

 

t  

d  

a  

s  

c  

s  

a

 

b  

i  

2  

t  

D  

u  

s  

&  

O  

t  

v  

Z  

f  

t

 

m  

t  

a  

d  

t  
ypify and group entities to support description, targets and validation

ules). 

A goal-oriented DW requirement analysis method was used by

en, Wang, & Lu (2018) to obtain an organizational and decision

odel. The organizational model captures high-level actors, their re-

ponsibilities, and relationships. In contrast, the decision model fo-

uses on how the DW can support all decision-making necessities (as-

ociating facts and dimensions with the goal at different decision lev-

ls). In Bargui, Ben-Abdallah, & Feki (2011) ontologies are used to

utomate requirement elicitation also in goal-oriented DWs, by de-

omposing complex business goals into sub-goals, identifying indica-

ors and generating analytical queries. Bellatreche, Khouri, Boukhari, &

ouchakri (2012) presented a solution where user requirements, repre-

ented by a goal-oriented model, are made persistent in the DW (through

n ontology) to ensure traceability from the conceptual/ontological

evel to the physical level. 

RAMEPs (Requirement Analysis Method for ETL Processes) is a

oal-oriented method for ETL process design Taa, Abdullah, & Nor-

awi (2010) ; Taa, M.S, & Md Norwawi (2011) ; Ta’a & Abdullah (2011) .

W requirements are collected and analyzed at the organizational, deci-

ional, and developer (transformation needs) levels. User requirements

emantics are obtained accordingly to an agreed-upon vocabulary of

imensional concepts (e.g., facts, dimensions), mitigating semantic het-

rogeneity problems. 

.2.2. Dimensional modeling 

Ontologies are used to simplify dimensional design, discover busi-

ess entities and their relationships, and find potential facts and dimen-

ions from each data source. Thus, most works present the ontology as

he primary source for the DW or as an intermediate layer between the

ource system and ETL. Some advantages include increased automation,

exibility, semantic information, and interoperability (between DWs).

ntologies are also used to solve heterogeneity problems. These advan-

ages can impact subsequent phases, such as the ETL and exploration

hases, especially when the DW is enriched with semantic information.

The dimensional model can be based on a requirement-driven ontol-

gy alone Bellatreche et al. (2012) or by comparing the requirements

ith a global/domain ontology (obtained by integrating ontologies or

ther heterogeneous data sources) ( Chakiri, El Mohajir, & Assem, 2020;

houri & Ladjel, 2010; Ren et al., 2018 ). Integration and data/semantic

eterogeneity problems on traditional data sources (such as relational

atabases) can also be mitigated or resolved with the use of ontologies.

ne of the most commonly presented solutions is to obtain a global con-

eptual schema based on the source systems, along with the correspond-

ng mapping for each data source ( Aadil et al., 2016; Moreira, Cordeiro,

ampos, & Borges, 2015; Tria, Lefons, & Tangorra, 2014 ). This domain

ntology or vocabulary can then be used to find and uncover the facts,

imensions, and other dimensional entities ( Romero & Abelló, 2010 ),

ncluding meaningful IDs ( Abelló & Romero, 2010 ). Some works match

ultidimensional schemes and dimensions to ontological information

o improve OLAP ( Limongelli, Sciarrone, Starace, & Temperini, 2010 )

r data mining ( Nimmagadda & Dreher, 2014; Nimmagadda, Nimma-

adda, & Dreher, 2011 ) capabilities in the DW. Ontologies can also be

sed to facilitate DW schema evolution ( Tanuska, Vlkovic, Vorstermans,

 Verschelde, 2010 ). 

Zaharie et al. (2011) present ontology-based dimensional design

uidelines, where the REA ontology can be directly mapped to a star

chema. He, Chen, Meng, & Liu (2011) introduce a conceptual mod-

ling solution based on the BWW (Bunge-Wand-Weber) presentation

odel, including domain and property modeling, to better formalize

sers’ needs and help solve heterogeneous problems. The quality, se-

antic expressiveness, and interoperability of conceptual models can be

mproved using ontological patterns ( Amaral & Guizzardi, 2019 ). Auto-

atic or semi-automatic methods that identify multidimensional con-

epts in OWL ontology sources are presented by Gulic (2013) ; Laadidi

 Bahaj (2018) ; Liu & Iftikhar (2013) . After finding these concepts,
11 
he multidimensional schema can be defined, together with the nec-

ssary mapping and transformations. Fernandes et al. (2012) present

 similar solution, obtaining a fact table based on a concept map.

illanueva Chávez & Li (2011) extend this idea further and present

n approach that generates a logical model, physical data models, and

ransformation rules based on extracted information from the ontology,

btaining a homogeneous solution. 

.2.3. ETL 

Ontologies can enrich source data, provide mappings and increase

TL performance and efficiency. Data inconsistency, errors, and hetero-

eneity problems are also mentioned as motivation factors for integrat-

ng an ontology. 

The design of the ETL process can be facilitated through the use of a

omain ontology. Concepts, relationships are retrieved from the source

chemas ( Jiang, Cai, & Xu, 2010; Moreira et al., 2015; Villanueva Chávez

 Li, 2011 ), making it possible for mappings to be automatically gen-

rated (since the target schema is based on the ontology, links be-

ween them are already in place). The RAMEPs method ( Taa et al.,

010; Taa et al., 2011; Ta’a & Abdullah, 2011 ) automatically gener-

tes ETL processes by intersecting the goal-driven requirement ontology

nd data sources semantics, solving user requirements ambiguity and

emantic heterogeneity problems. The representation of ETL require-

ents and process specifications in ontologies allows the creation of

atural language reports, which can be used to communicate ETL pro-

ess design choices, implementation, and maintenance ( Simitsis et al.,

010 ).Furthermore, ontologies can also be used to enhance metadata

rom multimedia ( Vanea & Potolea, 2011 ), or NoSQL Pticek & Vrdol-

ak (2018) databases, improving the integration process in these cases. 

Ontologies are also used in ETL to support the configuration and

nstantiation of ETL patterns. By providing these regular and reusable

atterns, Oliveira & Belo (2016) defend that data inconsistencies and er-

ors can be mitigated. Ontologies can also be used to conceptualize data

ransformation processes and logical descriptions ( Nimmagadda, Nim-

agadda, & Dreher, 2010 ). 

.2.4. BI application design 

The exploration phase (BI application design) can also take advan-

age of ontologies and their semantics. Ontologies, representing multi-

imensional models as OWL ontologies or RDF Data Cubes, are used as

n intermediate layer between the user and the DW. This helps users

emantically formalize queries and explore data, improving inference

apabilities, knowledge extraction, and interoperability between DW/BI

ystems. Data mining/knowledge discovery processes are also facilitated

nd enhanced through the use of semantic OLAP frameworks. 

Formal reasoning provided by ontologies, such as OWL-DL, can

e used to validate multidimensional models and their summarizabil-

ty ( Prat, Akoka, & Comyn-Wattiau, 2012a; Prat, Megdiche, & Akoka,

012b ). Furthermore, ontologies allow multidimensional data to be dis-

ributed in the SW, improving interoperability with other systems. RDF

ata Cube Vocabulary prepares multidimensional data to be published

sing RDF. The QB4OLAP extends the RDF Data Cube by introducing

everal OLAP functions (such as roll-up, slice, and dice). Matei, Chao,

 Godwin (2015) propose the IGOLAP vocabulary to provide missing

LAP capabilities from QB4OLAP. In addition, relational implementa-

ions of data cubes were translated to RDF using an extended QB4OLAP

ocabulary at both schema and instance level ( Etcheverry, Vaisman, &

imányi, 2014 ). Quamar et al. (2020) feature a ”conversational inter-

ace ” to support business analysis, exploiting typical BI analytical pat-

erns and using natural language to translate input requests. 

Ontologies have also proven to be very useful in supporting data

ining and visualization. An ontology-based system can guide users in

he mining process ( ”intelligent assistance ”), helping in the selection

nd grouping of data, giving recommendations, and providing a way to

etect semantic errors in the mining process. The efficiency and effec-

iveness of the mining process are improved, allowing users to find and
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xtract useful knowledge in their data ( Wu, Lin, Jiang, & Wu, 2011; Wu,

in, & Wu, 2010 ). Ontologies can also be used to facilitate data inter-

retation and knowledge extraction, with ontologies supporting visual

nalysis, interactive explanation of data and enabling collaboration and

nowledge sharing (chaining the ”visual thinking ”) ( Brahmi, 2019; Nim-

agadda & Dreher, 2014; Nimmagadda et al., 2010; 2011 ). A semantic

LAP framework is presented by Neumayr, Anderlik, & Schrefl (2012) ;

eumayr, Schrefl, & Linner (2011) , where ontologies are used as a con-

eptual layer between users and data, allowing ontology’s multidimen-

ional concepts to be mapped into SQL queries. 

Limongelli et al. (2010) present an ontology-driven OLAP System

here teachers use an ontology to find suitable Learning Objects from

he Web. A similar framework was developed by Namnual, Nilsook, &

annapiroon (2019) , with the domain’s concepts ontology being linked

ith existing DW concepts to support data visualization and analysis.

emantically enhanced metadata can help users to formulate queries

nd understand their results, helping with unforeseen queries Vanea

 Potolea (2011) . Aymoré Martins., C. Lustosa da Costa., & de Sousa

únior. (2012) present a collaborative BI framework, where a global

ntology is obtained by aligning and merging ontologies from different

I systems. Once this global ontology is obtained, heterogeneous con-

epts can be analyzed in a decentralized way, increasing interoperabil-

ty and communications between DW/BI systems. Kurze, Gluchowski, &

ohringer (2010) also integrate different BI systems, using an extension

f the BWW ontology to define core concepts of data warehousing. 

.2.5. Technical and DW architecture results 

Other interesting works are related to the Technical Architecture de-

ign or Physical Design phases. Works include a DW reference model,

ith an ontology being used to describe DW architectures ( Szwed, Kom-

ata, & Dymek, 2015 ), support to Technical Architecture Design to im-

rove shared resources allocation ( Nicolicin-Georgescu, Benatier, Lehn,

 Briand, 2010; Nicolicin-Georgescu, Benatier, Lehn, & Briand, 2010 ),

nd dimensional table partitions automation ( Liu & Iftikhar, 2013 ).

illanueva Chávez & Li (2011) present an end-to-end process where

ogical and physical data models are automatically generated. ETL map-

ings between data sources and the models are defined based on the data

eaning (using an ontology-based data model). 

. Discussion 

This section analyzes the results and discusses the main challenges

nd outcomes of this review, then presenting its implications for practice

nd for the research agenda. 

.1. Synthesis of literature 

As stated before, the main goal of this review is to understand how,

here, and why ontologies are being used with DW/BI systems. Regard-

ng the incorporation and integration of ontologies into DW/BI systems

RQ1), a large percentage of works use ontologies as intermediary sup-

ort, either for data integration (or semantic integration of source data)

r for exploration (exploratory OLAP). However, some researchers keep

ntological data within the DW, usually in cases where the dimensional

odel was based on the ontology, to integrate semantics and increase

W interoperability and reusability. 

In the literature, ontologies are used to support or improve DW/BI

ifecycle tasks (RQ2). The primary use of ontologies in DW/BI systems

s related to the task of dimensional modeling. Ontologies, due to their

emantic interoperability and shared concepts, are used to streamline di-

ensional design, helping uncover business entities and their relations

nd finding potential facts and dimensions from each data source. Af-

er aligning each local ontology, knowledge from a domain ontology

s extracted and transposed into a star schema or dimensional cube,

ith works such as Amaral & Guizzardi (2019) ; Gulic (2013) ; Romero

 Abelló (2010) presenting similar methods. Requirement analysis is
12 
nother task that can be largely influenced by the use of ontologies,

upporting requirements elicitation, reconciliation of users’ semantics

nd hopefully resolving requirements ambiguity. This knowledge is then

sed to create dimensional models that fulfill user requirements. 

Ontologies are also used in ETL for supporting configuration and in-

tantiation of ETL patterns ( Oliveira & Belo, 2016 ). The ETL process

s also facilitated when the model is designed via a domain ontology

ince mappings between source data, local ontology or schema, domain

ntology and the dimensional domain are already in-place. This link-

ge allows ETL processes to be easily specified ( Taa et al., 2011; Ta’a

 Abdullah, 2011 ). Ontologies can also be used to enhance metadata

rom multimedia ( Vanea & Potolea, 2011 ) or NoSQL ( Pticek & Vrdol-

ak, 2018 ) databases, improving the integration process. 

Exploration of the models (BI Applications Design) can also take ad-

antage of ontologies and their semantics. Transforming dimensional

odels into OWL ontologies ( Prat et al., 2012a ) or RDF Data Cubes

 Matei et al., 2015 ), creating a semantic OLAP framework, enables in-

erence capability, knowledge extraction and, most importantly, inter-

perability. Ontologies can also improve data mining processes, facil-

tating knowledge discovery and improving data analysis ( Wu et al.,

011 ). Other works include a DW reference model, with an ontology

eing used to describe DW architectures ( Szwed et al., 2015 ), support

o Technical Architecture Design to improve shared resources allocation

 Nicolicin-Georgescu et al., 2010; Nicolicin-Georgescu et al., 2010 ), and

imensional table partitions automation ( Liu & Iftikhar, 2013 ). 

The main reasons given in the available literature for using SW tech-

iques in DW/BI systems (RQ3) are diverse and generally take advan-

age of the semantics and inference provided by ontologies. Eliminating

r solving the data/semantic heterogeneity problem, increasing inter-

perability, facilitating integration, and providing semantic content to

oth requirement and data analysis (better formalization) are some of

he most indicated motivations. 

.2. Implications for practice 

This SLR analyses the impact of ontologies on the design, develop-

ent, and exploitation of DW/BI systems. Ontologies are mainly used in

equirement Analysis, Dimensional Modelling, ETL, and BI Application

esign in various application fields, such as Natural Gas Distribution,

ales, and Education. OWL and its subtypes are the most popular lan-

uages for formalising ontologies, and in most of the analysed works

he authors proposed the use of domain ontologies. Ontologies are used

o eliminate problems of heterogeneity, facilitate data integration and

rovide semantics to requirements and data. 

In practice, due to their semantics, reasoning, and interoperabil-

ty, ontologies represent a new resource that traditional DW/BI sys-

ems should consider to facilitate the integration and analysis of struc-

ured data in the new IS paradigm. Dealing with web data and other

nstructured or semi-structured data in a structured architecture repre-

ents a challenge in terms of volume, variety, and velocity, as well as

ow to connect and understand the meaning of different types of data.

he impact of ontologies here is evident as it enables the formalisation

f knowledge, meaning that decisions, and organisational or practical

nowledge related to the system can be materialised and shared within

r outside the organisation, providing a connection point between busi-

ess users, data scientists, and different IS. 

In short, ontologies support, simplify and help automate design and

evelopment tasks and processes in DW/BI systems. Ontologies are,

owever, not typically used for data enrichment purposes, such as

dding attributes to existing dimensions. Dimensional models are cre-

ted based on ontologies to take advantage of OLAP-style analysis, with

ll dimensions and facts being extracted from an ontology, or exported

o an ontology to enable inference and interoperability (e.g., RDF Cube).

ystem interoperability between different DW/BI systems was demon-

trated. The integration of unstructured data in DW/BI systems was not

ithin the scope of this review but could have been found as part of



A.L. Antunes, E. Cardoso and J. Barateiro International Journal of Information Management Data Insights 2 (2022) 100131 

o  

m

 

h  

c  

s  

f  

t  

s

 

b  

b  

g  

m  

o  

t  

D  

d  

2  

2  

(  

2

 

f  

m  

e  

d  

m  

c  

d

6

 

d  

t  

r  

r

 

r  

t  

t  

b  

m  

a  

t  

w  

t  

m  

u  

s  

b  

o  

s  

i  

(  

p

 

n  

M  

u  

t  

l  

p  

b  

t

6

 

b  

s

 

D  

p  

r  

t  

i  

t  

i  

(  

i  

-  

v  

i

 

d  

f  

t  

o  

e  

e  

D

 

u  

D  

c  

a  

t  

a  

e  

u  

a  

i  

t  

t  

p  

s  

a  

T  

p  

&

 

t  

s  

w  

o  

a  

t  

e  

n  

o  

p  

M  

d  

c  

o  

o  

g  

f  

t  

b  

a  
ntology-based solutions. However, authors did not present this as a

otivation for their works. 

The use of ontologies in DW/BI systems enables the elicitation of

igher quality requirements, as DW/BI developers are able to improve

ommunication and reduce misunderstandings between customers or

takeholders. Using these techniques also helps to reduce costs and time

or schema designers and data engineers, particularly in cases where on-

ologies are used to integrate different sources, since mappings between

ource and target are easier to obtain. 

From an application perspective, the decision-making process can

enefit from the added semantics and inference. The representation of

usiness knowledge and its reasoning allows the business user to be

uided during data analysis. Knowledge bases can assist in query for-

ulation, give additional context to data analysis, or ensure the novelty

f new relationships (e.g., ensuring that data mining results are relevant

o decision-making). Industries or domains already taking advantage of

W/BI systems can also benefit from ontology integration, especially in-

ustries within highly complex domains such as healthcare ( Jiang et al.,

010; Neumayr et al., 2012; Neumayr et al., 2011; Nimmagadda et al.,

011; Quamar et al., 2020; Ren et al., 2018 ) or academic/education

 Amaral & Guizzardi, 2019; Limongelli et al., 2010; Namnual et al.,

019; Taa et al., 2010; Tanuska et al., 2010 ). 

Finally, while data warehousing as an integrated repository is still a

ocus of research, the relationship between structured data and the se-

antic web is being neglected by researchers, as shown in Fig. 6 . How-

ver, the increasing complexity of (big) data, relationships and business

omains will lead to increasingly complex business analysis and data

ining. Structured data can be enriched, through a semantic layer, to

ope with this change and enable new types of analysis over complex

omains. 

.3. Limitations 

The main limitation of this paper is related to the availability of aca-

emic research regarding the integration of SW techniques into tradi-

ional DW/BI systems, as discussed earlier. Most of the peer-reviewed

esearch found in this SLR was published in domain-related conferences

ather than academic journals. 

Similar (or identical) keywords are simultaneously used in research

elated to knowledge-based DSS and DW/BI systems, which can lead

o confusion when searching for articles related to a single type of sys-

em. Apart from the different main components, DW/BI and knowledge-

ased DSS systems are similar in terms of tasks and usage. Dimensional

odeling, ETL processes, and exploration techniques (e.g. OLAP cubes)

re addressed in both DW/BI and knowledge-based IS research. While

his did not represent a problem per se , a substantial number of papers

ere rejected due to this overlap and, if not fully made explicit by the au-

hors, may create confusion when analysing the original research. This

isunderstanding usually results from a lack of clarification about the

se of ontologies. Although most authors properly explain their work,

ome definitions can lead to misunderstandings. For example, ’ontology-

ased DW ” can mean either that the design of the DW was based on an

ntology (but the information is stored in the traditional relational star

chema or multidimensional cube) or that the knowledge of the system

s stored in an ontology (knowledge-based IS). Ontology information

such as the ontology language) was also not available or explicit in all

apers. 

On the other hand, some works misemploy key terms or denomi-

ations. For example, the term ontology is used to describe a Unified

odeling Language (UML) class diagram. While sometimes UML can be

sed to illustrate an ontology, a class diagram with no semantic rela-

ions should not be defined as an ontology. Another example is an over-

ap between development phases, with some authors intertwining the

hases of requirement analysis and dimensional modeling (when in fact,

usiness requirements should be an input to the dimensional modeling

ask). 
13 
.4. Research agenda 

This section presents some possible research paths not fully explored

y the literature in this SLR, which could lead to new interesting re-

earch questions (see Table 6 ). 

Different approaches can be used during requirement analysis and

W design. It has been shown that ontologies support data-driven ap-

roaches, in which source and operational systems are analyzed to de-

ive analytical models, and goal-driven methods, which develop the DW

o directly answer business queries and monitor goals (usually translated

nto SQL or SPARQL queries in the ontology). However, there was a no-

iceable lack of research on process-driven approaches, which focus on

dentifying and analyzing the business processes within the organization

Kimball’s approach). Ontologies could also be used to support or val-

date existing process-driven DW design methodologies, such as BEAM

 Business Event Analysis & Modelling ( Corr & Stagnitto, 2011 ) (e.g.,

alidate data stories, which are made-up examples of business events,

n terms of detail and completeness). 

Another possible unexplored opportunity is the use of ontologies for

ata enrichment in DW. Most of the reviewed works provide methods

or designing dimensional models or analyze the dimensional models

hrough an ontology. The works that use ontologies for the enrichment

f dimensional models are rare. The idea here is to use an ontology as an

xternal source to generate new attributes related to an existing business

ntity, e.g., to relate domain information otherwise not available in the

W source systems. 

Furthermore, research regarding ontology-supported exploration

sually uses a semantic representation of entities already existing in the

W and other dimensional data. Both for exploration through an RDF

ube and ontology-supported BI applications, semantic representation

llows for extended rules or new conceptual relationships, such as new

ypes of hierarchies. However, most of the exploration-related works an-

lyzed in this SLR use a domain ontology containing the same or slightly

nriched information as that available in the DW. BI applications could

se ontologies containing knowledge about different domains to enrich

nd support the exploration phase, taking advantage of the ontologies’

nteroperability. As DSS, DW/BI systems can be used to measure, moni-

or and evaluate business performance and strategy. Strategic informa-

ion is not typically stored in the DW/BI system, especially in data- and

rocess-driven DWs. Ontologies may be a useful tool for modelling the

trategy and strategic information. This knowledge could then be used in

 BI application to guide and support information retrieval and analysis.

his integration between operational data and strategy is of utmost im-

ortance to ensure proper business performance management ( Kaplan

 Norton, 2008; Turban et al., 2010 ). 

From a DSS perspective, there is a clear interest on creating an in-

egrated ecosystem that enables the analysis of both structured and un-

tructured data ( Inmon et al., 2021 ). As ( Ravat & Zhao, 2019 ) state,

hether DW coexists or is part of a DL architecture is still a matter

f debate. However, information should always flow between the two,

nd metadata management systems should be in place to allow users

o find the relevant data and cross-reference information as transpar-

ntly and directly as possible. Ontologies could provide a missing con-

ection point between DW data and other data types that are inside or

utside the system/architecture. This interoperability could, for exam-

le, be ensured through the metadata representation of each repository.

ishra et al. (2021a) presented a predictive analysis based on structured

ata, which, although not in a dimensional model, clearly represented

ontext (country, continent, year) and facts (number of arrivals). In an-

ther paper, the same authors presented an unstructured data analysis to

btain a sentiment analysis in the same tourism domain ( Mishra, Urola-

in, Jothi, Neogi, & Nawaz, 2021b ). These works analyse, following dif-

erent solutions, the impact of the COVID-19 pandemic on tourism and

ourists. However, they are analysed separately. More research should

e done to allow the data, results and findings to be combined and

nalysed as a whole, assuming that the context provided is the same,
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Table 6 

Research Agenda Summary. 

Research Topic Research Question Proposal 

Process-Driven Semantic-Aware Requirements How might ontologies aid in the elicitation and analysis of process-driven requirements? 

Dimensional Enrichment Could existing dimensional entities be enriched using ontologies as a source? 

Semantic-Supported Business Analysis How can ontologies support the analysis and exploration of an existing DW/BI system? 

Semantic-Integrated DSS Can structured and unstructured data analysis and exploration be linked using SW techniques? 

Project Planning and Management How can ontologies be used to support DW/BI Program/Project planning and management tasks? 
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.e., the data or information has the same meaning in both systems/

epositories. 

Finally, it would be interesting to apply ontologies in the other tasks

f DW/BI lifecycle, such as Program/Project planning and management.

hese tasks were not analysed in this SLR due to the lack of research on

he subject, however, ontologies and their semantics might be used to

upport stakeholder communication or validate project planning. 

. Conclusion 

The SLR described in this paper aims to obtain an overview of the

se of ontologies in DW/BI systems. The existing literature is surveyed

egarding how, where and why ontologies are being used to improve the

nalytical capabilities of DW/BI systems or to simplify processes within

he DW/BI lifecycle. 

Despite the importance and emphasis given to the analysis of un-

tructured data in IS, researchers and organizations understand the busi-

ess value that structured data offers for performance management. For

his reason, DW/BI systems and their associated techniques are still rel-

vant to obtain KPIs and other metrics quickly and easily, as business

ecision-makers expect. With the emergence of the Semantic Web, the

se of ontologies has become increasingly common in IS due to their

emantic, formalization, and inference qualities. The primary motiva-

ion of this work is to study if and how these ontologies can be used

o enrich DW/BI, improve interoperability between IS or facilitate the

esign, development, and exploration of the DW/BI system. 

For this purpose, research papers were collected from four search

ngines, with keywords related to DW/BI systems and ontologies. These

orks were classified to obtain information about the field of each

ase study, the motivation of its authors, as well as the SW techniques

nd DW/BI development tasks where they are used. Ontologies (usu-

lly domain- and task-specific) are mainly defined using the SW stan-

ard OWL, to support multiple DW/BI tasks, such as Dimensional Mod-

ling, Requirement Analysis, ETL, and BI Application Design. Several

eviewed papers use ontologies as an intermediary support for data in-

egration and exploration. Authors present a variety of motivations for

ntology-driven solutions in DW/BI, such as eliminating or solving data

eterogeneity/semantics problems, increasing interoperability, facilitat-

ng integration, or providing semantic content for requirement and data

nalysis. 
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