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Resumo

Para responder ao crescimento do número de pedidos de tráfego nas atuais redes de teleco-

municações óticas, são necessárias soluções como a multibanda e grelha flex́ıvel para melhorar

a eficiência na utilização do espectro e a capacidade de transmissão. Esta dissertação foca-se

no planeamento do encaminhamento e da atribuição de comprimentos de onda (RWA) em redes

multibanda utilizando soluções heuŕısticas e de programação inteira linear (ILP), para otimizar

a alocação de espectro.

Desenvolveram-se ferramentas de planeamento de redes multibanda C+L para resolver o

problema RWA em redes estáticas, utilizando grelhas flex́ıveis e fixas, explorando diferentes

métricas de encaminhamento, como a distância e relação sinal-rúıdo ótica. Primeiro, comparou-

-se o desempenho de ferramentas RWA, uma heuŕıstica e outra ILP numa grelha fixa, em relação

ao número de comprimentos de onda e tempo de computação, para diferentes topologias de rede.

Depois, adaptou-se a ferramenta RWA heuŕıstica para suportar a grelha flex́ıvel, considerando, as

limitações da camada f́ısica, para resolver problemas de encaminhamento, atribuição de formato

de modulação e espectro (RMSA).

Concluiu-se que o RWA ILP atinge o número ótimo de comprimentos de onda, quando

um pedido tem vários caminhos candidatos, contudo requer mais tempo de computação que

a ferramenta heuŕıstica. Nos problemas RMSA, o número de intervalos de frequência (FSs)

atribúıdos depende da taxa de erro de bit (BER). Em redes com ligações mais curtas, são

necessários mais FSs com a diminuição da BER. As redes com ligações mais longas requerem

menos FSs com a diminuição da BER, pois os pedidos bloqueados aumentam.

Palavras-Chave: Limitações da camada f́ısica; programação inteira linear; encaminha-

mento, atribuição de formato de modulação e espectro; transmissão multibanda; planeamento

de redes óticas.
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Abstract

To keep up with the growth in traffic demands in nowadays optical telecommunications

networks, solutions such as multiband and flexible grid are needed to improve spectrum efficiency

and transmission capacity. This dissertation focuses on planning the routing and wavelength

assignment (RWA) in multiband networks using both heuristic and integer linear programming

(ILP) solutions to optimize the spectrum allocation.

We develop C+L multiband network planning tools to solve the RWA problem in static

networks, using flexible and fixed grids, exploring different routing metrics, such as distance and

optical signal-to-noise ratio. First, we compare the performance of two RWA tools, a heuristic

and an ILP, considering a fixed grid, in terms of the number of wavelengths and computation

time, for different network topologies. Then, we extend our RWA heuristic tool to deal with the

flexible grid and be aware of the physical layer impairments, to be capable of solving routing,

modulation format and spectrum assignment (RMSA) problems.

We have concluded that our RWA ILP achieves the optimum number of wavelengths, when it

uses more than one candidate path per demand but requires more computing time than the RWA

heuristic tool. In RMSA problems, the number of allocated frequency slots (FSs) is dependent

on the bit error rate (BER). Networks with shorter links require more FSs as the BER decreases.

Networks with longer links require less FSs as the BER decreases, since the blocked demands

increase.

Keywords: Physical layer impairments; integer linear programming; routing, modulation

format and spectrum assignment; multiband transmission; optical networks planning.
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CHAPTER 1

Introduction

1.1. Motivation and context

The increased use of the Internet in everyday life has triggered a worldwide huge growth

of data traffic in optical telecommunication networks. New technologies like 5G, Internet of

Things, virtual reality, and the different social media platforms require new technical solutions

to provide the large capacity needed to satisfy all traffic requests [1]. To accommodate such

traffic growth, one solution is to expand the transmission beyond the C-band while maintaining

the operation of the current optical fibers, which is known as the multiband solution [2]. This

solution allows using the currently existing and deployed optical fibers, single mode fibers (SMF)

with low-water peak G.652.D [3], and increase the available bandwidth/wavelengths by using

the additional O-, E-, S-, and L-bands [1]. The current wavelengths range typically supported in

installed SMF is from 1530 nm to 1565 nm, corresponding to the available C-band bandwidth of

35 nm [4]. By adding the L-band, as in recent deployed optical fiber links, whose bandwidth is

60 nm (1565-1625 nm), the multiband solution C+L spectrum achieves a much wider enhanced

range of 95 nm [4].

Another solution considered to accommodate the traffic growth is to use a flexible grid instead

of a fixed grid. With the fixed grid, the same bandwidth is allocated to each wavelength division

multiplexing (WDM) channel, in order to accommodate a specific symbol rate. Typically, the

channel width used in WDM channels with fixed grid is 50 GHz [5]. On the other hand, with

a flexible grid, the optical spectrum is divided into smaller frequency slots (FSs) of 12.5 GHz,

a solution that allows to increase the WDM bandwidth efficiency in SMFs [1]. The FSs are

now going to be attributed depending on the demands bit rate [1], avoiding the waste of unused

spectrum that occurs in the fixed grid solution. Hence, the flexible grid solution allows to spare

network resources and to improve transmission capacity when comparing with the fixed grid.

In this scenario where the capacity of the optical network is increased, by using multiband

solutions with the flexible grid, the efficiency in using the network resources is crucial, and, so well

designed planning tools are of paramount importance. These tools determine how the network

accommodates the traffic, and solve how the different demands are routed, protected, groomed

(traffic aggregation), select the modulation formats used, and which wavelengths should be

assigned, depending on the grid used [6]. The planning problems can be described using integer

linear programming (ILP) and heuristic solutions. With the heuristic algorithms, the solution

obtained may not be optimal, but it leads to satisfactory results in a reasonable amount of time

[6]. On the other hand, with the ILP formalism, the solution reached is optimal, however, as the

number of demands and the size of the network increases, the running time required to reach the

optimal solution becomes significantly longer [6], becoming difficult to apply the ILP to solve

the planning problem in larger networks with many nodes [7].

With the multiband solution, the network planning is more challenging, since there is more

spectrum available to be assigned and there are also more pronounced physical layer impairments
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(PLIs) in comparison with the ones considered in C-band only transmission [1]. So, in this

dissertation we will develop and analyze planning tools to solve routing, modulation format and

spectrum assignment (RMSA) problems for multiband static networks with a flexible grid, aware

of PLIs, considering different quadrature amplitude modulation (QAM) formats for different bit

error rates (BERs).

1.2. Goals

The main goal of this dissertation is to develop a planning tool to route the demands in

static C+L multiband networks. First, we developed a two-step RWA planning tool for a

fixed grid optical network, based on a heuristic approach, using well-known algorithms such

as the Dijkstra algorithm for routing, and First-Fit, Most-Used, and Random algorithms for

WA. Then, we implement a single-step RWA planning tool based on an ILP formalism, and

compare its performance with the one obtained with the two-step RWA heuristic tool. Finally,

we improve the heuristic RWA planning tool to be aware of the PLIs, to select the modulation

format and FSs assigned targeting the efficient use of the spectrum and the improvement of the

performance in a multiband network with a flexible grid, hence, becoming a RMSA problem.

The PLIs considered are the amplified spontaneous emission (ASE) noise, nonlinear interference

(NLI) noise, stimulated Raman scattering (SRS) effect, crosstalk, filtering effects, and system

aging. The impact of the PLIs is assessed through the computation of the optical signal-to-noise

ratio (OSNR) of each link belonging to a particular optical path and the OSNR is used as a

metric to perform the network optimization.

1.3. Dissertation organization

This dissertation is organized in five chapters.

In Chapter 2, we review routing and wavelength assignment algorithms based on ILP for-

mulations and heuristic algorithms. The ILP formulations studied for routing are the Link-Path

and Node-Link formulations. Based on the Link-Path formulation, we studied two restoration

design problems, and an ILP formulation for solving the RWA problem in wavelength divi-

sion multiplexing (WDM) transparent optical networks. The heuristic algorithms studied for

routing are the Dijkstra algorithm and the Yen’s k -shortest path algorithm, and the First-Fit,

Most-Used, and Random algorithms are used for WA.

Chapter 3 is focused on the path OSNR degradation induced by the PLIs in a C+L optical

network. The PLIs studied are the ASE noise power, the NLI noise power and SRS effect using

closed-form formulas based on a Gaussian model that can incorporate or not the modulation

format effect, the crosstalk, the filtering effects, and the system aging. We studied the PLIs

effects with different amplifiers maximum gain, channel launch powers and BERs.

In Chapter 4, we solve and analyze the RWA and RMSA problems for different real network

topologies. First, we solve the RWA problem with heuristic algorithms using different ordering

strategies in a two-step approach, where the routing problem is solved first, and then, the WA is

performed, and with a ILP formulation, where the RWA problem is solved in only one-step for

a path list with various candidate paths. Then, we present the simulator developed to solve the

RMSA problem in the C+L multiband considering the PLIs, and apply the simulator to four

real network topologies.

Chapter 5 is dedicated to the final conclusions of this work, and some future work proposals

are presented.
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1.4. Main contributions

This dissertation has the following main contributions:

• Study and compare the common two-step RWA heuristic solution (based on the Di-

jkstra, First-Fit, and Most Used algorithms) with a single-step RWA ILP solution for

several network topologies. The study is focused on the number of wavelengths assigned

and the required computation time as a function of the number of candidate paths.

• Implementation of a PLI-aware simulator to solve the RMSA problem in a C+L multi-

band network, considering several real network topologies. The path OSNR is used as

a routing metric with the aim of minimizing the number of FSs allocated in a static

network scenario with a flexible grid.

• Study the allocation of FSs and the blocking of demands in several optical networks as

a function of the BER.
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CHAPTER 2

A Literature Review on ILP and Heuristic Algorithms for

Solving the RWA Problem

2.1. Introduction

Routing and wavelength assignment is an important task in wavelength division multiplexing

optical networks. RWA selects a path between the source and the destination node (routing)

and reserves for each link that constitutes that path the most suitable wavelength (wavelength

assignment), establishing a light-path to serve a given traffic demand [8].

The RWA problem can be solved using a one-step process, or a two-step process [6]. The

two-step RWA process starts by selecting the route, and then, by assigning the same wavelength

to each link [6]. The one-step RWA treats the routing problem and the wavelength assign-

ment problem at the same time. Using this method under heavy load conditions provides an

improvement in network performance in comparison with the two-step RWA [6].

RWA problems can be solved using exact procedures that find the optimal solution or heuris-

tic approaches that may not find the optimal solution. The heuristic algorithms are preferable

for solving the RWA problem in large networks [8]. The exact procedure, e.g. based on an in-

teger linear programming problem, is more suitable for smaller networks and with static traffic

[8].

This chapter reviews some typical ILP formulations in Section 2.2 and heuristic approaches

in Section 2.3 for solving the RWA problem in optical networks. Subsections 2.2.1 and 2.2.2

present two different formulations to solve network dimensioning problems with ILP formula-

tions, respectively, the Link-Path formulation and the Node-Link formulation. The restoration

design problem and the RWA problem are addressed, respectively, in subsections 2.2.3 and

2.2.4. Section 2.3 presents the most used heuristics algorithms for routing, in subsection 2.3.1,

and wavelength assignment, in subsection 2.3.2. This chapter concludes with Section 2.4 that

presents a real network scenario designed with both an exact algorithm based on a ILP formu-

lation and the usual heuristics algorithms.

2.2. Integer Linear Programming formulations

An integer linear programming (ILP) formulation is a mathematical formulation of an op-

timization problem in which variables are restricted to integers [8]. This formulation allows

obtaining optimal solutions for network design problems [8]. In this section we will introduce

two common ILP formulations, the Link-Path and Node-Link formulations, and we will use the

Link-Path formulation to solve a restoration design problem and a RWA problem.

2.2.1. Link-Path formulation

The formulation presented in this subsection that describes network dimensioning problems

is called link-demand-path-identifier-based formulation, or shortly, Link-Path formulation [7].
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In Figure 2.1, it is represented the physical and logical topologies of a four-node network,

used to explain the Link-Path formulation and related network concepts. The physical topology

of the network example consists of four nodes (vertices), designated with notation v=1, ..., 4,

(where V represents the total number of nodes of the physical topology, in this scenario V=4),

and five undirected links (edges) denoted as ei with i=1,...,5 (where E represents the total

number of links, in this scenario E=5). The corresponding network logical topology consists

of three nodes (V=3) and three demands, d=1,..., 3 (where D denotes the total number of

demands in a network, in this scenario D=3). A demand corresponds to a flow of information

between a pair of nodes and can be undirected (bi-directional), v -v ’ or directed (uni-directional),

v → v′.

In this network, only three of the four nodes generate demands, the fourth node (v=4) is

a transit node. Transit nodes do not generate any demand. However, nodes that originate

demands can also be transit nodes when they are intermediate nodes along the path of other

demands.

v= 2

v= 1 v= 3

d= 1

d= 3

d= 2

v= 4

v= 1 v= 3

v= 2

e= 5

e=
4

e= 3

e=
1

e=
2

Logical topology

Physical topology

Figure 2.1. Physical topology of a 4-node network and its corresponding logical topol-
ogy.

Each demand d is characterized by a demand volume hd. Each demand volume is quantified

in demand volume units (DVU). The capacity of a link is characterized using the link capacity

unit (LCU). The unit cost per link e, ξe ≥ 0, is quantified in LCUs. The LCU and DVU must

be consistent with each other. As an example, the unit used in this section is Mbps.

Table 2.1 indicates the considered links unit cost for the network example shown in Figure

2.1 and Table 2.2 shows the demand volume considered for each demand.

There are two different types of dimensioning problems, uncapacitated problems where the

capacity of each link e is a variable of the problem and is represented by ye, and capacitated
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Link e Unit Cost per Link ξe
e= 1 ξ1 = 2
e= 2 ξ2 = 1
e= 3 ξ3 = 1
e= 4 ξ4 = 3
e= 5 ξ5 = 1

Table 2.1. Unit cost per link.

Demand d Demand Volume hd

d= 1 h1 = 15
d= 2 h2 = 20
d= 3 h3 = 10

Table 2.2. Demand volume
for each demand.

problems where the capacity of each link e is known and represented by ce. Next some examples

of these dimensioning problems are presented.

The first example, named Example 1, corresponds to an uncapacitated problem, considering

the network topology and demands shown in Figure 2.1. From the several paths available for

the different demand volumes to be routed, as can be seen in Table 2.3 the only candidate path

for d=1 is represented by Pdp where d=1 and p=1 and uses links e=2 and e=4. For d=2 there

are two candidate paths, represented by P21 and P22, where P21 uses only link e=5 and P22

uses links e=3 and e=4. Finally, for d=3 there are also two candidate paths, represented by

P31 and P32, where P31 uses only link e=1 and P32 uses links e=2 and e=3.

Demand d Candidate paths Pdp

d= 1 P11 = {2, 4}
d= 2 P21 = {5} P22 = {3, 4}
d= 3 P31 = {1} P32 = {2, 3}

Table 2.3. Candidate paths for each demand.

Each path will have a corresponding flow variable that is represented by x dp, with d defining

the demand and p the candidate path. The paths can be p=1, ..., Pd, where Pd represents the

total number of candidate paths for demand d.

The demand volume hd is obtained by summing the flows corresponding to each candidate

path. The following demand equations correspond to the demands in the network shown in

Figure 2.1.
x11 = h1 (2.1a)

x21 + x22 = h2 (2.1b)

x31 + x32 = h3 (2.1c)

These equations can be generalized for any demand d. The demand equation in a compact

form is: ∑

p

xpd = hd, d = 1, 2, ...,D (2.2)

The link capacity ye must also be taken into consideration, and the sum of all the flows

that pass through each link has to be equal or inferior to ye. The following inequations show

the capacity inequalities corresponding to the five links of the network shown in Figure 2.1,

considering the candidate paths shown in Table 2.3.

x 31 ≤ y1 (2.3a)

x11 + x32 ≤ y2 (2.3b)

x22 + x32 ≤ y3 (2.3c)

x11 + x22 ≤ y4 (2.3d)

x21 ≤ y5 (2.3e)
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The right side of the inequalities corresponds to the total link capacity, and the left side

represents the link loads ye, that correspond to the sum of the flows that pass through a link

e. The link loads must be inferior or equal to the link capacity ye ≤ ye. To write the capacity

inequalities in a more compact notation, the relation between the links, demands, and candidate

paths can be written as shown in Table 2.4. The relation between candidate paths p, demands

d and links e are typically known as link-path relations [7].

Link e
Path Pdp P11 = {2, 4} P21 = {5} P22 = {3, 4} P31 = {1} P32 = {2, 3}

e= 1 0 0 0 1 0
e= 2 1 0 0 0 1
e= 3 0 0 1 0 1
e= 4 1 0 1 0 0
e= 5 0 1 0 0 0

Table 2.4. Link-path relations.

In Table 2.4, if the path passes through the link, the entry is 1, and if it does not pass,

the entry is 0. To write the link-path relations more compactly, the variable δedp is defined. If

the candidate path p for demand d, uses link e, then δedp = 1 otherwise, δedp = 0. Using this

variable, the capacity inequalities (2.3) can be written in a more general compact form as

∑

d

∑

p

δedpxpd ≤ ye, e = 1, 2, ...,E; d = 1, 2, ...,D; p = 1, 2, ..., Pd. (2.4)

Knowing the demand equations (2.2) and the capacity inequalities (2.4), the dimensioning

problem consists in finding the “best way” (i.e. the best paths) to route the demands across the

network. This problem can lead to many possible solutions, so it is necessary to create goals to

find the solution of best interest. Different goals can be defined, such as minimizing the total

routing cost, minimize the capacity cost, or minimizing the congestion of the most congested link

in the network. The goal of the dimensioning problem is represented by the objective function

F.

The goal chosen for Example 1 is to minimize the capacity cost of the network represented

in Figure 2.2.

v= 1 v= 3

v= 2

?5= 1

?4=
3

?3= 1

? 2
=

1

?
1 =

2

P32

P31

P11

P22

v= 4

P21

Demand d= 1
Demand d= 2
Demand d= 3

Figure 2.2. Physical topology used for the network Examples 1 and 2 and the corre-
sponding candidate paths for each demand.
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The objective function F for this uncapacitated problem is the sum of the product of each

link capacity by the unit cost of each link given in Table 2.1, as:

F = ξ1y1 + ξ2y2 + ξ3y3 + ξ4y4 + ξ5y5

= 2y1 + y2 + y3 + 3y4 + y5
(2.5)

The objective function F, given by (2.5) for uncapacitated dimensioning problems can also

be written in a compact form as:

F =

E∑

e=1

ξeye =
∑

e

ξeye (2.6)

For a generic network, this dimensioning uncapacitated problem can be written as:

minimize: F =
∑

e

ξeye

subject to:
∑

p

xpd = hd, d = 1, 2, ...,D

∑

d

∑

p

δedpxpd = ye, e = 1, 2, ...,E; d = 1, 2, ...,D; p = 1, 2, ..., Pd.

x ≥ 0, y ≥ 0

(2.7)

Table 2.5 shows all the variables used in the Link-Path formulation.

Variable Description
V Total number of nodes of the network
v v=1,..., V denotes a specific node in the network
E Total number of links of the network
e e=1,..., E denotes a specific link in the network
D Total number of demands of the network
d d=1,..., D denotes a specific demand in the network
hd Demand volume of demand d
ξe Unit cost of link e
ζdp Unit path cost for demand d with assigned path p
ce Capacity of link e for capacitated problems
ye Capacity of link e for uncapacitated problems
Pd Total number of candidate paths for demand d
p p=1,...,Pd denotes a candidate path for demand d

Pdp Candidate path p for demand d
xdp Flow for demand d through path p
ye Link load for link e

δedp δedp=1, if candidate path p for demand d uses link e; otherwise, δedp=0
F Objective function

Table 2.5. Variables used in Link-Path formulation.

For the network given in Figure 2.2, considering the values in Tables 2.1, 2.2 and 2.3,

equations (2.7), and the variables described in Table 2.5 the ILP formulation for Example 1 can

be written as in the equations and inequalities (2.8).

All the equations and inequalities (2.8) described will be used to reach the optimal solution

for this uncapacitated dimensioning problem, corresponding to the network example of Figure

2.2. To obtain the optimal solution of minimizing the link capacity ye, each link capacity must

be fully used, meaning that the capacity inequalities (2.3) of link load and link capacity will

become equalities, so ye = ye. One non-optimal solution for this uncapacitated problem is

represented in Table 2.6 [7].
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minimize: F = 2y1 + y2 + y3 + 3y4 + y5

subject to:

x11 = 15

x21 + x22 = 20

x31 + x32 = 10

x31 ≤ y1
x11 + x32 ≤ y2

x22 + x32 ≤ y3
x11 + x22 ≤ y4

x21 ≤ y5

x11, x21, x22, x31, x32 ≥ 0, y1, y2, y3, y4, y5 ≥ 0.

(2.8)

Link Capacity ye Flow xdp

y1 = 5 x 11=15
y2 = 20 x 21=15
y3 = 10 x 22=5
y4 = 20 x 31=5
y5 = 15 x 32 = 5

Table 2.6. Possible solution for Example 1.

With this solution [7], the objective function is F = 115. This solution is not optimal since

it does not minimize the capacity cost. To clarify this point, consider that the unit path cost

(ζdp) is the total cost of the candidate path, given by:

ζdp =
∑

e

δedpξe d = 1, 2, ...,D p = 1, 2, ..., Pd. (2.9)

In the solution given in Table 2.6, the second candidate path for the second demand P22 =

{3, 4} has five units of flows (x 22 = 5) attributed. The unit path cost for this path is ζ22 =

ξ3 + ξ4 = 1 + 3 = 4. The first path (P21 = {5}) for this demand has a unit path cost of one

(ζ21 = ξ5 = 1). So, in Example 1, if the flow from path P22 is moved to path P21, the cost saved

will be ζ22 − ζ21 = 4− 1 = 3 per unit of flow, saving fifteen LCUs in total (x 22(ζ22 − ζ21) = 15).

Since demand d=1 only has one candidate path, this demand is optimized. In demand d=3,

both path costs are the same (ζ31 = ζ32 = 2), and any division of the flow through the two paths

is not going to affect the final cost; therefore, demand d=3 is also optimized.

In conclusion, moving all the flow from P22 to P21 will minimize the capacity cost in this

problem and consequently the objective function F. With the new allocation of flow in demand

d=2, the solution to minimize the capacity cost gives Fopt=100 [7], which is optimal as denoted

by the superscript opt. The flow and capacities solution for this dimensioning problem, which

is optimal since it minimizes the cost function, are as follows:

xopt11 = 15

xopt21 = 20, xopt22 = 0

xopt31 = 10− a, xopt32 = a, for any 0 ≤ a ≤ 10

yopt1 = 10− a, yopt2 = 15 + a, yopt3 = a, yopt4 = 15, yopt5 = 20

10
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where a represents a number between 0 and 10, and for any integer number in this interval,

the dimensioning problem solutions will be optimal. The optimal solution for Example 1 with

a=0 was confirmed with Matlab using function linprog. The corresponding Matlab code and

results are shown in Appendix A.1.

Another example of an uncapacitated problem is given in the following, which is called

Example 2. For this example problem, a restriction in the flows is imposed. Each demand can

only use one candidate path to satisfy all the demand volume, using one flow per demand, which

is a typical scenario in optical networks. Example 2 considers the network topology described

in Figure 2.2, the candidate paths are the same as described in Table 2.3, and the goal for the

objective function is also to minimize the capacity cost.

The restriction in the flows modifies the flow allocation for demands d=2 and d=3. With

this restriction, the variable, a can only be 0 or 10. The optimal objective function is still

Fopt=100 and the dimensioning problem solution is given by:

xopt11 = 15

xopt21 = 20, xopt22 = 0

xopt31 = a, xopt32 = 10− a, for a = 0 or a = 10

yopt1 = 10− a, yopt2 = 15 + a, yopt3 = a, yopt4 = 15, yopt5 = 20

Consider now Example 3. In this example, another candidate path for demand d=1 described

in Table 2.3 is added. The flow restrictions in Example 2 are not considered for this example.

The paths considered in Example 3 are represented in Figure 2.3.

v= 1 v= 3

v= 2

?5= 1

?4=
3

?3= 1

? 2
=

1

?
1 =

2

P32

P31

P11

P22

v= 4

P21 P12

Demand d= 1
Demand d= 2
Demand d= 3

Figure 2.3. Physical topology used in Examples 3 and 4 and the corresponding candi-
date paths for each demand.

The addition of path P12 = {1, 5}, changes equation (2.1a) for the demand d=1 and the

capacity inequality (2.3) corresponding to the link capacities that this new path uses, y1 and y5

as:

x11 + x12 = 15

x12 + x31 ≤ y1
x12 + x21 ≤ y5

(2.10)
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For Example 3, the problem of minimizing the capacity cost can be written as:

minimize: F = 2y1 + y2 + y3 + 3y4 + y5

subject to:

x11 + x12 = 15

x21 + x22 = 20

x31 + x32 = 10

x12 + x31 ≤ y1
x11 + x32 ≤ y2

x22 + x32 ≤ y3
x11 + x22 ≤ y4

x12 + x21 ≤ y5

x11, x12, x21, x22, x31, x32 ≥ 0, y1, y2, y3, y4, y5 ≥ 0.

(2.11)

The unit path cost for the first candidate path for demand d=1 is ζ11 = 1 + 3 = 4 (P11 =

{2, 4}) and the unit path cost for the new added path is ζ12 = 2 + 1 = 3. Knowing the new

cost, the solution for this example that minimizes the objective function, for demand d=1, is

xopt11 = 0 and xopt12 = 15. So, the dimensioning problem solution is given by:

xopt11 = 0 xopt12 = 15

xopt21 = 20, xopt22 = 0

xopt31 = 10− a, xopt32 = a for any 0 ≤ a ≤ 10

yopt1 = 15 + (10− a), yopt2 = a, yopt3 = a yopt4 = 0, yopt5 = 35

The new optimal capacity cost for this example is Fopt=85, decreasing the cost by 15 LCUs,

in comparison with the previous example. The solution of Example 3 shows how important it is

to choose the path list to obtain an optimal solution. A brute force strategy, which results also

in an optimal solution, is to consider all the possible paths, although it can be time consuming

for large networks with many demands. Example 3 was also solved in Matlab using function

linprog, as shown in Appendix A.2.

Now, let us consider Example 4 which is a capacitated problem. The network physical

topology, and the candidate paths are represented in Figure 2.3. For this example, the capacity

of each link is known, and is represented by ce. Capacitated problems equations can be written

in a compact generic form by:

∑

p

xpd = hd, d = 1, 2, ...,D

∑

d

∑

p

δedpxpd = ce, e = 1, 2, ...,E; d = 1, 2, ...,D; p = 1, 2, ..., Pd.

xpd ≥ 0,

(2.12)

The capacity of each link, considered in Example 4 is ce = (c1, c2, c3, c4, c5) = (10, 15, 5, 15, 30).

The goal for the objective function F for this example is to minimize the total routing cost,

F = ζ11x11 + ζ12x12 + ζ21x21 + ζ22x22 + ζ31x31 + ζ32x32 (2.13)

Table 2.7 has the path cost of each candidate path.
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Candidate Paths Pdp Unit Path Cost ζdp
P11 = {2, 4} ζ11 = 4
P12 = {1, 5} ζ12 = 3
P21 = {5} ζ21 = 1
P22 = {3, 4} ζ22 = 4
P31 = {1} ζ31 = 2
P32 = {2, 3} ζ32 = 2

Table 2.7. Unit path cost of each candidate path for Example 4.

So, the capacitated problem for Example 4 can be written as:

minimize: F = 4x11 + 3x12 + x21 + 4x22 + 2x31 + 2x32

subject to:

x11+x12 = 15

x21 + x22 = 20

x31 + x32 = 10

x12 + x31 ≤ 10

x11 + x32 ≤ 15

x22 + x32 ≤ 5

x11 + x22 ≤ 15

x12 + x21 ≤ 30

x11, x12, x21, x22, x31, x32 ≥ 0,

(2.14)

The optimal solution for Example 4, obtained using Matlab function linprog is:

xopt11 = 10, xopt12 = 5

xopt21 = 20, xopt22 = 0

xopt31 = 5, xopt32 = 5

Fopt = 95

The Matlab script for Example 4 is shown in Appendix A.3.

2.2.2. Node-Link formulation

Another formulation that can be used for dimensioning problems is the Node-Link formula-

tion [7]. In this formulation, the links and demands are considered to be directed. Each node has

a flow conservation law, meaning that if a node is the source for the demand in consideration,

the out coming flow minus the incoming flow is equal to that demand volume, so flows entering

the node are negative and flows exiting the node are positive.

The network topology represented in Figure 2.4 is a three-node (V=3) network with three

links (E=3). Each undirected link in this notation is composed by two directed links, also known

as arcs. For example, the undirected link 1-2 is now represented by two arcs, 1 → 2 and 2 → 1.

All three demands (D=3) are now directed. In this case, it is enough to choose only one

direction for the flow to pass through. Considering demand volume ĥ12, between nodes v=1

and v=2 with origin in v=1 and destination v=2, the directed demand is represented by ⟨1 : 2⟩.
From the node 1 (v=1) perspective, there are two possibilities to provision the demand volume

from the source node, arc 1 → 2 for flow allocated x̃12,12 (x̃d,p where p is the candidate path for

the directed demand d) and arcs 1 → 3 and 3 → 2 for flow allocated vector x̃13,12 and x̃32,12.

In this formulation, for the flow allocation, the first subscript pair represents the arc and the

13
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v= 2

v= 1 v= 3
3? 1

1? 3

3?
2

2?
3

2?
1

1?
2

Figure 2.4. Physical topology of an example network with six arcs.

second refers to the directed demand pair. Figure 2.5 shows the candidate paths for the directed

demands ⟨1 : 2⟩, ⟨1 : 3⟩ and ⟨2 : 3⟩, respectively. In this formulation, it is added a “tilde” (˜)

to the flow and a “hat” (ˆ) to the demand volume to differentiate the Node-Link notation from

the Link-Path formulation.

v= 2

v= 1 v= 3

 x12
,13~

 x13,13~

 x
23,13

~

v= 2

v= 1 v= 3

 x21
,23~

 x13,23~

 x
23,23

~

v= 2

v= 1 v= 3

 x12
,12~

 x13,12~

 x
32,12

~

h12
^

h12
^

h13
^ h13

^

h23
^

h23
^

Directed demand  
< 1:2>

Directed demand  
< 1:3>

Directed demand  
< 2:3>

Figure 2.5. Flow of demand between nodes for demands ĥ12, ĥ13 and ĥ23 in the network
represented in Figure 2.4.

For demand ⟨1 : 2⟩, knowing that the nodes must obey the flow conservation law, the

demand equations for nodes 1 (source node), 3 (transit node) and 2 (destination node) are

given, respectively, by:

− ĥ12 − x̃21,12 − x̃31,12 + x̃12,12 + x̃13,12 = 0. (2.15a)

− x̃13,12 − x̃23,12 + x̃31,12 + x̃32,12 = 0. (2.15b)

− x̃12,12 − x̃32,12 + ĥ12 + x̃21,12 + x̃23,12 = 0. (2.15c)

In this case, as shown in Figure 2.5, in each directed arc, the flow only goes through one

direction so, the flow allocated to vectors x̃21,12 , x̃31,12 and x̃23,12 is zero. With this, the following

flow conservation equations for demand ⟨1 : 2⟩ can be obtained:

x̃12,12 + x̃13,12 = ĥ12

− x̃13,12 + x̃32,12 = 0

−x̃12,12 − x̃32,12 = − ĥ12
(2.16)

For demand ⟨1 : 3⟩ , considering the representation of the flows and demand volumes for

each node represented in Figure 2.5, the flow conservation equations for demand ⟨1 : 3⟩ are given
by

14
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x̃12,13 + x̃13,13 = ĥ13

− x̃12,13 + x̃23,13 = 0

− x̃13,13 − x̃23,13 = − ĥ13
(2.17)

For demand ⟨2 : 3⟩, following the same reasoning, the demand equations are given by:
x̃21,23 + x̃23,23 = ĥ23

x̃13,23 − x̃21,23 = 0

− x̃13,23 − x̃23,23 = − ĥ23
(2.18)

The inequalities for the link capacity concerning arcs 1 → 2 and 2 → 1 are given by:

x̃12,12 + x̃12,13 ≤ ĉ12. (2.19)

x̃21,23 ≤ ĉ21. (2.20)

For arcs 2 → 3 and 3 → 2 the inequalities are:

x̃23,13 + x̃23,23 ≤ ĉ23. (2.21)

x̃32,12 ≤ ĉ32. (2.22)

And for arc 1 → 3 the inequality is:

x̃13,12 + x̃13,13 + x̃13,23 ≤ ĉ13. (2.23)

As arc 3 → 1 does not have any incoming or out coming flow, ĉ31=0.

Considering now the capacitated problem described in the following example, named Ex-

ample 5. The network topology used is the one represented in Figure 2.4. The goal of this

capacitated problem is to minimize the total routing cost, assuming that the unit cost of every

arc is one, ξarc = 1.

With the capacity link inequalities (2.16) - (2.18) and demand equations (2.19) - (2.23), the

problem to minimize the total routing cost can be written as:

minimize: F = x̃12,12 + x̃13,12 + x̃32,12 + x̃12,13 + x̃13,13 + x̃23,13 + x̃21,23 + x̃13,23 + x̃23,23

subject to

x̃12,12 + x̃13,12 = ĥ12

− x̃13,12 + x̃32,12 = 0

−x̃12,12 − x̃32,12 =− ĥ12

x̃12,13 + x̃13,13 = ĥ13

− x̃12,13 + x̃23,13 = 0

− x̃13,13 − x̃23,13 =− ĥ13

x̃21,23 + x̃23,23 = ĥ23

− x̃21,23 + x̃13,23 = 0

− x̃13,23 − x̃23,23 =− ĥ23

x̃12,12 + x̃12,13 ≤ ĉ12

x̃21,23 ≤ ĉ21

x̃13,12 + x̃13,13 + x̃13,23 ≤ ĉ13

x̃23,13 + x̃23,23 ≤ ĉ23

x̃32,12 ≤ ĉ32
(2.24)
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The candidate paths used in Example 5 are represented in Figure 2.5. The capacity con-

sidered for each arc is ĉarc= (ĉ12, ĉ21, ĉ13, ĉ31, ĉ23, ĉ32)=(10,10,10,10,15,15), and the demand

volume considered for each directed demand is ĥd=(ĥ12, ĥ13, ĥ23)=(5,7,8).

The optimal solution for Example 5, is to route the flow for each directed demand through

the direct arc from the source node to the destination node, as follows,

x̂opt12,12 = 5, x̂opt13,12 = 0, x̂opt32,12 = 0

x̂opt13,13 = 7, x̂opt21,13 = 0, x̂opt32,13 = 0

x̂opt23,23 = 8, x̂opt21,23 = 0, x̂opt13,23 = 0

Fopt = 20

In order to compare the Node-Link and Link-Path formulations, the same problem is repre-

sented for the Link-Path formulation in example. Figure 2.6 represents the physical and logical

topologies for this Example 6. This network consists of three nodes (V=3) and three undirected

links (E=3).

v= 2

v= 1 v= 3

d= 1

d= 3

d= 2e= 2

e=
1

e= 3

Figure 2.6. Logical and physical topology of the network considered in Example 6.

The variables demand volume and link capacity are the same as considered for Example 5,

but adapted to the Link-Path formulation, i.e., hd = (h1, h2, h3) = (5, 7, 8) ce = (c1, c2, c3) =

(10, 10, 15). The candidate paths used in this example are represented in Table 2.8.

Demand d Candidate Path Pdp

d = 1 P11 ={1} P12 ={2, 3}
d = 2 P21 ={2} P22 ={1, 3}
d = 3 P31 ={3} P32 ={2, 1}

Table 2.8. Candidate paths for each demand in Examples 5 and 6.

The objective function goal is the same as Example 5, to minimize the total routing cost.

In Example 6 the unit link cost for every link is also one, ξe = 1. The unit path cost of each

candidate path is represented in Table 2.9.

Candidate Paths Pdp Unit Path Cost ζdp
P11 = {1} ζ11 = 1
P12 = {2, 3} ζ12 = 2
P21 = {2} ζ21 = 1
P22 = {1, 3} ζ22 = 2
P31 = {3} ζ31 = 1
P32 = {2, 1} ζ32 = 2

Table 2.9. Unit path cost of each candidate path in Example 6.

By considering the candidate paths shown in Table 2.8, the minimization problem can be

written using the Link-Path formulation as:
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minimize: F = x11 + 2x12 + x21 + 2x22 + x31 + 2x32

subject to:

x11 + x12 = 5

x21 + x22 = 7

x31 + x32 = 8

x11 + x22 + x32 ≤10

x12 + x21 + x32 ≤10

x12 + x22 + x31 ≤15

x11, x12, x21, x22, x31, x32 ≥ 0.

(2.25)

The optimal solution for Example 6 is Fopt=20, and the flow allocation for each demand is:

xopt11 = 5 xopt12 = 0

xopt21 = 7, xopt22 = 0

xopt31 = 8, xopt32 = 0

In conclusion, the same results are obtained with both formulations with this objective

function goal and network topology.

As a final remark regarding the Link-Path and Node-Link formulations it should be noted

that the Link-Path formulation requires pre-processing of the candidate paths, whereas the Node-

Link formulation does not required this action, since all the possible paths are considered. In

order to ensure the optimal solution the Node-Link formulation should always be used, however,

in particular in large networks this formalism can be very time consuming. For networks where

the best paths can be easily found the Link-Path formulation could be used as it requires less

computing [7]. In this dissertation we are going to use the Link-Path formulation presented in

subsection 2.2.1, since the choice of the candidate paths is easily done.

2.2.3. Restoration design problem

Having mechanisms of protection or restoration that re-establish resources in case of failure

is very important to improve network resilience [7]. In a protection mechanism the restoration

of connections happens before the failure, in contrast, restoration only addresses the failure after

it happen [7]. With a dedicated protection mechanism link capacity is reserved for set failures

and this capacity can not be used in the normal state, assuring the automatic switch over for

the protection path. The backup path is a path disjoint from the normal path, meaning these

two paths do not share any links. In terms of capacity design problems studied in this work,

there is no difference between the formulations when protection or restoration is used.

In the following, we consider a restoration design problem, where link failures are taken into

account for the optimization problem [7]. Concerning the network topology of Figure 2.1 and

that only one link can be unavailable at a time, there are five possible failure states, denoted by

s=1, . . . , 5. Each failure state corresponds to a failure in a specific link, hence, s≡e. When all

links are available, in the normal operation state, s=0.
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The restoration design problem is explained through an example, Example 7. The goal for

this example is to minimize the link capacity with the demand volume fully realized for all five

failure states and normal operation state. The candidate paths considered for this example are

the ones represented in Figure 2.3.

In this example, to introduce the failure states in the Link-Path formulation, the demand

equations are changed introducing the dependence on the failure states s. The generalized

demand equation for the restoration design problem is [7]:

∑

p

xdps = hd, p = 1, 2, ...,Pd s = 0, 1, ...,S d = 1, 2, ...,D. (2.26)

The capacity inequalities must also be modified to consider the state of the different links by

introducing one more inequality representing the six states of the network (the normal state and

the five failure states). A working link e is represented by αes=1 (when s ̸=e), while αes=0 (when

s=e) characterizes a link e in failure. The generalized capacity inequality for the restoration

design problem is [7]:

∑

d

∑

p

δedpxpds ≤ αesye, s = 0, 1, ...,S e = 1, 2, ...,E. (2.27)
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Figure 2.7. Physical topology considered for the network Example 7, for the failure
states s=1 and s=2 and the corresponding candidate paths that can be used for each
demand and state.

The objective function goal is to minimize the link capacity ensuring that, for every state

failure, the network has the capacity to fully transport all three demands. Figure 2.7 represents

two possible failure states s=1 and s=2. When link e=1 fails, the candidate paths P12 and P31

cannot be used. So, the demands d=1 and d=3 have to be fully realized by the paths P11 and

P32. If the failure is in link e=2, the paths that cannot be used are P11 and P32.

In this example, it is necessary to solve the problem for every failure state and normal state

to minimize the cost function of the network, leading to a different flow distribution in each

failure state. The solution for the six states is:

s = 0 : xopt110 = 0 xopt120 = 15 xopt210 = 20 xopt220 = 0 xopt310 = 0 xopt320 = 10 (2.28a)
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s = 1 : xopt111 = 15 xopt121 = 0 xopt211 = 20 xopt221 = 0 xopt311 = 0 xopt321 = 10 (2.28b)

s = 2 : xopt112 = 0 xopt122 = 15 xopt212 = 20 xopt222 = 0 xopt312 = 10 xopt322 = 0 (2.28c)

s = 3 : xopt113 = 0 xopt123 = 15 xopt213 = 20 xopt223 = 0 xopt313 = 10 xopt323 = 0 (2.28d)

s = 4 : xopt114 = 0 xopt124 = 15 xopt214 = 20 xopt224 = 0 xopt314 = 0 xopt324 = 10 (2.28e)

s = 5 : xopt115 = 15 xopt125 = 0 xopt215 = 0 xopt225 = 20 xopt315 = 0 xopt325 = 10 (2.28f)

From the solutions for every state given by equation (2.28), the link capacity changes de-

pending on the state, resulting in the capacities presented in Table 2.10.

s=0 y1 = 15 y2 = 10 y3 = 10 y4 = 0 y5 = 35 F=85
s=1 y1 = 0 y2 = 25 y3 = 10 y4 = 15 y5 = 20 F=100
s=2 y1 = 25 y2 = 0 y3 = 0 y4 = 0 y5 = 35 F=85
s=3 y1 = 25 y2 = 0 y3 = 0 y4 = 0 y5 = 35 F=85
s=4 y1 = 15 y2 = 10 y3 = 10 y4 = 0 y5 = 35 F=85
s=5 y1 = 0 y2 = 25 y3 = 30 y4 = 35 y5 = 0 F=160

Table 2.10. Link capacity solution for each one of the six states of Example 7.

Analyzing the link capacity solution for each state given in Table 2.10, the maximized link

capacity of each link is:

yopt1 = 25 yopt2 = 25 yopt3 = 30 yopt4 = 35 yopt5 = 35 (2.29)

The optimal cost for this example calculated with equation (2.6) is Fopt=245 [7]. The result

of this example shows that when restoration design is considered, assuming that the demand

volumes are fully realized for all network states, the network cost becomes much higher when

compared with Example 3, where there was no protection, giving Fopt=85. The Matlab script

used to solve this problem is presented in Appendix A.4

Another restoration design problem is the restoration design problem with single backup

paths. In this restoration problem the path that has a failure link moves to the designated

single backup path to solve the failure situation [7]. The difference between this method and

the one presented earlier in this subsection is that the traffic, in a normal scenario, cannot be

bifurcated between the normal and backup paths, meaning that the backup path is used only

when the normal path is unavailable. Furthermore, the backup path cannot share any links with

the normal path, i.e. is a disjoint path. To distinguish the normal path Pdp from the backup

path, the backup paths are represented by Qdpq, where d represents the demand, p=1,. . . , Pd

labels the normal path, and q=1,. . . , Qdpq is the label for the possible backup paths.

The following examples, Examples 8 and 9, consider path restoration with single backup

paths using the network described in Figure 2.3. Figure 2.8 represents the normal and backup

paths considered for these examples. The normal path corresponds to the lowest cost path,

while the backup path is a disjoint path.

As observed in Figure 2.8 the normal paths Pdp are disjoined from the backup paths Qdpq.

The availability of the normal path Pdp for the state s is represented by the binary variable θdps

and the corresponding representation for the backup path availability is ωdps. These two binary

variables are related by ωdps=1 − θdps. The binary variable θdps depends on the availability of

the link αes, meaning that when the normal path uses link e and this link has failed, αes=0,

then θdps=0 and ωdps=1.
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Figure 2.8. Physical topology used for the network Examples 8 and 9 and the corre-
sponding normal and backup paths for each demand.

The link path relation represented in Table 2.4 is identified by δedp for the normal path, with

P11, P21 and P31 denoting the normal paths, and βedpq is the link path relation for the backup

path and is represented in Table 2.11.

Link e
Backup Path Qdpq Q111 = {2, 4} Q211 = {3, 4} Q311 = {2, 3}

e= 1 0 0 0
e= 2 1 0 1
e= 3 0 1 1
e= 4 1 1 0
e= 5 0 0 0

Table 2.11. Link-path relations for the backup paths represented in Figure 2.8.

The normal flow for the pair (Pdp,Qdpq) is represented by x dpq0. The binary variable udpq

corresponds to the normal flow when set to 1.

The path restoration with single backup paths modifies the capacity and demand constraints

shown in Section 2.2.1 to [7]:

∑

p

∑

q

xdpq0 = hd, d = 1, 2, ...,D. (2.30a)

∑

q

udpq ≤ 1, d = 1, 2, ...,D p = 1, 2, ...,Pd. (2.30b)

xdpq0 ≤ hdudpq, d = 1, 2, ...,D p = 1, 2, ...,Pd q = 1, 2, ...,Qdp (2.30c)
∑

d

∑

p

∑

q

(δedpθdps + βedpqωdps)xdpq0 ≤ αesye, e = 1, 2, ...,E s = 1, 2, ...,S. (2.30d)

Equation (2.30b) imposes that only one path is going to be used as a backup, and equation

(2.30c) imposes that only that pair normal-backup path can transport the demand volume

hd. The new capacity inequality is shown in (2.30d). This inequality considers that if the

normal path or the backup path use link e (depending on the value of δedp and βedp), with
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availability depending on the network state (θdps and ωdps), then, the capacity of this link has

to accommodate the demand volume of this path.

For Example 8, as shown in Figure 2.9, the link e=1 has failed, the normal paths P11 and

P31 are not available and so, the backup paths Q111 and Q211 are used.
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Figure 2.9. Physical topology used for the network Example 8, considering state s=1,
and Example 9, considering state s=5, with the corresponding normal and backup paths
for each demand.

The solution for minimizing the capacities in Example 8 has been obtained using Matlab

and gives Fopt = 100 and the following link capacities,

yopt1 = 0 yopt2 = 25 yopt3 = 10 yopt4 = 15 yopt5 = 20. (2.31)

Example 9 has link e=5 down, affecting the normal paths for demands d=1 and d=2, P11

and P21, which are replaced, respectively by, Q111 and Q211, as shown in Figure 2.9. For this

example, the solution is Fopt = 160, obtained with Matlab and the link capacities are:

yopt1 = 10 yopt2 = 15 yopt3 = 20 yopt4 = 35 yopt5 = 0. (2.32)

The Matlab script used to solve Examples 8 and 9 is presented in Appendix A.5.

The single path backup allows for the demands to be fully realized, if any of the links fail

and the cost objective function is lower compared with the one obtained first in this subsection.

In the restoration design problem, since there are no designated backup paths to ensure that the

demand volume is fully realized for any of the failure states, it is necessary to have a much higher

link capacity, and consequently, the optimum cost function is higher than when a designated

disjoint backup path is calculated. However with this mechanism, the links always have the

capacity to restore connections. In conclusion, when using single path backup protection, the

cost function is lower and guarantees the full realization of every demand volume.

2.2.4. RWA problem

This subsection describes the ILP formulation for solving the RWA problem in wavelength

division multiplexing (WDM) transparent optical networks [7]. The nodes used in transparent
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WDM networks are called optical cross-connects (OXC) [7]. In this dissertation we assume that

there is no wavelength conversion inside these nodes, so the wavelength has to be the same in

all links belonging to a path.

In WDM networks, the DVUs and LCUs described in subsection 2.2.1 now correspond to

wavelengths and optical fibers, respectively [7]. Each wavelength can, typically, carry 10 Gbps

(1 DVU = 10 Gbps) and one optical fiber can transport 100 different wavelengths (1 LCU =

100 DVUs) [7]. The wavelengths can also be called by colors.

The variables represented in Table 2.5 have to be adapted to include the wavelengths repre-

sented by c=1,...,C (where C represents the total number of wavelengths). Table 2.12 summa-

rizes the variables and constraints used in the ILP formulation for WDM networks. The total

number of colors used in a optical fiber is represented by z ce with c defining the color and e the

link. The flow variable is now denoted by x dpc for demand d, path p and color c since the flow

picked includes the color used to satisfy the demand, which ensures the usage of the same color

throughout the path, meaning no wavelength conversion is performed. The variable ye is the

capacity of link e expressed in number of fibers and the volume of demand d to be realized in

situation s, expressed in number of light-paths is represent by hds.

Variable Description
C Total number of colors of the network
c c=1,..., C denotes a specific color in the network
z ce Number of times color c is used in link e
hds Volume of demand d to be realized in situation s, expressed in number of light-paths
ye Capacity of link e expressed in the number of fibers
xdpc Flow for demand d through path p for color c

Table 2.12. Variables used in RWA problem based on the Link-Path formulation.

To calculate which flow realizes the demand volume for the situation s, the following con-

straint is used:
∑

p

θdps
∑

c

xdpc ≥ hds d = 1, 2, ...,D s = 1, 2, ...,S. (2.33)

In this formulation the number of times color c is used in the link e is evaluated by another

constraint, given by:
∑

d

∑

p

δedpxdpc = zce c = 1, 2, ...,C e = 1, 2, ...,E. (2.34)

This constraint checks if the path uses link e and if that flow is using color c. The last

constraint guarantees that the optical fibers assigned to each link e satisfy all demands for each

color c, and is given by:

ye ≤ zce c = 1, 2, ...,C e = 1, 2, ...,E. (2.35)

Next, we will present three examples using three small network topologies where we will solve

the RWA problem using this ILP formulation. In the first example, Example 10, the physical

network topology and the candidate paths are described in Figure 2.3. The demand volume for

the three demands in the normal situation (s=0) is 1, hd0=1 and two available colors (C=2) are

considered. The objective is to minimize the capacity cost. This ILP problem can be written

as:
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minimize: F =
∑

e

ξeye

subject to:
∑

p

θdps
∑

c

xdpc ≥ hds d = 1, 2 s = 0

∑

d

∑

p

δedpxdpc = zce c = 1, 2 e = 1, 2, ..., 5

ye ≤ zce c = 1, 2 e = 1, 2, ..., 5.

(2.36)

The number of variables and constraints used in (2.36) to solve this RWA problem is de-

scribed in Table 2.13.

Variable/Constraints Number
Demand d 3

Candidate paths Pdp

per demand d
2

Total Pdp 6
Flow x dpc C ×Pdp = 12
Links e 5

Total number of color c available 2
Number of times color c
is used in the link e z ce

1

z ce e ×C× zce = 10
Capacity per link ye 5
Function objective F x dpc + z ce + ye = 27

Table 2.13. Number of the variables and constraints needed to solve the RWA problem
in Example 10.

The solution obtained for this RWA problem obtained with Matlab is described in Table

2.14 and Figure 2.10.

Demand Path Color Flow
d=1 P12 c=2 x 122

d=2 P21 c=1 x 211

d=3 P31 c=1 x 311

Table 2.14. Solution of Example 10.

The objective function reached in this problem is F=3, meaning that are needed two optical

fibers for the two links in use (e=1,5) (F=δ1e1+δ5e5=2× 1 + 1× 1). This problem was solved

with Matlab script presented in Appendix A.6.

In the next example, Example 11, the physical topology of the network used is described in

Figure 2.11. The physical topology for this network consists of six nodes (V=6) and eight links

(E=8). The figure also shows the distance between the nodes in km. The logical topology for

this network is a full mesh consisting of fifteen demands (D=15).

The objective of this example is to minimize the capacity cost in the normal state (s=0).

The demand volume considered for all demands in this example is one (hds=1), there are five

colors available (C=5), and the cost of each link is one (ξe = 1). The candidate paths for each

demand are represented in Table 2.15.

23



Chapter 2 A Literature Review on ILP and Heuristic Algorithms for Solving the RWA Problem

v= 4

v= 1 v= 3

v= 2

e= 5
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e= 3
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1

e=
2

P12

P31

P21

c= 1
c= 2

Figure 2.10. Physical topology used for the network Example 10, considering state
s=0 with two available colors c=2.
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Figure 2.11. Physical topology 6-node example network.

Demand d Candidate paths Pdp

d= 1 P11 = {1} P12 = {6, 7}
d= 2 P21 = {1, 2} P22 = {6, 5, 8}
d= 3 P31 = {1, 2, 3} P32 = {6, 5, 4}
d= 4 P41 = {1, 2, 8} P42 = {6, 5}
d= 5 P51 = {6} P52 = {1, 7}
d= 6 P61 = {2} P62 = {7, 5, 8}
d= 7 P71 = {2, 3} P72 = {7, 5, 4}
d= 8 P81 = {2, 8} P82 = {7, 5}
d= 9 P91 = {7} P92 = {1, 6}
d= 10 P101 = {3} P102 = {8, 4}
d= 11 P111 = {8} P112 = {3, 4}
d= 12 P121 = {2, 7} P122 = {8, 5}
d= 13 P131 = {3, 8} P132 = {4}
d= 14 P141 = {3, 2, 7} P142 = {4, 5}
d= 15 P151 = {5} P152 = {8, 2, 7}

Table 2.15. List of candidate paths for each demand.

The number of variables and constraints needed to solve this example using equations (2.33)

to (2.35) is described in Table 2.16.

The solution of the paths used for each demand and the respective color obtained with

Matlab is described in Table 2.20 and Figure 2.13.

24



Chapter 2 A Literature Review on ILP and Heuristic Algorithms for Solving the RWA Problem

Variable/Constraints Number
Demand d 15

Candidate paths Pdp

per demand d
2

Total Pdp 30
Flow xdpc C ×Pdp = 150
Links e 8

Number of times color c
is used in the link e z ce

1

z ce e ×C× zce = 40
Capacity per link ye 8
Function objective F xdpc + z ce + ye = 198

Table 2.16. Number of the variables and constraints need to solve the RWA problem
in Example 11.

Demand Path Color Flow
d=1 P12 c=2 x 122

d=2 P22 c=5 x 225

d=3 P32 c=3 x 323

d=4 P42 c=1 x 421

d=5 P51 c=4 x 514

d=6 P61 c=4 x 614

d=7 P72 c=4 x 724

d=8 P81 c=2 x 812

d=9 P91 c=5 x 915

d=10 P102 c=1 x 1021

d=11 P111 c=4 x 1114

d=12 P121 c=1 x 1211

d=13 P132 c=5 x 1325

d=14 P142 c=2 x 1422

d=15 P152 c=3 x 1523

Table 2.17. Solution of Example 11.

v= 1

v= 2 v= 3

v= 6 v= 5

v= 4

P42

P102

P121

P12

P81

P142
P32

P152

P51

P61

P72

P111

P22

P91

c= 1

c= 2
c= 3
c= 4
c= 5

P132

e=
1

e= 2

e= 3

e=
4

e= 5

e= 6

e=
7

e=
8

Figure 2.12. Physical topology used for the network in Example 11, considering state
s=0 with five available colors c=5.

The optimal solution found for this example is F=6, so six optical fibers are needed on every

link except for links e=1 and e=3. These links are not utilized by the paths used in the solution.
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In the following example, the network considered is still the one shown in Figure 2.11, but

instead of solving a RWA problem only the wavelength assignment problem (WA) is solved. The

objective of this problem is also to minimize the capacity cost. The paths used were decided

using the Link-Path formulation and are represented in Table 2.21.

Demand d Candidate paths Pdp

d= 1 P11 = {1}
d= 2 P21 = {1, 2}
d= 3 P31 = {6, 5, 4}
d= 4 P42 = {6, 5}
d= 5 P51 = {6}
d= 6 P61 = {2}
d= 7 P71 = {2, 3}
d= 8 P81 = {7, 5}
d= 9 P91 = {7}
d= 10 P101 = {3}
d= 11 P111 = {8}
d= 12 P121 = {8, 5}
d= 13 P131 = {4}
d= 14 P141 = {4, 5}
d= 15 P151 = {5}

Table 2.18. Candidate paths for each demand for Example 12.

In Example 12 six colors (C=6) are considered and the demand volume considered is one

(hds=1) in the normal state (s=0). The number of the constraints and variables for this problem

used in equations 2.33 to 2.35 are represented in Table 2.23.

Variable/Constraints Number
Demand d 15

Candidate paths Pdp

per demand d
1

Total Pdp 15
Flow xdpc C ×Pdp = 90
Links e 8

Number of times color c
is used in the link e z ce

1

z ce e ×C× zce = 48
Capacity per link ye 8
Function objective F xdpc + z ce + ye = 146

Table 2.19. Number of the variables and constraints need to solve the WA problem in
Example 12.

The solution for the color used in each demand obtained with Matlab for this example is

described in Table 2.20 and Figure 2.13.

The optimal solution for Example 12 is F=8, this means that to solve this problem eight

optical fibers are needed, one for each link.

Comparing Example 11, which solves a RWA problem, and Example 12, a WA problem, it

can be concluded that to obtain the optimal solution in Example 12 one more color and one

more optical fiber are needed to satisfy all demand requests. However, since it only has one

path available for each demand fewer variables and constraints are needed to solve the problem.

Example 11, even though it uses fewer colors, more constraints and variables are needed. For
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Demand Color Flow
d=1 c=5 x 115

d=2 c=4 x 214

d=3 c=3 x 313

d=4 c=2 x 412

d=5 c=4 x 514

d=6 c=6 x 616

d=7 c=5 x 715

d=8 c=4 x 814

d=9 c=6 x 916

d=10 c=6 x 1016

d=11 c=6 x 1116

d=12 c=5 x 1215

d=13 c=2 x 1312

d=14 c=6 x 1416

d=15 c=1 x 1511

Table 2.20. Solution of Example 12.

v= 1

v= 2 v= 3

v= 6 v= 5

v= 4

c= 1
c= 2
c= 3

c= 4
c= 5
c= 6

P121

P21

P51

P61

P31

P81

P151

P71

P141

P11

e=
1

e= 2

e= 3

e=
4

e= 5

e= 6

e=
7

e=
8

P91

P101

P111

P42

P131

Figure 2.13. Physical topology used for the network in Example 12, considering state
s=0 with six available colors c=6.

networks with more nodes solving the RWA problem can increase the time to find the optimal

solution with an ILP solver. The script used in Matlab to solve these problems is available in

Appendix A.7.

To validate the RWA formulation presented in [7] we will use the physical network topology

shown in Figure 2.14. A comparison between the RWA formulation and the one presented in [9]

is done in Appendix A.8

The physical network represented in Figure 2.14, consists of five nodes (V=5) and seven

undirected links (E=7). The logical network consists of eight demands D=8. The demands

considered for this Example 13 are given in Table 2.21. Table 2.22 shows the candidate paths

used for the eight demands, and Table 2.23 shows the variables used to solve the example

represented in Figure 2.16.
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v= 3v= 5
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e=
6

e=
7

Figure 2.14. Physical topology 5-node example network.

Demand d Demand pair
d= 1 [1-3]
d= 2 [2-4]
d= 3 [3-1]
d= 4 [3-5]
d= 5 [4-2]
d= 6 [4-5]
d= 7 [5-3]
d= 8 [5-4]

Table 2.21. Demand pairs for Example 13.

Demand d Candidate paths Pdp

d= 1 P11 = {1, 2} P12 = {6, 3}
d= 2 P21 = {7} P22 = {1, 7}
d= 3 P31 = {2, 1} P32 = {3, 6}
d= 4 P41 = {3, 4} P42 = {2, 1, 5}
d= 5 P51 = {7} P52 = {3, 2}
d= 6 P61 = {4} P62 = {6, 5}
d= 7 P71 = {4, 3} P72 = {5, 1, 2}
d= 8 P81 = {4} P82 = {5, 6}

Table 2.22. Candidate paths list for each demand in Example 13.

Variable/Constraints Count
Demand d 8

Candidate paths Pdp

per demand d
2

Total Pdp 16
Flow xdpc C ×Pdp = 32
Links e 14 (undirected)

Number of times color c
is used in the link e z ce

1

Total z ce e ×C× zce = 28
Total capacity per link ye 8

Function objective F xdpc + z ce + ye = 68

Table 2.23. Number of the variables and constraints need to solve the WA problem in
Example 13.

We have solved the RWA problem considering two colors (C=2) and one color (C=1) and

the result is shown in Figures 2.15 (C=2) and Figure 2.16 (C=1). The value of the objective

F is 12 and 14, respectively for C=2 and C=1. These results are in agreement with the ones
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reported in [9] for the same network scenario and the Matlab code that implements this problem

is in Appendix A.8.

v= 1 v= 2
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v= 4
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c= 2

e= 1
e=

2

e=
3

e= 4

e=
5

e=
6
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Figure 2.15. Physical topology used for the network in Example 13, considering state
s=0 with five available colors c=2.
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Figure 2.16. Physical topology used for the network in Example 14, considering state
s=0 with five available colors c=1.

2.3. Heuristic algorithms

Heuristic algorithms are powerful tools for solving network design problems in a reasonable

amount of time, despite the optimal solution can not be obtained in several scenarios. In this

section, we review some of the most common routing and wavelength assignment heuristics used

in optical networks [8].

2.3.1. Routing algorithms

Each traffic demand between a source node and a destination node has many candidate

paths suitable to satisfy the request. Routing is the process of selecting the most appropriate

path for the demand [10]. For a network’s physical topology and a given traffic matrix, the goal

of the routing algorithm is to find a route for each traffic demand. The traffic matrix can be

static or dynamic, dynamic traffic means that the traffic matrix changes over time [8].

With multiple paths available between a source and destination node, the routing algorithm

chooses the most appropriate route for each traffic demand based on one or more metrics.

The metrics chosen define various paths depending on the goals for the network such as delay-

oriented, quality of service (QoS), or utilization-oriented [8]. Some of the most common metrics

are: minimize the number of hops in a path, minimize the path distance, or maximize the OSNR

of the path [6].
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When the traffic matrix is static, the node pairs are always known and static routing algo-

rithms are used. The path configuration can be done manually or using a management system

[11]. When the traffic matrix is dynamic, the node pairs change over time, and demand re-

quests between a pair of nodes arrive in different time instants. In this case, a dynamic routing

algorithm is used. This algorithm is configured by the control plane [11].

Fixed-Path Routing (FR) is the simplest algorithm to route the demands [6]. In this strategy,

all calculations are performed before any traffic is added to the network. A set of candidate

paths is generated before the network starts to route demands. From the list of candidate paths,

the more suitable is chosen for the source/destination pair, and this path is the only one used to

route all demand requests for this pair [6]. Fixed-Path Routing is used with the shortest path

algorithm to calculate the shortest path for all demand requests. Some shortest path algorithms

used by FR are the Dijkstra algorithm and Yen’s k -shortest path algorithm [10].

Another routing algorithm is Fixed Alternate Routing (FAR), which is an updated version

of Fixed-Path Routing [10]. In FAR, a set of candidate paths is generated before any demand

is added to the network. In this strategy, not just one candidate path is attributed to each

source/destination pair. Some M paths are narrowed down from the set of candidate paths,

and when there is a new demand request for the source/destination pair, one of the M paths is

selected to route the demand request [6].

Using the FAR adds more computational complexity but allows some adaptation to the

network state, solving some of the blocking and congestion of the network [10]. However, this

algorithm may not find all possible routes between a source/destination pair, therefore, in terms

of call blocking, this algorithm is not optimum [10].

2.3.2. Wavelength assignment algorithms

Wavelength Assignment (WA) is an integral part of the network planning process. After the

routing algorithm selects the path, determining which links are going to be used, the WA algo-

rithm selects a feasible wavelength for the path from the available wavelengths. Whenever two

different paths use the same link, they cannot share the same wavelength [6]. The wavelengths

can be assigned to the paths as they arrive, one at a time, after the routing process or in parallel

with the routing selection [6].

There are wavelength assignment algorithms for both static and dynamic traffic. In static

cases, the goal is to minimize the number of wavelengths in use, and in WA dynamic algorithms

the goal is to minimize the network blocking [8].

Some common heuristics solutions used are First-Fit (FF), Most Used (MU), and Random

algorithm (R) policies [6].

With the First-Fit policy, the wavelengths are indexed from 1 toW, whereW is the maximum

wavelength supported on the fiber [8]. The index for this scheme in static networks is fixed and

can be ordered with the following strategies: shortest path first (SPF), longest path first (LPF),

and random path (RP) ordering [11]. The search for wavelength starts with the lowest index,

and the first free wavelength found is assigned to the light-path. Therefore, the higher indexes

wavelengths are left unused for future demands. Using this scheme does not require global

information of the network [10]. FF performs well in dynamic networks regarding blocking

probability and fairness and has lower computational complexity and small overhead [8].

In the Most Used scheme, whenever a new wavelength is required, a new wavelength order is

established from most used to least used. The search for an available wavelength proceeds like
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in the policy FF. This scheme permits wavelengths already in use to be the first ones considered.

This policy at the cost of more information is more adaptive than FF [8]. MU requires global

network information and centralized control. It also has longer overheads [8].

With the Random algorithm policy, each available wavelength is listed, and indexed like

in the FF scheme [10]. Random algorithm will search all available wavelengths for the route

request. From the available wavelengths, one is randomly selected to the light-path. The

probability for an available wavelength to be chosen is uniform [8]. This policy does not require

global information on the network. The Random algorithm has a higher computation time than

the FF policy. This algorithm is also more computationally complex [8].

2.4. Heuristic algorithms and ILP formulations applied in a real network scenario

In this section, the link capacity of an example of a portuguese network topology is stud-

ied considering an ILP and a heuristic method for solving the routing problem. The routing

algorithm used for the heuristic solution is the Dijkstra algorithm based on the shortest path in

distance, and for the ILP solution is a formulation based on the Link-Path formulation consid-

ering two candidate paths for each demand.

Figure 2.17 describes the physical topology of an example of a portuguese backbone network

[9]. The physical topology of this network consists of 12 nodes (V=12) and 18 links (E=18).

The longest link is between nodes v=1 and v=12 with 1050 km and the shortest is 47 km

between v=7 and v=8.
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Figure 2.17. Physical topology of a 12-node portuguese backbone network.
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The logical topology for the network is a full mesh, so there are demands between all nodes

(D=132).The demand volume for each demand is represented in Table 2.24 considering the VC-3

as the traffic unit.

1 2 3 4 5 6 7 8 9 10 11 12
1 0 104 137 104 207 3322 21 104 91 104 203 75
2 104 0 21 104 21 21 104 21 75 21 21 21
3 137 21 0 104 21 21 125 21 21 63 42 21
4 104 104 104 0 89 21 53 21 21 21 21 21
5 207 21 21 89 0 42 63 21 83 21 42 87
6 3322 21 21 21 42 0 83 42 42 21 21 21
7 21 104 125 53 63 83 0 116 53 42 145 42
8 104 21 21 21 21 42 116 0 21 21 21 21
9 91 75 21 21 83 42 53 21 0 42 21 21
10 104 21 63 21 21 21 42 21 42 0 68 42
11 203 21 42 21 42 21 145 21 21 68 0 21
12 75 21 21 21 87 21 42 21 21 42 21 0

Table 2.24. Traffic Matrix in VC-3.

In the heuristic solution, the Dijkstra algorithm was used for calculate the shortest path for

every demand, so only one path for each demand is used. This algorithm finds the path that

minimizes the distance between nodes, represented in Figure 2.17 in km.

For the ILP solution, we have considered two paths for each demand. The first path, was

also found with the Dijkstra algorithm to minimize the distance between the nodes. The second

path considered is the one with fewer hops between nodes, different from the first path.

This problem is solved with equation (2.37). The uncapacitated demand equations, and

capacity inequalities are the same described in subsection 2.2.1: Link-Path formulation equation

(2.2), and inequality (2.4). The goal for the objective function F in this problem is to minimize

the link capacity with the highest capacity. So, to solve this problem the objective function

changes while assigning the paths to each demand, so the link with the highest capacity is

always the one being minimized.
minimize: F = max{ye}

subject to:
∑

p

xpd = hd, d = 1, 2, ...,D

∑

d

∑

p

δedpxpd = ye, e = 1, 2, ...,E; d = 1, 2, ...,D; p = 1, 2, ..., Pd.

x ≥ 0, y ≥ 0

(2.37)

The link capacity for each link obtained with the heuristic and the ILP solution is shown in

Table 2.25 and Figure 2.18. Both these solutions were obtained using Matlab, the ILP script is

in Appendix A.9.

As observed in Table 2.25 and Figure 2.18, the link capacity in the heuristic solution is not

evenly spread. The capacity of the most used links, e=[1,3], e=[3,5], and e=[5,6] is higher than

4000 VC-3, whereas in any other links the average capacity is 339 VC-3. In Figure 2.18, it is

shown that for the ILP solution the capacity of the links is better distributed among them. In the

ILP solution the highest link capacity used is 2583 VC-3 in links e=[1,2], e=[2,4], and e=[4,6],

which is about half of the capacity of the most used link in the heuristic solution (e=[3,5]). The

capacity decreases around 56%.
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Link Dijkstra ILP
[1,2] 425 2583
[1,3] 4254 2227
[1,11] 641 730
[1,12] 330 372
[2,3] 188 408
[2,4] 479 2583
[3,5] 4597 2582
[4,5] 381 961
[4,6] 295 2583
[4,9] 659 748
[5,6] 4157 1848
[6,7] 731 752
[6,8] 314 314
[7,8] 116 116
[8,9] 0 0
[9,10] 252 341
[10,11] 214 125
[11,12] 63 21

Table 2.25. Link Capacity for Dijkstra algorithm and ILP.

Figure 2.18. Link capacity of the portuguese backbone network represented in Figure
2.17 obtained with a heuristic and an ILP solution.

2.5. Conclusion

In this chapter, we review two methods to solve the RWA problem. The first one is the

heuristic solution which may not find the optimal solution but solves it in a reasonable amount

of time. The second one is the ILP solution that uses a mathematical formulation to optimize

the problem to find the optimal solution. For this method two formulations were considered to

solve the routing part of the problem, the Link-Path and Node-Link and several examples were

presented.
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Considering the Link-Path formulation two restoration design problems were presented. The

first restoration design problem is a protection problem, therefore the links have enough capacity

to ensure that every demand is satisfied even if a link fails. With the restoration design problem

with single backup paths the failure is solved only for the specific link after it has failed.

This chapter also presented an ILP formulation to solve the RWA in WDM networks based

on the Link-Path formulation.

Considering the solution with heuristic algorithms the RWA problem is solved in two-steps,

first the routing and after the wavelength assignment. The routing algorithm chooses the path

with the most appropriate route based on the chosen metric. With the Fixed-Path Routing the

path list only has one path per demand. In contrast, with the Fixed Alternate Routing the

path list can have multiple paths per demand. For the wavelength assignment three heuristic

algorithms were considered, First-Fit, Most Used, and Random algorithm.

To end this chapter, the heuristic and ILP solutions for the routing problem were compared

in a real network. Our results show that with the ILP solution, the link capacity is distributed

more evenly throughout the links than with the heuristic solution.
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CHAPTER 3

Physical Layer Impairments in C+L Multiband Optical

Networks

3.1. Introduction

The optical signal-to-noise ratio (OSNR) of a light-path can be used as routing metric in a

C+L multiband optical network [6]. In this scenario, it is necessary to assess the performance

degradation induced by the physical layer impairments (PLIs) along the optical path. The PLIs

that most impair the performance of C+L multiband networks are the amplified spontaneous

emission (ASE) noise originating in the optical amplifiers, the nonlinear interference (NLI)

caused by the Kerr effect, the passband narrowing due to filtering effects, in-band crosstalk due

to filtering imperfections and out-band crosstalk due to channels spectrum proximity. Also in

these optical networks, the stimulated Raman scattering (SRS) becomes more pronounced due

to the larger spectrum used in C+L multiband networks, so this impairment must be taken into

account, when assessing the path OSNR, in such systems.

Section 3.2 presents the C+L multiband spectrum organization for both the fixed and flexible

grid solutions. In Section 3.3, the impact of the accumulation of ASE noise in a C+L multiband

optical network is evaluated. Section 3.4 assesses the impact of the NLI on the OSNR in a C+L

multiband optical network, considering first a model based on a Gaussian modulation and, then,

a model that takes into account the modulation format. Section 3.5 briefly describe the impact

of other PLIs, like the filtering effect and crosstalk. Finally, Section 3.6 concludes the chapter

highlighting the chapter main results.

3.2. C+L multiband spectrum

With the C+L multiband solution the spectrum range increases from the 35 nm of the

C-band to 90 nm, as illustrated in Figure 3.1, where the nominal central frequencies of the

optical channels are defined accordingly with the Telecommunication Standardization Sector of

International Telecommunication Union (ITU-T) grid [12]. It is considered a 5 nm gap of unused

spectrum between the C and L bands to avoid interferences between the bands [13]. The central

frequency in the C band is 193.75 THz and in the L band is 187.75 THz. The first frequency

attributed in the whole spectrum is 195.90 THz and the last available frequency is 184.50 THz.

Inside the C+L band, the optical channels can be spaced using a fixed or a flexible grid [1].

With the fixed grid, the same channel bandwidth is allocated to each demand, typically 50 GHz

[5]. On the other hand, with a flexible grid, the optical spectrum is divided in smaller frequency

slots (FSs) with a spacing of 12.5 GHz [1]. This solution allows to improve transmission capacity

and save network resources when comparing to the fixed grid [1]. Accordingly with the ITU-T

recommendation (G.694.1), the central frequencies of the FSs allowed for the flexible grid are

given by [12]:

fi = 193.1 + ni × 0.00625 [THz] (3.1)
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Figure 3.1. C and L band spectrum and corresponding frequencies according with the
ITU-T grid.

with the nominal central frequency granularity in THz given by 0.00625 and where ni is an

integer. The frequency slots width (BFS) is given by [12]:

BFS = 12.5× si [GHz] (3.2)

where the slot width granularity is 12.5 GHz and s i is a positive integer.

In Table 3.1, it is shown the number of channels and the central channel, respectively, for

the fixed (ITU-T 50 GHz) and flexible grid (ITU-T 12.5 GHz) scenarios, considering the C-

band, L-band and C+L band cases. In the C-band using the fixed grid, there are 87 channels

available, whereas with the flexible grid, there are 345 slots available. For the multiband solution

considering a 5 nm gap between bands, the flexible grid has 862 frequency slots available, and

the fixed grid has 217 channels.

Band
Spectrum

[nm]
Range
[nm]

Number
of channels

Central
channel

Number
of FSs

Central
FSs

C 1530-1565 35 87 44 345 173
L 1565-1625 60 131 66 521 261

C+L
1530-1565
1570-1625

90 217 109 862 431

Table 3.1. Fixed grid with ∆ch=50 GHz and flexible grid with FS=12.5 GHz for C,
L, and C+L bands.

3.3. ASE noise accumulation

Erbium-Doped Fiber Amplifiers (EDFA) are used to compensate the optical node and fiber

losses, extending the transmission reach to hundreds or thousands of kms. Figure 3.2 represents

an optical amplified link with N spans between two nodes, and it shows that EDFAs can be used

as a post, in-line, and pre-amplifiers. The post-amplifier compensates for the node losses and

boosts the signal that leaves the source node. In-line and pre-amplifiers are used to compensate

the fiber attenuation along the optical path.

In this work, the gain of the pre-amplifier Gpre is set to compensate exactly the previous

links losses,
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Figure 3.2. Schematic of an optical amplified generic link i between two network nodes.

Gpre = Lsec × α (3.3)

where the link’s length is represented by Lsec and α is the fiber attenuation coefficient, which is

assumed, to also include the losses of splices and connectors. The amplifier’s gain for the pre-

amplifier has to satisfy the maximum gain Gmax of the EDFA. If the gain of the pre-amplifier

calculated using equation (3.3) exceeds the maximum gain Gmax, then in-line amplifiers have

to be added to that specific fiber link, ensuring that the EDFAs can fully compensate the link

losses. The number of in-line amplifiers used in generic link i is, then, calculated by:

Nin,i =

⌈
Gpre

Gmax

⌉
− 1 (3.4)

When using in-line amplification, the gain of the in-line amplifiers and pre-amplifier is as-

sumed equal and is obtained with:

Gin =

⌈
Gpre

Nin,i + 1

⌉
− 1 (3.5)

Furthermore, we assume that all the other characteristics of the in-line amplifiers are the

same as the ones of the pre-amplifier, namely the noise figure, f n, and optical bandwidth, B0.

The post-amplifier gain is considered to be the same for every link, Gpos,i=18 dB [14], assuming

that a route and select architecture is used for the ROADM nodes [14].

Knowing the amplifiers gain required to compensate for the overall losses, the power of the

ASE noise per polarization generated by a pre, in-line, and post-amplifier must be calculated.

The ASE noise power of the pre and post-amplifiers depends on the link i, and the ASE noise

power of the in-line amplifier depends on the link i, and span j, and are given, respectively, by

[15]:

pASE,pre,i =
fn,pre,i

2
(gpre,i − 1)hν0B0 (3.6)

pASE,pos,i =
fn,pos,i

2
(gpos,i − 1)hν0B0 (3.7)

pASE,in,i,j =
fn,in,i,j

2
(gin,i,j − 1)hν0B0 (3.8)

where the pre-amplifiers gain gpre,i is set to be the equal to the in-line amplifiers gain g in,i,j , and

gpos,i is the post-amplifiers gain. The Planck constant is h = 6.626×10−34 J/s, ν0 represents the

optical frequency of a WDM channel (which in the following studies is considered to be the WDM

central channel frequency), and B0 the optical bandwidth, which in coherent detection systems

is equal to the symbol rate Rs,l. The noise figures represented by f n,pre,i, f n,in,i,j and f n,pos,i

depend on the type of amplifier and on the post, in-line and pre-amplifier gains. Considering

that the noise figure is 5 dB for the maximum amplifier gain of 25 dB and 7 dB for a gain of 15

dB [14], the noise figure of each amplifier is calculated, in dB, with:
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Fn = −0.2Gk + 10 where k = pos or in or pre. (3.9)

The total OSNRtot,m is used to quantify the impact of the ASE noise generated by all the

amplifiers along an optical path composed of several links n links, in channel m, as the one

depicted in Figure 3.2, and is calculated using [14]:

1

osnrtot,m
=

nlinks∑

i=1

(
1

osnrpos,i
+

1

osnrpre,i
+

Nin,i∑

j=1

1

osnrin,i,j
) (3.10)

where osnrpos,i, osnrpre,i and osnr in,i,j correspond, respectively, to the OSNRs originated at the

output of each post, in-line and pre-amplifiers, which are obtained by:

osnrk =
pm

2× pASE,k
where k = pre, i, or pos, i, or in, i, j. (3.11)

where pm is the power of the channel m and pASE,k is the ASE noise power of each amplifier

calculated with equations (3.6)-(3.8).
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Figure 3.3. COST 239 optical network, with 11 nodes, 26 links represented by ei (where
i=1 ... 26), and corresponding link distances.

In the following, an example of the OSNRtot,m calculation in the C-band (the wavelength

ranges from 1530 to 1565 nm, and the frequency span is 195.9-191.6 THz) with the channel

spacing of 50 GHz for the optical network COST 239 [16], represented in Figure 3.3, is performed.

The physical topology of the network represented in Figure 3.3 consists of eleven nodes (V=11)

and twenty-six links (E=26). The longest link in this topology is e1 with 953 km and the shortest

link is e9 between nodes v=3 and v=5 with 171 km. In this example, only four demands d=1,...,

4 are considered as represented in Table 3.2, and the OSNR of each path is calculated at the

receiver input using the system parameters shown in Table 3.3.

For each demand, five candidate paths are considered, as represented in Table 3.4. The

shortest candidate path is the first one Pd1, and the longest in the list is the fifth path Pd5.

Considering all demands, the shortest is path P31 with 361 km, and the longest is P35 with 1815
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Demand d Demand pair
d = 1 [1-2]
d = 2 [1-3]
d = 3 [1-4]
d = 4 [1-5]

Table 3.2. Demand pairs for demands 1 to 4 in COST 239 network.

Parameters Values
Channel Spacing ∆ch 50 GHz

Total number of channels N ch 87
Frequency of the central channel ν0 193.70 THz

Fiber attenuation coefficient α 0.25 dB/km
Symbol rate Rs,l 32 Gbaud

Average launch signal power per channel Pm 0 dBm
Amplifier maximum gain Gmax 25 dB

Table 3.3. WDM system parameters used to calculate the OSNR for demands 1 to 4
in COST 239 network.

Demand d Candidate Paths Pdp

d = 1 P11 = {1} P12 = {2, 5} P13 = {2, 9, 6} P14 = {3, 8, 5} P15 = {2, 9, 15, 7}
d = 2 P21 = {2} P22 = {3, 8} P23 = {1, 5} P24 = {1, 6, 9} P25 = {4, 11, 8}
d = 3 P31 = {3} P32 = {4, 11} P33 = {2, 8} P34 = {4, 21, 13} P35 = {2, 10, 17, 11}
d = 4 P41 = {2, 9} P42 = {3, 8, 9} P43 = {2, 10, 14} P44 = {1, 6} P45 = {2, 5, 6}

Table 3.4. Candidate paths for the four demands considered in the COST 239 network.

km. Consequently, the shortest and the longest paths are the ones that have a lower and higher

number of amplifiers, respectively. Path P31 uses five amplifiers (one pre-amplifier, one post

amplifier, and three in-line amplifiers), while path P35 has 24 amplifiers, (four pre-amplifiers,

four post-amplifiers, and sixteen in-line amplifiers). The maximum number of nodes in the

candidate path is five nodes, in paths P15 and P35, and the lower number of nodes is two, in

the direct paths P11, P21 and P31.

To calculate the ASE noise power at the output of each amplifier used in each path, first, it

is necessary to find the number of in-line amplifiers in each link, using equations (3.3) and (3.4).

The noise figure for the amplifiers depends on these gains and is calculated with equation (3.9).

The number of in-line amplifiers, the respective gains of each in-line and pre-amplifier, and noise

figures are shown in Table 3.5, for the optical links belonging to the candidate paths shown in

Table 3.4. The post-amplifier gain and noise figure are the same in all links. For this example,

we have considered Gpos=18 dB [14] and, so, Fn,pos=6.4 dB calculated with equation (3.9).

Table 3.5 also presents the results of the total ASE noise power generated in two polarizations

by the post, in-line, and pre-amplifiers. The total ASE noise power along a link is calculated

by summing the ASE noise power generated by each in-line amplifier need in link ei calculated

with equation (3.8), the noise power of the pre-amplifiers calculated with equation (3.6) and the

ASE noise power generated by the post-amplifiers calculated with equation (3.7).

From Table 3.5, the longest link, e1, is the one that needs more in-line amplifiers to compen-

sate for the fiber losses, and consequently, leads to the higher total ASE noise power. The link

that requires amplifiers with the highest gain is e14 with Gpre=24.8 dB. The shortest link of this

network topology e9 is also the one that introduces the lower ASE noise power. The total OSNR
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Link Number of Gain [dB] Noise Figure [dB] ASE noise power [µW ]
e in-line amplifiers Nin,i Gpre Fn,pre 2pASE

e1 = [1, 2] 9 23.8 5.2 34.06
e2 = [1, 3] 6 22.2 5.6 18.22
e3 = [1, 4] 3 22.6 5.5 18.22
e4 = [1, 7] 6 22.9 5.4 20.52
e5 = [2, 3] 3 22.3 5.6 10.96
e6 = [2, 5] 3 20.1 6 7.666
e7 = [2, 8] 3 21.4 5.7 9.578
e8 = [3, 4] 5 24 5.2 21.53
e9 = [3, 5] 1 21.4 5.7 5.297
e10 = [3, 6] 3 19.9 6 7.441
e11 = [4, 7] 2 23.4 5.3 10.28
e13 = [4, 10] 5 21.9 5.6 14.89
e14 = [5, 6] 1 23.8 5.3 7.613
e15 = [5, 8] 2 22.2 5.6 8.382
e17 = [6, 7] 5 24.8 5.1 24.57
e21 = [7, 10] 2 20.9 5.8 6.876

Table 3.5. Number of in-line amplifiers needed in link ei, gain of each pre and in-line
amplifier and corresponding noise figure for each optical link, and total ASE noise power
of the links belonging to the candidate paths used in the four demands in COST 239
network.

for each candidate path is calculated using equations (3.10) and (3.11) and the corresponding

results are presented in Table 3.6.

Pdp OSNRtot,m [dB] Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m

P11 14.7 P12 15.4 P13 15.1 P14 13.6 P15 13.8
P21 17.4 P22 14.8 P23 13.5 P24 13.3 P25 12.8
P31 19.4 P32 15.1 P33 14 P34 13.7 P35 12.2
P41 16.3 P42 14.2 P43 14.8 P44 13.8 P45 14.3

Table 3.6. OSNRs for the candidate paths for the four demands considered in COST
239 network.

From the results of the total OSNR in the candidate paths presented in Table 3.6, the

path with the lowest OSNR is the longest and the one that passes through the higher number

of amplifiers, P35. As expected, paths that use longer links lead also to lower OSNRs. For

example, in candidate path P23 that uses link e1 and passes through sixteen amplifiers, the

OSNR is lower than in path P15 that crosses twenty amplifiers, but has shorter links, leading

to lower ASE noise power accumulation. The path with the highest OSNR is the direct path

that uses the shortest link, P31. Analyzing the OSNR results in Table 3.6, the candidate path

that is chosen to serve each demand is the path with the best OSNR, i.e. the highest OSNR, as

highlighted in Table 3.7.

Demand d Path Pdp OSNRtot,m [dB]
d = 1 P12 = {2, 5} 15.4
d = 2 P21 = {2} 17.4
d = 3 P31 = {3} 19.4
d = 4 P41 = {2, 9} 16.3

Table 3.7. Optical paths with highest OSNR for the four demands considered in COST
239 network.
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If the EDFA considered had a lower maximum gain of 23 dB instead of 25 dB as considered

in Table 3.3, the longer links would require more spans with shorter length. In particular, for

a maximum gain of 23 dB links e1, e8, e11 and e17 need one more span than when the EDFA

maximum gain is 25 dB, which results on spans 8.7 km shorter in e1 and 23.4 km in e11. This

leads to a lower ASE noise power accumulation in those links that would result in higher OSNR.

For example, in P11 that only uses e1, the OSNR with only ASE noise is 16 dB, 1.3 dB higher

than the result shown in Table 3.6. The results in the other paths are presented in Table B.1 of

Appendix B.

3.4. Nonlinear interference and stimulated Raman scattering

In this section, the impact of the NLI power on the calculation of the OSNR is assessed. In

this case, equation (3.11) is rewritten as [17]:

osnrk =
pm

2pASE,k + pNLI
where k = pre, i, or pos, i, or in, i, j. (3.12)

where the NLI power, pNLI , is calculated by:

pNLI = ηGN · p3m (3.13)

where ηGN is the NLI coefficient after N spans spans depending on the central frequency of the

channel m, which is referred in this section as channel of interest (COI) [17]. To calculate the

NLI coefficient, we use the theory described in [17] that relies on the cross-phase modulation

(XPM) assumption. Hence, the NLI coefficient after N spans at the center channel frequency f m

is calculated with:

ηGN (fm) ≈
Nspans∑

j=1

[
pm,j

pm

]2
×
[
ηSPM,j(fm)N ε

spans + ηXPM,j(fm)
]

(3.14)

where the coherence factor ε is ε=0, for incoherent accumulation of NLI along multiple fiber

spans, or ε ̸=0, if coherent accumulation is considered. In the latter case, the coherence factor

must be calculated using closed-form formulas or numerically, for each optical path considered

[18]. The launch power of the COIm in the j span is represented by pm,j . The coefficient ηXPM,j

is the closed-form approximation of the XPM contribution in span j and ηSPM,j is the closed-

form approximation of the self-phase modulation (SPM) contribution [17], given, respectively

by:

ηXPM (fm) ≈ 32

27

Nch∑

k=1,k ̸=m

(
pk
pm

)2 γ2

Bkϕm,kα(2α+ α)

[
Tk − α2

α
arctan

(
ϕm,kBm

α

)
+

A2 − Tk

A
arctan

(
ϕm,kBm

A

)] (3.15)

ηSPM (fm) ≈ 4

9

γ2

B2
m

π

ϕmα(2α+ α)
[
Tm − α2

α
arcsin

(
ϕmB2

m

πα

)
+

A2 − Tm

A
arcsin

(
ϕmB2

m

πA

)] (3.16)

with ϕm = 3
2π

2 (β2 + 2πβ3fm), Tm = (α+ α− PtotCrfm)2, A = α + α, α = α, ϕm,k =

2π2 (fk − fm) [β2 + πβ3 (fk + fm)], and Tk = (α+ α− PtotCrfk)
2. The COI channel bandwidth

is represented by Bm, Bk is the bandwidth of k -th interfering channel, and P tot is the total
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transmitted optical power at the input of the fiber link. The Raman gain slope is represented

by C r and the nonlinear coefficient γ is calculated with,

γ =
2πn2

Aeffλ0
(3.17)

with nonlinear refractive index represented by n2, Aeff is the fiber effective area and λ0 is

the reference wavelength. In equations (3.15) and (3.16), the attenuation coefficient should be

substituted in linear units [Np/m], using,

α[Np/m] =
α[Np/m]

4.343
× 10−3 (3.18)

The group velocity dispersion parameter β2 and third order dispersion parameter β3 are

calculated, respectively, with

β2 = − Dλ0λ
2
0

2πclight
(3.19)

β3 =
λ2
0

(2πclight)
2 ×

(
λ2
0S0 + 2λ0Dλ0

)
(3.20)

where Dλ0 is the fiber dispersion parameter at the reference wavelength, λ0, S 0 the dispersion

slope at the same wavelength and clight is the speed of light. Notice that in equation (3.12),

although only the NLI power is present in the OSNR formula, the SRS effect (power transfer from

lower to higher channel wavelengths) is included in equations (3.14)-(3.16). The formulation

developed in [17] is valid for optical bandwidths up to 15 THz, much larger than the C+L

bandwidth.

To validate the Matlab implementation of the NLI formulation, Figure 6 of [17] has been

obtained (see Figure 3.4). This figure represents the NLI coefficient as a function of the channel

frequency without SRS (C r=0) and with SRS (C r=0.028 1/W/km/THz), considering both

coherent (ε ̸=0) and incoherent (ε=0) scenarios. The parameters used to obtain Figure 3.4 are

in Table 3.8.

Parameters Values
Channel Spacing ∆ch 40 GHz

Total number of channels N ch 251
Channel launch power pm 0 dBm
Reference wavelength λ0 1550 nm

Symbol Rate Rs,l 40 Gbaud
Dispersion Dλ0 17 ps/nm/km

Dispersion slope S 0 67 fs/nm2/km
Fiber effective area Aeff 80 µm2

NL coefficient 1.2 1/W/km
Fiber attenuation coefficient α 0.2 dB/km

Number of spans N spans,i 6

Table 3.8. Parameters used to obtain Figure 3.4.

From Figure 3.4 without SRS, the NLI coefficient increases with the channel frequency

increase due to the third order dispersion β3, since the lower the frequency the higher is the

dispersion, leading to lower NLI penalties [17]. With SRS, due to the power transfer, the power

of the channels with lower frequency is enhanced, and as a result those channels experience
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Figure 3.4. NLI coefficient as a function of the channel frequency without SRS and
with SRS, considering both coherent and incoherent scenarios with the parameters of
Table 3.8.

a higher non-linearity. With and without SRS, the estimated NLI coefficient is higher for

the coherent scenario than for the incoherent one. The average gap between the coherent

and incoherent accumulations without SRS is 0.1 dB and with SRS is 0.2 dB [17]. Using an

incoherent accumulation simplifies the formalism, since the NLI noise can be calculated at the

end of each link separately, and adds only a slight loss of accuracy. As the results shown in Figure

3.4 are very similar to the ones presented in Figure 6 of [17], the NLI formulation implementation

can be considered validated.

Considering the example of the OSNRtot,m calculations in the C-band presented in Section

3.3, for the COST 239, the impact of NLI is going to be included next in that example. The

parameters used to calculate the OSNR with NLI are presented in Tables 3.3 and 3.9.

Parameters Values
Dispersion Dλ0 17 ps/nm/km

Dispersion slope S 0 67 fs/nm2/km
Reference wavelength λ0 1550 nm
Raman gain slope C r 0.028 1/W/km/THz

Nonlinear refractive index n2 2.6× 10−20 m2/W
Fiber effective area Aeff 80 µm2

Coherent factor ε 0
Fiber attenuation coefficient α 5.756×10−5 Np/m

Group velocity β2 -2.168 ×10−26 s2/m
Third order dispersion parameter β3 1.447 ×10−40 s3/m
Total transmitted optical power P tot 87 mW

Table 3.9. WDM system parameters used to calculate the OSNR with NLI and SRS
for the four demands considered in COST 239 network.

The COI channel considered to calculate the NLI power is the central channel, m=44,

so the frequency of this channel (in lowpass equivalent form) is f m=0. The WDM channel
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frequencies range from f k=[−2.2; 2.2] THz. With the formulation proposed in [17], the length

of each span does not influence the calculations of the XPM and SPM contributions, so for the

COI m, ηXPM,j = 442.84 dB obtained with equation (3.15) and ηSPM,j = 112.61 dB reached

using equation (3.16). The coherence factor considered for this example is zero, so incoherent

accumulation of NLI is considered along the spans. Therefore, the NLI power can be calculated

at the end of each optical link, independently of the optical path. Table 3.10 shows the links

used by the 20 candidate paths, the number of spans in each link and the NLI power at each

link end.

Link Number of spans NLI coefficient NLI noise power
e N spans [103/W2] ηGN [µW ] pNLI

e1 = [1, 2] 10 5.515 5.515
e2 = [1, 3] 7 3.860 3.860
e3 = [1, 4] 4 2.206 2.206
e4 = [1, 7] 7 3.860 3.860
e5 = [2, 3] 4 2.206 2.206
e6 = [2, 5] 4 2.206 2.206
e7 = [2, 8] 4 2.206 2.206
e8 = [3, 4] 6 3.309 3.309
e9 = [3, 5] 2 1.103 1.103
e10 = [3, 6] 4 2.206 2.206
e11 = [4, 7] 3 1.655 1.655
e13 = [4, 10] 6 3.309 3.309
e14 = [5, 6] 2 1.103 1.103
e15 = [5, 8] 3 1.655 1.655
e17 = [6, 7] 6 3.309 3.309
e21 = [7, 10] 3 1.655 1.655

Table 3.10. Number of spans needed in each link, NLI coefficient and noise power at
the end of each link used by the candidate path for the four demands considered in the
COST 239 network.

By analyzing Table 3.10, the link with the higher NLI noise power is e1, since this link is

also the one with the higher number of spans. The links e9 and e14 with a smaller number of

spans are the links with the lowest NLI noise power. For links with different distances but with

the same number of spans, (e3=361 km and e6=321 km), the NLI noise powers and coefficients

predicted by the formulation (3.14)-(3.16) are the same. With the results of Table 3.10, the

OSNR considering only the NLI noise is calculated for each candidate path and the results are

presented in Table 3.11.

Pdp OSNRtot,m [dB] Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m

P11 22.6 P12 22.2 P13 21.5 P14 21.1 P15 20.5
P21 24.1 P22 22.6 P23 21.1 P24 20.5 P25 20.5
P31 26.6 P32 22.6 P33 21.5 P34 20.5 P35 19.6
P41 23 P42 21.8 P43 21.5 P44 21.1 P45 20.8

Table 3.11. OSNR considering only the NLI noise for the candidate paths of the four
demands considered in COST 239 network.

Comparing the results obtained in Table 3.11, considering only the NLI power effect on the

OSNR, with the OSNR obtained only with ASE noise presented in Table 3.6, it can be concluded

that the ASE noise power degrades the paths performance much more significantly, for a channel
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input power of 0 dBm. The OSNR calculated only with NLI noise is about 7 dB higher than the

OSNR obtained with only ASE noise. The greatest difference between OSNRs is in P11, where

the OSNR obtained only with NLI is 7.9 dB higher, and the smaller difference is 6.4 dB in P13.

As shown in Appendix B, for the optimal channel power, 1.46 dBm, calculated in the longest

path P35, the difference between the two OSNRs (only with ASE noise and only with NLI)

would be about 2.8 dB (Tables 3.6 and 3.11 comparing with Tables B.2 and B.3), where the

highest decrease is observed in path P11 and the lowest decrease in path P45. For this channel

power, the PLI that would degrade more the signal quality is still the ASE noise. However,

when comparing the total OSNRs obtained with the channel powers 0 dBm and 1.46 dBm, the

OSNRs obtained only with considering the NLI decreases more with the latter, around 2.9 dB

(compare with Table 3.11), while the OSNR obtained with only ASE noise decreases around 1.5

dB (comparing with Table 3.6).

The OSNRs with both NLI and ASE calculated with equation (3.12) with the parameters

described in Tables 3.3 and 3.9 are presented in Table 3.12, where the ASE noise dominates the

performance degradation, for a channel power of 0 dBm.

Pdp OSNRtot,m [dB] Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m

P11 14 P12 14.5 P13 14.1 P14 12.9 P15 13
P21 16.6 P22 14.1 P23 12.8 P24 12.5 P25 12.1
P31 18.6 P32 14.4 P33 13.3 P34 12.9 P35 11.5
P41 15.5 P42 13.5 P43 13.9 P44 13.1 P45 13.5

Table 3.12. Total OSNR with ASE and NLI noises for the candidate paths for the four
demands considered in COST 239 network.

From the results of the total OSNR of each candidate path obtained in Table 3.12, the path

chosen to serve one demand is the path with the best OSNR, as shown in Table 3.13.

Demand d Path Pdp OSNRtot,m [dB]
d = 1 P12 = {2, 5} 14.5
d = 2 P21 = {2} 16.6
d = 3 P31 = {3} 18.6
d = 4 P41 = {2, 9} 15.5

Table 3.13. Optical paths with highest OSNR for the four demands considered in COST
239 network.

The paths obtained with the highest OSNR considering the OSNR with only the ASE noise

power effect, as in Table 3.6, and with the ASE and NLI noises powers, as shown in Table 3.12,

using the Gaussian noise model, are the same. However, the OSNR decreases with the NLI effect

inclusion, with a maximum OSNR decrease of 0.9 dB in candidate path P13 and the lowest of

0.65 dB in P11. Anyhow, as concluded from Table 3.11, for a channel power of 0 dBm, the PLI

that mostly degrades the signal quality is the ASE noise.

Notice that the NLI closed-formulas derived in [17] are independent of the modulation format

used. So, a modulation format correction for the estimation of the NLI in a more accurate way

is presented in the following and its results are analyzed for several QAM modulations. The

previous NLI formulation presented in equations (3.14)-(3.16) assumes that the transmitted

signal has a Gaussian modulation, which means that the signal statistically behaves as stationary

Gaussian noise at the transmitter, which makes it independent of the modulation format [19].

With the modulation correction, the NLI coefficient changes from equation (3.14) to [19]:
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ηNspans(fm) = ηGN (fm) + ηcorr(fm) (3.21)

where ηcorr is the correction added to the NLI coefficient due to the modulation format. This

correction is calculated with [19]:

ηcorr,Nspans(fm) ≈ 80

81
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(3.22)

with ∆f = fk − fi, ϕ = −4π2 [β2 + πβ3(fi + fk)]Lspan and ñ = 0 if n=1; otherwise ñ = n. The

excess kurtosis represented by Φ, depends on the modulation format as shown in Table 3.14

and ϕ is the phase mismatch term, accounting for coherent NLI accumulation depending on the

length of the span Lspan [19].

Modulation format M Excess kurtosis Φ
QPSK −1
16-QAM −0.6800
64-QAM −0.6190
256-QAM −0.6050
∞-QAM −0.6000

Gaussian modulation 0

Table 3.14. Modulation formats and corresponding excess kurtosis.

In order to ensure that our Matlab implementation of equation (3.22) is well implemented, we

have obtained in Figures 3.5 and 3.6, the results of Figures 2 and 3 of [19]. These figures represent

the NLI coefficient as a function of the number of spans with SRS and without SRS, considering

several modulation formats and also the Gaussian modulation, for channel frequencies of f=−4

THz (Figure 3.5) and f=0 THz (Figure 3.6). The parameters used are presented in Table 3.8,

with coherent accumulation (ϵ ̸=0) for both channel frequencies. The coherent accumulation was

calculated with the formula available in the Matlab script, given in [20].

In both Figures 3.5 and 3.6, the Gaussian modulation leads to the highest NLI coefficient,

hence overestimating the NLI, and the QPSK modulation exhibits the lowest NLI coefficient,

meaning that it is the less susceptible to the fiber nonlinearity. As the number of spans grows,

the difference between the obtained NLI coefficients is reduced. In Figure 3.6 with SRS, a NLI

coefficient difference of around 5 dB between the Gaussian and QPSK modulations is observed

after one span, while, for ten spans, the difference is only around 2 dB. The 64-QAM and 16-

QAM in both scenarios with and without SRS have a difference of around 0.4 dB when only

one span is considered and around 0.1 dB for ten spans. Comparing these two modulations

with QPSK, the difference between them for one span is around 2.4 dB and for ten spans is less

than 1 dB. In Figure 3.6, there is no observable difference between the results obtained with

and without SRS, for all four modulations because when f k=0 THz, the third order dispersion

parameter β3 does not affect the calculations of the the NLI parameter. For f=−4 THz, there

is a 1 dB difference of the NLI coefficient estimated after 10 spans with and without SRS. The
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Figure 3.5. NLI coefficient as a function of the number of spans without SRS and with
SRS, considering f=−4 THz and several modulation formats.

Figure 3.6. NLI coefficient as a function of the number of spans without SRS and with
SRS, considering f=0 THz and several modulation formats.

results obtained in Figure 3.5 and 3.6 are in a very good agreement with the results presented

in Figures 2 and 3 of [19], validating the modulation format correction implementation.

Next, we return to the example of the OSNRtot,m calculation and improve it by adding

the modulation correction just presented, considering the QPSK modulation. In this case,

the NLI coefficient with the modulation format given by equation (3.21), is obtained from the

ηGN results presented in Table 3.10, and the modulation format correction ηcorr obtained using

equation (3.22) for each link corresponding to the candidate paths. The modulation format
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correction coefficient is shown in Table 3.15 for all the links considered in the example. Table

3.15 also shows the NLI power calculated with equation (3.13) but using ηcorr, and the length

of each span.

Link Span length Correction factor NLI noise power
e [km] Lspan [103/W2] ηcorr [µW ] pNLI

e1 = [1, 2] 95.3 3.856 3.856
e2 = [1, 3] 88.86 2.523 2.523
e3 = [1, 4] 90.25 1.294 1.294
e4 = [1, 7] 91.57 2.552 2.552
e5 = [2, 3] 89 1.286 1.286
e6 = [2, 5] 80.25 1.226 1.226
e7 = [2, 8] 85.75 1.265 1.265
e8 = [3, 4] 96 2.173 2.173
e9 = [3, 5] 85.50 0.449 0.449
e10 = [3, 6] 79.5 1.220 1.220
e11 = [4, 7] 93.67 0.894 0.894
e12 = [4, 8] 97.44 3.459 3.459
e13 = [4, 10] 87.50 2.098 2.098
e14 = [5, 6] 95 0.478 0.478
e15 = [5, 8] 88.67 0.871 0.871
e17 = [6, 7] 99 2.196 2.196
e21 = [7, 10] 83.67 0.847 0.847

Table 3.15. Link spans lengths, correction factor and NLI noise power.

As with the modulation format correction, the span length affects the calculation of the NLI

coefficient, the estimated NLI noise power is no longer the same for links with an equal number

of spans, and becomes lower for links with shorter spans. For example, links e11 and e21 both

have three spans but link e11 has spans 10 km longer than e21 and consequently the correction

factor and NLI noise power are higher on e11. By comparing Tables 3.10 and 3.15, it can be

seen that the NLI power is overestimated with the Gaussian modulation. This overestimation

is observed in every links, e.g. in link e1 the NLI power is 1.66 µW lower when using the QPSK

modulation. With the results from Tables 3.5 and 3.15, the total OSNR for each candidate path

for the modulation QPSK is represented in Table 3.16.

Pdp OSNRtot,m [dB] Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m

P11 14.2 P12 14.8 P13 14.5 P14 13.1 P15 13.3
P21 16.8 P22 14.4 P23 13 P24 12.8 P25 12.4
P31 18.9 P32 14.7 P33 13.5 P34 13.2 P35 11.7
P41 15.8 P42 13.7 P43 14.3 P44 13.3 P45 13.8

Table 3.16. Total OSNR for the candidate paths for the four demands considered in
COST 239 network for the QPSK modulation.

For each modulation format, a minimum OSNR is required (ROSNR) to ensure a minimal

system margin [14]. Table 3.17 shows the theoretical ROSNR for M -QAM signals (which is

equivalent to the OSNR for polarization-division multiplexing (PDM) systems) calculated with

equation (3.23) [18], and the practical ROSNR for the different modulations considered in this

work, QPSK, 16-QAM, and 64-QAM for a bit error rate (BER) of 10−3, taken from [21].

BER =
2

log2(M)
·
(
1− 1√

M

)
· erfc

(√
3 · snr

2(M − 1)

)
(3.23)
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where erfc(.) is the complementary error function.

Modulation format M Theoretical ROSNR [dB] Practical ROSNR [dB]
QPSK 9.8 12
16-QAM 16.5 18.6
64-QAM 22.6 24.6

Table 3.17. Modulation formats with corresponding theoretical ROSNRs and practical
ROSNRs for BER=10−3.

From Table 3.17, it can be observed that the theoretical ROSNR and the practical ROSNR

have a maximum difference of around 2 dB. So, the OSNR calculated in Table 3.16 must be

above the minimum OSNR of 12 dB as in Table 3.17, for the QPSK, to guarantee the optical

path quality. Analyzing the results obtained for the four demands, all candidate paths, except

path P35, satisfy the minimum OSNR. Hence, the path chosen for each demand is the one with

the best OSNR as represented in Table 3.18.

Demand d Path Pdp OSNR [dB]
d = 1 P12 = {2, 5} 14.8
d = 2 P21 = {2} 16.8
d = 3 P31 = {3} 18.9
d = 4 P41 = {2, 9} 15.8

Table 3.18. Optical paths with best OSNR for the four demands considered in COST
239 network for QPSK modulation.

To see if higher modulations can be used in the considered links of the COST 239 network,

in order to increase link capacity, the OSNRs of the candidate paths have been also obtained

with the 16-QAM (Tables 3.19 and 3.20) modulation format.

Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m

P11 14.2 P12 14.7 P13 14.4 P14 13 P15 13.2
P21 16.7 P22 14.3 P23 12.9 P24 12.7 P25 12.3
P31 18.8 P32 14.5 P33 13.4 P34 13. P35 11.6
P41 15.7 P42 13.7 P43 14.2 P44 13.2 P45 13.7

Table 3.19. Total OSNR for the candidate paths for the four demands considered in
COST 239 network for 16-QAM modulation.

For the 16-QAM, the minimum OSNR is 18.6 dB as in Table 3.17. From Table 3.19, only

demand d=3 has a candidate path that guarantees the OSNR threshold, P31 , with an OSNR

that reaches the optical receiver of OSNRtot,m=18.8 dB. For the 64-QAM, the OSNR minimum

is not accomplished for any of the candidate paths, and the corresponding results are not shown.

Table 3.20 represents the chosen path with the highest OSNR and highest modulation format

(higher capacity).

Comparing the results reached considering the QAM format and the Gaussian noise model,

the best path is the same in both cases.

3.5. Other physical layer impairments

Other physical layer impairments that can degrade the multiband network performance are

the crosstalk, optical filtering and system aging [5]. These impairments can be accounted in the

safety margin (SMm) defined as [22], [23].
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Demand d Path Pdp OSNR [dB] Modulation
d = 1 P12 = {2, 5} 14.8 QPSK
d = 2 P21 = {2} 16.8 QPSK
d = 3 P31 = {3} 18.8 16-QAM
d = 4 P41 = {2, 9} 15.8 QPSK

Table 3.20. Optical paths with best OSNR for the four demands considered in COST
239 network with the respective modulation format.

SMm = 0.05× (Na +Nv) + Pfilt + Pxtalk (3.24)

where N v is the number of cascaded ROADMs in the optical path and N a is the number of

optical amplifiers in the path, Pfilt is the filtering penalty and Pxtalk is the crosstalk penalty.

The crosstalk impact is usually very small and is dependent on the channel spacing, so Pxtalk

is set to be between 0 and 0.5 dB [22]. In this work, it is assumed Pxtalk=0.5 dB. The filtering

penalty depends on the number of cascaded WSSs and the modulation format used. Considering

ROADMs with a route and select architecture, two WSSs are traversed in the transit nodes and

with a colorless add/drop structure, one WSS is traversed in the source and destination nodes

[22]. Hence, the number of cascaded WSSs (CWSS) along an optical path can be calculated by

[22]:

CWSS = 2×Nv − 2 (3.25)

The feasibility of the path can be assessed with its residual margin (RM ). The residual

margin determines the full potential of the system, and the possibility of adding new amplified

spans to the optical path without surpassing the margin limit [23], and is calculated with [22]:

RM = OSNRtot,m −ROSNR− SMm (3.26)

where ROSNR is the minimal OSNR corresponding to a specific modulation format, as shown

in Table 3.17.

Continuing with the example of the previous sections, we are now going to calculate the

safety margins and verify the residual margin for the paths selected for each demand in Table

3.20. The filtering penalty considered in this work was calculated based on the results presented

in [5], [22]. For the paths selected, in Table 3.20, the maximum number of cascaded nodes

is three, and CWSS=4. Hence, the filtering penalty in the four paths is practically null [5],

[22]. With the results of the path OSNRs in Table 3.20, knowing the modulation format used

and consequently the minimum ROSNR (Table 3.17), and the safety margin calculated from

equation (3.24), the residual margin can be calculated with equation (3.26). Table 3.21 shows

the number of cascaded nodes in each path, the number of amplifiers and the corresponding

safety margin and residual margin.

Demand Path Number of Nodes Number of amplifiers Safety margin Residual margin
d Pdp N v N a SMm [dB] RM [dB]

d = 1 P12 = {2, 5} 3 11 1.20 1.61
d = 2 P21 = {2} 2 7 0.95 3.88
d = 3 P31 = {3} 2 4 0.80 −0.58
d = 4 P41 = {2, 9} 3 9 1.10 2.67

Table 3.21. Number of nodes and amplifiers, safety margin and residual margin of the
optical paths for the four demands considered in the COST 239 network.
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Analyzing Table 3.21, the paths with more cascaded ROADMs and amplifiers have a slightly

higher safety margin than the paths that use the direct link. From this table, it can also be

observed that demands 1, 2 and 4 satisfy a null residual margin, and so the QPSK modulation

format can be used. For demand 3, the residual margin is not fulfilled and a lower modulation

than 16-QAM needs to be considered.

The previous results have been obtained considering a hard-decision forward error-correction

(HD-FEC) with a BER of 10−3. Next, we will assume a soft-decision (SD)-FEC with a BER of

4×10−2. A better FEC allows for the minimum ROSNR to decrease [18]. Table 3.22 shows the

theoretical ROSNR calculated for BER=4×10−2 using equation (3.23). The difference between

the practical ROSNR and the theoretical ROSNR is of 2.2 dB, the same considered with HD-

FEC, in Table 3.17.

Modulation format M Theoretical ROSNR [dB] Practical ROSNR [dB]
QPSK 4.9 7.1
16-QAM 11.1 13.3
64-QAM 16.7 18.9

Table 3.22. Modulation formats with corresponding theoretical ROSNRs and practical
ROSNRs for BER=4×10−2.

From Table 3.22, it can be observed that the ROSNR has decreased more than 4.9 dB for

all three modulation formats. So, the ROSNR can be fulfilled for the selected paths in Table

3.20 with a higher modulation, 16-QAM. Since the paths considered are the same, their safety

margin is maintained (see Table 3.21), with the new ROSNR, the residual margin is improved,

as shown in Table 3.23.

Demand Path OSNR Modulation Residual margin
d Pdp [dB] Format M RM [dB]

d = 1 P12 = {2, 5} 14.8 16-QAM 0.22
d = 2 P21 = {2} 16.8 16-QAM 2.49
d = 3 P31 = {3} 18.8 16-QAM 4.72
d = 4 P41 = {2, 9} 15.8 16-QAM 1.67

Table 3.23. Optical paths with best OSNR for the four demands considered in COST
239 network with the respective modulation format for BER=4×10−2.

With the results from Table 3.23, it can be observed that for a higher BER=4×10−2, the

residual margin is fulfilled for all the optical paths, being above 1.5 dB for the three shorter

paths (P21, P31 and P41), and a higher capacity/lower symbol rate can be used in demands 1,

2 and 4 (i.e a 16-QAM modulation format can be used instead of a QPSK format).

3.6. Conclusion

In this chapter, we studied the performance degradation induced by the PLIs along several

optical paths in the COST 239 network considering a C+L multiband solution, for both fixed

and flexible grids.

The first PLI studied was the ASE noise caused by the amplifiers along an optical path.

This impairment is more relevant for longer paths, where the number of amplifiers is higher

and in links with longer spans, as expected. These conclusions can be taken by observing the

candidate path P11, which uses the longer link in the COST 239 network, and, therefore has a

higher number of amplifiers and the accumulated ASE noise power is 34.06 µW.
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The second PLI studied was the NLI noise caused by the Kerr effect and the SRS due to

the power transfer from lower to higher wavelengths. For this PLI, the performance has been

assessed considering a Gaussian model with and without a modulation format correction. We

have concluded that the ASE noise degrades more significantly the system performance than

the NLI noise. In particular, a 7.2 dB OSNR difference was found in path P31 of the COST 239

network using Gaussian model without the modulation correction factor. We have also observed

that when using an unoptimized channel launch power, the paths performance is more degraded,

being the NLI the PLI most affected. When signal power is optimal, 1.46 dBm, the difference

between the OSNR with only ASE noise and with only NLI in path P31 becomes only 2.8 dB.

When the influence of the modulation formats QPSK, 16-QAM and 64-QAM are included in

the Gaussian model, it was concluded that without the modulation format correction (Gaussian

modulation), the NLI predictions are worst-case. In particular, for the QPSK and path P31,

there is a 0.3 dB difference in the total OSNR between the two models (with and without

the modulation correction factor). We have also studied the influence of the FEC code on

the ROSNR and have concluded that stronger FECs (higher line BERs) allow an improved

system capacity. In particular, with a BER of 4×10−2 (SD-FEC), path P11 can use a 16-QAM

modulation format, whereas with a lower BER of 10−3 (HD-FEC), the QPSK modulation format

must be used.

The impact of crosstalk, filtering and components aging was also studied in this chapter.

We have concluded that, although their influence is generally low, in some cases, the residual

margin is not fulfilled when these impairments are added to the performance analysis, as it has

been demonstrated for path P31 with a BER=10−3.
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CHAPTER 4

C+L Multiband Network Design Considering Physical Layer

Impairments

4.1. Introduction

Planning optical networks in an efficient and cost less way is, nowadays, a crucial function for

every service provider [1]. This chapter focus on two main goals regarding the design of optical

networks. The first goal, presented in Section 4.2, is to analyze and compare the traditional

heuristic planning tools used to solve the RWA problem in static networks working on a fixed

grid with an ILP formulation, in terms of the number of wavelengths used and the computation

time in real networks. The second goal of this chapter, presented in Section 4.3, is to develop

a simulator for planning C+L multiband networks having in mind the PLIs impact to solve

the RMSA problem. In Section 4.4 an analysis of the performance of several real networks,

considering a C+L flexible grid multiband scenario, in terms of the number of frequency slots

used as a function of the BER is also performed. Section 4.5 resumes the chapter with the main

results and conclusions.

4.2. RWA problem with ILP and heuristic solutions

In this section, we are going to study the RWA problem in static optical networks operating

on a fixed grid C-band, considering the traditional heuristic algorithms and also an ILP formu-

lation. The networks considered are the COST 239 [16], NSFNET [24], UBN [25] and CONUS

30 [6], and the respective physical topologies are presented in Appendix C.1. The static traffic

matrix for these networks is obtained assuming a full mesh logical topology, which means that

there is a demand between every pair of nodes with one transport unit (e.g. OTU1). Table 4.1

presents some physical (number of nodes, number of links, average node degree [26] and the

longest and shortest link in the topology) and logical (number of demand requests) parameters

of the real network topologies considered.

Network #Demands #Nodes #Links
Average

node degree
Longest
link [km]

Shortest
link [km]

COST 239 55 11 26 4.73 953 171
NSFNET 91 14 21 3 2828 246
UBN 276 24 43 3.58 2600 250

CONUS 30 435 30 36 2.40 1463 69

Table 4.1. Physical and logical features for the network topologies considered.

As can be observed in Table 4.1, the network with more nodes is the CONUS 30, and

therefore, this is the network with more demands (possible logical connections in a full mesh

topology). The shortest link is also in the CONUS 30 network with only 69 km. The NSFNET

network has the longest link of the networks considered with 2828 km. The COST 239 net-

work has the highest average node degree, meaning that, in this network the nodes are more

53



Chapter 4 C+L Multiband Network Design Considering Physical Layer Impairments

interconnected, and the lowest average node degree is in the CONUS 30 network (lower node

interconnection).

The RWA problem in a static optical network, with the aim of minimizing the number

of wavelengths, can be solved with the traditional heuristic tools by first finding the paths for

carrying the demands and then assigning the wavelengths for each demand. The path finding, in

particular finding the shortest path in distance, is done with the well-known Dijkstra algorithm

[10] (the Matlab function shortestpath is used). After that, the paths must be ordered so

that the wavelengths can be assigned. Three ordering strategies are used: shortest path first

(SPF), longest path first (LPF) and random path (RP) [8].The results presented for the random

path strategy result from the average of ten simulations. After the shortest paths for the

requested demands have been found, the wavelengths are going to be assigned with the heuristic

algorithms First-Fit (FF) and Most Used (MU) for the three ordering strategies. The Matlab

scripts used to implement these algorithms are presented in Appendix C.2. The minimum

number of wavelengths required in the four networks studied for the different ordering strategies

is presented in Table 4.2.

Network Ordering Strategy First-Fit Most Used

COST 239
Shortest path first 8 8
Longest path first 8 8
Random path 8.1 8.1

NSFNET
Shortest path first 24 24
Longest path first 24 24
Random path 23.3 23.3

UBN
Shortest path first 70 70
Longest path first 64 64
Random path 64.9 64.6

CONUS 30
Shortest path first 134 133
Longest path first 123 123
Random path 123.3 123.1

Table 4.2. Total number of wavelengths obtained for the different network topologies
with the WA heuristic algorithms, FF and MU, for different ordering strategies.

From the results in Table 4.2, it can be observed that for the different topologies, the number

of wavelengths computed by the FF and MU algorithms is the same, except for the CONUS

30 network. In this topology, with the shortest path first, the MU gives one less wavelength

than the FF. The results obtained with the different strategies for the smaller topologies, COST

239 and NSFNET, are the same. In the NSFNET network, the RP average results are slightly

better than the ones obtained with SPF and LPF. However, for the topologies with more nodes,

CONUS 30 and UBN, the results achieved with the LPF and RP predict a smaller number of

wavelengths that the one predicted with the SPF. These results mean that the random path

strategy gives, in the majority of the cases, a very good solution, indicating that the ordering

strategy does not have a significant impact on this calculation. The computation time to obtain

each one of the solutions presented in Table 4.2 took less than 1 second, with a PC with CPU

of 1.8 GHz and 12 GB of RAM. These heuristics tools used to solve the RWA problem have

already been used by several other authors and it can be concluded that our results of Table 4.2

are in complete agreement with [27], for example.

Now we are going to consider an ILP formulation to solve the RWA for the same networks.

The strategy implemented for solving the RWA problem is based on a single-step, which means
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that the routing and wavelength assigning tasks are done at the same time, as opposed to the

two-step strategy used previously in this section, where the routing task is performed first and

the wavelength assignment is performed after, that led to the results presented in Table 4.2.

Another difference between these two strategies is that in the two-step heuristic strategy, only

one path is computed for each demand, whereas in the single-step ILP strategy, a set of candidate

paths for delivering the request is computed. In the next analysis, we consider four cases; a single

path is computed, which is the same scenario analyzed in the heuristic approach; and two, three,

and four candidate paths are computed. The candidate paths are computed with the Yen’s k

shortest path algorithm [28]. After this path computation, the ILP formulation presented in

Section 2.2.4, equation (2.36), is used, but the objective function F is different, since now the

number of times color c is used in link ei must be minimized instead of the capacity cost. The

new ILP formulation can be written as,

minimize: F =
∑

e

zce

subject to:
∑

p

θdps
∑

c

xdpc ≥ hds d = 1, ..., D s = 0

∑

d

∑

p

δedpxdpc = zce c = 1, ..., C e = 1, ..., E

ye ≤ zce c = 1, ..., C e = 1, ..., E.

(4.1)

The ILP formulation for solving this RWA problem, is implemented in Matlab with function

intlinprog (Appendix C.3). The solution for this RWA problem, based on the ILP formulation

is presented in Table 4.3, which shows the number of wavelengths needed when there is only

one, two, three, and four candidate paths available for each demand considering various real

network topologies.

Network Number of candidate paths ILP Time [s]

COST 239

One candidate path 8 1.157
Two candidate paths 5 1.392
Three candidate paths 5 1.596
Four candidate paths 4 1.387

NSFNET

One candidate path 24 17.424
Two candidate paths 15 23.158
Three candidate paths 13 12.189
Four candidate paths 13 16.511

UBN

One candidate path 64 787
Two candidate paths 47 2283
Three candidate paths 37 1356
Four candidate paths 35 9648

Table 4.3. Total number of wavelengths used in the different network topologies ob-
tained with the ILP formulation, given in equation (4.1), as well as the respective com-
putation time.

By comparing the results shown in Tables 4.2 and 4.3 with only one candidate path, the

number of wavelengths obtained with the ILP formulation is the same than the best one obtained

with the heuristic solution (the results obtained with the LPF). But when there is more than

one candidate path for each demand, the ILP algorithm gives a smaller number of wavelengths,

since it has several paths that can be chosen, instead of just one. As can be observed in

Table 4.3, for the UBN network, for one candidate path, 64 wavelengths are required, which is

the same value shown in Table 4.2 (heuristic approach with LPF strategy), whereas for two,
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three, and four candidate paths, respectively, 47, 37, and 35 wavelengths are needed. If further

candidate paths are added to the RWA problem, the number of wavelengths reduces further until

a minimum value is reached, which corresponds to the optimum number of wavelengths. This

minimum value was computed for the four networks studied: for the NSFNET, the minimum

number is obtained with three candidate paths, and is 13 wavelengths, whereas for the COST

239 and UBN, the minimum number of wavelengths is respectively, 4 and 35 and is obtained

with four candidate paths. Another conclusion that can be drawn from Table 4.3 is related

with the computation time. As can be observed, as the number of candidate paths increases,

the computation time becomes higher when the number of candidate paths increases from one

to two, but for the NSFNET and UBN networks, when the number of paths reaches three, the

computation time decreases in comparison with the two paths scenario, and then increases again

with four candidate paths. We were not able to obtain the results for the CONUS 30 network -

the Matlab script stopped because it exceeded its allocated memory and temporary disk space

after 5 days running.

Next, a comparison between the performance of the ILP and heuristic formulations just

presented is performed in the COST 239 network. So, based on the heuristic solution presented

in Table 4.2, and the optimal solution obtained with ILP formulation while having four candidate

paths, as shown in Table 4.3, we are going to compare the number of wavelengths in each network

link (i.e. capacity). The link capacities (number of wavelengths used) obtained for the COST

239 network are presented in Figure 4.1, assuming a full mesh logical topology. As can be

observed in Figure 4.1, the link capacity is distributed more evenly with the ILP solution that

uses four candidate paths (the optimal number of wavelengths) for each demand. For example,

in the heuristic solution, based on the Dijkstra and FF algorithms, the links e=[5,6] and e=[6,7]

are clearly more overloaded than the rest of the links in the network, whereas, with the ILP

solution, the capacity in these links reduces 50%, leading to a more evenly distributed capacity

in the links of the network. In particular, in the heuristic solution link e=[5,6] is used in the

paths for the following eight demands, d=[2-6], d=[2-7], d=[2-9], d=[2-10], d=[5-6], d=[5-7],

d=[5-9], and d=[5-10], whereas in the ILP formulation only the paths for the following four

demands d=[2-6], d=[5-6], d=[5-7], and d=[5-10] used that link. The path lists used in both

the heuristic and ILP solutions are presented in Appendix C.4.

Figure 4.1. Link capacity obtained with heuristic solution and ILP with four candidate
paths per demand for COST 239 network.
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4.3. Multiband optical network simulator

In this section, we present the simulator developed in Matlab to solve the routing, modulation

format and spectrum assignment (RMSA) problem in a flexible grid C+L multiband optical

network aware of the PLIs [1], [22].

The flowchart of the developed simulator is shown in Figure 4.2, and it has three main steps:

network topology definition, routing and modulation format assignment and, lastly, spectrum

assignment. The simulator inputs are the network topology, traffic matrix, the number of

candidate paths, the available bands and the total number of FSs per band. In all networks

analyzed, a full-mesh logical topology is considered and, hence, the total number of demands

corresponds to the total number of possible logical paths. The first step is to compute the list of

the k -th candidate paths for each demand. The candidate paths are computed with an algorithm

based on the Yen’s k -shortest path algorithm [28]. After computing the kpaths candidate paths

for every demand, the OSNR of each candidate path is then calculated using equations (3.10)

and (3.12), considering the ASE noise along the path (equation (3.11)) and the NLI (equation

(3.21)). The ASE noise and NLI noise contributions for each link must be computed for the

three modulation formats considered (QPSK, 16-QAM and 64-QAM).

Some simplifications are assumed in these calculations: 1) the NLI noise at the end of a link

is calculated considering that all FSs are being used in the C+L band (worst case scenario);

2) the coherent factor is assumed zero, which means that the NLI noise is calculated at the

end of each link independently of the NLI noises calculated for the other links of a given path;

3) the channel launch power is optimized for the longest candidate path in the network [13]

(worst case scenario), so the optimal power obtained for each modulation format is used in all

channels across the network that use that specific modulation format; and 4) the NLI noise

and corresponding OSNR are calculated for the center channel, since there is no knowledge of

how the spectrum will be assigned. As shown in Figure 3.4, with this last assumption, the NLI

coefficient is underestimated in the WDM signal lower frequencies, overestimated for the higher

frequencies, and the OSNR becomes equal for all optical channels in a particular link. Some other

simulators have been developed that do not use these simplifications, such as [1] and [22]. With

these simplifications, the OSNR is calculated for each path, from the highest modulation format

to the lowest, and it is checked if the ROSNR is achieved for that particular modulation format.

If none of the modulation formats meets the ROSNR, then, the corresponding candidate path

is not used. Moreover, if no candidate paths for the demand satisfy the ROSNR, that demand

is blocked, as can be seen in the flowchart of Figure 4.2. After calculating the OSNR for all

demands and candidate paths and assigning the modulation format, the paths are sorted based

on the OSNR in descending order, for each demand.

The path list just built is then used by the spectrum assignment algorithm to assign the

FSs using the First-Fit algorithm, staring with the candidate path with the highest OSNR, and

trying different candidate paths when this one does not work. Since we are considering a flexible

grid scenario, the FSs assigned to each demand must be contiguous, and must be the same in

every link of a specific optical path [1]. The number of FSs allocated for each demand depends

on the symbol rate, which depends on the modulation format used in the candidate path [1].

Therefore, depending on the modulation format used in the path, the FF algorithm tries to

assign a certain number of FSs. If it cannot assign those FSs in the whole C+L band, then

another candidate path from the list is chosen. If the FSs can not be assigned in any of the

candidate paths corresponding to a specific demand, then that demand is blocked.
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Figure 4.2. Flowchart of the Matlab simulator used to solve the RMSA problem in a
flexible grid C+L multiband network aware of the PLIs.
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4.4. Results and discussion

In this section, we use the simulator presented in Section 4.3 with the parameters shown in

Tables 4.4 and 4.5 to study the RMSA problem in real network scenarios (COST 239, NSFNET,

UBN and CONUS 30 networks). Our goal is to assign the optical path, FSs and modulation

format to every demand of the network, assuming a full mesh logical topology with 100 Gbps

demands and considering a BER=4×10−2 (SD-FEC). In the following analysis, we have assumed

that a QPSK signal needs 4 FSs to transmit a 100 Gbps signal, a 16-QAM signal needs 3 FSs

and a 64-QAM signal 2 FSs. Hence, each modulation format has one FS that is used as a

guard-band between channels.

Table 4.4 shows the system and network parameters considered, and Table 4.5 shows the

transmitted signal features that depend on the chosen modulation format, in particular the

average launch signal power per channel and the channel spacing. The average launch signal

power is calculated for the longest path in the COST 239 network, P={1,3,6,7,4} (source node

1, destination node 4 and transit nodes 3, 6 and 7) with 1815 km, which is one of the candidate

paths for demand d=[1-4].

Parameters Values
Number of candidate paths kpaths 5

Total number of FSs 862
Frequency of the central channel ν0 189.90 THz

Line bit rate Rb,l 128 Gbps
Information bit rate Rb,i 100 Gbps

Amplifier maximum gain Gmax 25 dB
Fiber attenuation coefficient α 0.25 dB/km

Fiber effective area Aeff 80 µm2

Dispersion Dλ0 17 ps/nm/km
Dispersion slope S 0 67 fs/nm2/km

Reference wavelength λ0 1550 nm
Raman gain slope C r 0.028 1/W/km/THz

Nonlinear refractive index n2 2.6× 10−20 m2/W
Coherent factor ε 0
Group velocity β2 -2.168 ×10−26 s2/m

Third order dispersion parameter β3 1.447 ×10−40 s3/m

Table 4.4. System parameters used to solve the RMSA problem.

Parameters 64-QAM 16-QAM QPSK
Channel Spacing ∆ch 25 GHz 37.5 GHz 50 GHz

Number of FSs 432 289 217
Symbol rate Rs,l 10.67 Gbaud 16 Gbaud 32 Gbaud

Average launch signal power per channel Pm -2.39 dBm -1.59 dBm -0.69 dBm
Total transmitted optical power P tot 23.97 dBm 23.01 dBm 22.68 dBm

Table 4.5. System parameters used to calculate the OSNR of each path.

We start our study by solving the RMSA problem for the COST 239 network, assuming a

BER=4×10−2 and the parameters given in Tables 4.4 and 4.5. The NLI and ASE noises powers

calculated at the end of each link in the COST 239 network are presented in Appendix C.6, and

the ROSNRs for each one of the modulation formats with this BER are shown in Table 3.22.

The solution of the RMSA problem is described in Table 4.6 and Figure 4.3. Table 4.6 shows

the path assigned to each demand, and the corresponding OSNR, modulation format, and FSs

allocated. In Figure 4.3, it is represented the FSs used in each network link, alongside with their
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corresponding central frequency. In this figure, the FSs used by a path on a particular link are

depicted with the same color.

Link e

FS [THz] [1,2] [1,3] [1,4] [1,7] [2,3] [2,5] [2,8] [3,4] [3,5] [3,6] [4,7] [4,8] [4,10] [5,6] [5,8] [5,11] [6,7] [6,8] [6,9] [7,9] [7,10] [8,9] [8,11] [9,10] [9,11] [10,11]

195.9 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

195.8875 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2

195.875 3 3 3 3 3 3 3 3 3 3 3 3 3 3

195.8625 4 4 4 4 4 4 4 4 4 4 4 4

195.85 5 5 5 5 5 5 5 5 5 5

195.8375 6 6 6 6 6 6 6 6 6

195.825 7 7 7 7 7 7 7 7

195.8125 8 8 8 8 8 8 8 8 8

195.8 9 9 9 9 9 9 9 9 9

195.7875 10 10 10 10 10 10 10 10 10

195.775 11 11 11 11 11 11 11 11 11 11

195.7625 12 12 12 12 12 12 12 12

195.75 13 13 13 13 13 13 13 13 13 13

195.7375 14 14 14 14 14 14

195.725 15 15 15 15 15 15

195.7125 16 16 16 16 16 16 16 16

195.7 17 17 17 17 17 17 17 17

195.6875 18 18 18 18 18 18 18 18

195.675 19 19 19 19 19 19

195.6625 20 20 20 20 20 20

195.65 21 21 21 21 21 21

195.6375 22 22 22 22 22 22

195.625 23 23 23 23 23 23

195.6125 24 24 24 24 24 24

195.6 25 25 25

195.5875 26 26 26

195.575 27 27 27

195.5625 28 28 28

195.55 29 29 29

195.5375 30 30 30

195.525 31 31

195.5125 32 32

195.5 33 33 33 33

195.4875 34 34 34 34

195.475 35 35 35 35

195.4625 36 36 36

195.45 37 37 37

195.4375 38 38 38

195.425 39 39

195.4125 40 40

195.4 41 41

195.3875 42 42 42

195.375 43 43 43

195.3625 44 44 44

195.35 45 45 45

195.3375 46 46 46

195.325 47 47 47

195.3125 48 48 48 48

195.3 49 49 49 49

195.2875 50 50 50 50

Figure 4.3. FSs allocated in the different links for the different demands in the COST
239 network for BER=4×10−2.
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Demand
d

Path
OSNR
[dB]

Modulation
format M

Frequency
slots

[1− 2] {1,3,2} 16 16-QAM 1,2,3
[1− 3] {1,3} 18 16-QAM 4,5,6
[1− 4] {1,4} 20.5 64-QAM 1,2
[1− 5] {1,3,5} 17 16-QAM 7,8,9
[1− 6] {1,3,6} 16.5 16-QAM 10,11,12
[1− 7] {1,7} 17.6 16-QAM 1,2,3
[1− 8] {1,3,5,8} 15.7 16-QAM 13,14,15
[1− 9] {1,3,6,9} 15.5 16-QAM 16,17,18
[1− 10] {1,4,10} 16.5 16-QAM 3,4,5
[1− 11] {1,3,6,9,11} 14.6 16-QAM 19,20,21
[2− 3] {2,3} 20.7 64-QAM 4,5
[2− 4] {2,3,4} 15.7 16-QAM 6,7,8
[2− 5] {2,5} 21.8 64-QAM 1,2
[2− 6] {2,5,6} 19.2 64-QAM 3,4
[2− 7] {2,5,6,9,7} 14.9 16-QAM 5,6,7
[2− 8] {2,8} 21.1 64-QAM 1,2
[2− 9] {2,5,6,9} 17.3 16-QAM 8,9,10
[2− 10] {2,5,6,7,10} 14.1 16-QAM 11,12,13
[2− 11] {2,5,6,9,11} 15.9 16-QAM 22,23,24
[3− 4] {3,4} 17.5 16-QAM 1,2,3
[3− 5] {3,5} 24 64-QAM 1,2
[3− 6] {3,6} 21.9 64-QAM 1,2
[3− 7] {3,6,9,7} 15.9 16-QAM 13,14,15
[3− 8] {3,5,8} 19.8 64-QAM 3,4
[3− 9] {3,6,9} 19.2 64-QAM 3,4
[3− 10] {3,4,10} 15.1 16-QAM 9,10,11
[3− 11] {3,6,9,11} 17.2 16-QAM 25,26,27
[4− 5] {4,3,5} 16.6 16-QAM 16,17,18
[4− 6] {4,3,6} 16.1 16-QAM 22,23,24
[4− 7] {4,7} 21.2 64-QAM 1,2
[4− 8] {4,8} 15.6 16-QAM 1,2,3
[4− 9] {4,7,9} 16.7 16-QAM 8,9,10
[4− 10] {4,10} 19.2 64-QAM 1,2
[4− 11] {4,7,9,11} 15.5 16-QAM 16,17,18
[5− 6] {5,6} 22.8 64-QAM 1,2
[5− 7] {5,6,9,7} 16 16-QAM 28,29,30
[5− 8] {5,8} 21.9 64-QAM 1,2
[5− 9] {5,6,9} 19.7 64-QAM 31,32
[5− 10] {5,6,9,7,10} 15.1 16-QAM 33,34,35
[5− 11] {5,6,9,11} 17.3 16-QAM 36,37,38
[6− 7] {6,9,7} 17.2 16-QAM 39,40,41
[6− 8] {6,8} 20.6 64-QAM 1,2
[6− 9] {6,9} 22.6 64-QAM 1,2
[6− 10] {6,9,7,10} 16 16-QAM 42,43,44
[6− 11] {6,9,11} 19.3 64-QAM 11,12
[7− 8] {7,9,6,8} 15.4 16-QAM 45,46,47
[7− 9] {7,9} 19.1 64-QAM 1,2
[7− 10] {7,10} 22.6 64-QAM 1,2
[7− 11] {7,9,11} 17 16-QAM 48,49,50
[8− 9] {8,6,9} 18 16-QAM 48,49,50
[8− 10] {8,11,10} 14.8 16-QAM 1,2,3
[8− 11] {8,11} 17.6 16-QAM 4,5,6
[9− 10] {9,7,10} 17.2 16-QAM 19,20,21
[9− 11] {9,11} 22.2 64-QAM 1,2
[10− 11] {10,11} 18 16-QAM 4,5,6

Table 4.6. RMSA solution for the COST 239 optical network with BER=4×10−2.
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By analyzing the results shown in Table 4.6 and Figure 4.3, it is observed that none of the

demands are blocked, and that the lowest modulation format used is the 16-QAM, which is also

the most used (in a total of 55 paths, 35 paths use the 16-QAM, which corresponds to 63.6%).

The 64-QAM has been attributed a few times for the paths with shorter links (higher OSNR)

and usually occupying the first FSs in the C-band. The QPSK modulation format has not been

necessary, because the minimum ROSNR was satisfied by the higher modulation formats. In

particular, the lowest OSNR achieved in all paths is 14.1 dB, for demand d=[2-10], which is 0.8

dB above the ROSNR for the 16-QAM. This path distance is 1356 km, the second longest path

used. The longest path with a demand assigned has a 1452 km distance corresponding to d=[1-

11]. Notice that the longest path of 1815 km has not been attributed, since the direct link has

been assigned to demand d=[1-4]. The demand with the highest OSNR, of 24 dB, is demand

d=[3-5]. This demand uses the direct path with the shortest link (171 km) in the network.

From Figure 4.3, it can be observed that links e=[1,2], e=[5,11], e=[8,9], and e=[9,10] are not

used, since these links are some of the longest links in the network, and lead to an enhanced

performance degradation due to PLIs in the network. The most used link is e=[6,9] and it is

used by 18 paths for a total of 50 FSs assigned, which is the maximum number of FSs used in

this solution. In this link 76.4% of the FSs allocated are assigned to paths with the 16-QAM

modulation format, whereas 14.6% correspond to paths with 64-QAM format. The reasons for

such usage are its short distance (251 km) and the fact that this link is located in the center

of the network. The RMSA solution presented in Table 4.6 and Figure 4.3 for the COST 239

network considering a BER =4×10−2 allocates only 5.8% of the 862 FSs available, using only

50 FSs in the C-band, without requiring a multiband solution, due to the low demand volume.

For the solution presented in Table 4.6 and Figure 4.3, the impact caused by the crosstalk,

filtering, and system aging is not taken into account. To assess the solution of the RMSA

problem with these PLIs, the residual margin has been calculated with equation (3.26). From

these calculations it results that in eight paths a positive residual margin was not achieved, and

consequently, these paths must use a lower modulation format. The paths that do not fulfill

the residual margin correspond to the demands: d=[1-11], d=[2-6], d=[2-10], d=[3-9], d=[4-

10], d=[5-9], d=[6-11], and d=[7-9]. For demands d=[1-11] and d=[2-10], the new assigned

modulation format is the QPSK, with four FSs allocated. For the other six demands, the new

modulation format is 16-QAM, occupying three FSs. Since, now, these paths require more FSs,

the total number of FSs allocated in this RMSA solution is 55, which corresponds to 6.4% of

the FSs in the C+L multiband spectrum.

Next, we are going to solve the same RMSA problem using the COST239 network, but

considering a BER=10−3, typically used for HD-FEC. The ROSNRs for this BER are shown in

Table 3.17. The parameters used for this study are the same presented in Tables 4.4 and 4.5.

Table 4.7 and Figure 4.4 presents the solution for this RMSA problem.

From Table 4.7 and Figure 4.4, it is observed that with this BER, the OSNRs at the end of

each path are lower than with BER=4×10−2 (Table 4.6). Due to the reduced OSNRs and higher

ROSNR, the 64-QAM format is no longer a possible solution and the QPSK becomes the most

used modulation format in the network, used in 63.6% of the paths. Therefore, the highest and

lowest OSNRs are obtained for the same demands as in the scenario with BER=4×10−2, but

using lower modulation formats, due to the lower OSNRs. The highest OSNR achieved in this

solution is 23.6 dB in demand d=[3-5]. The lowest OSNR of 12.4 dB is achieved for demand d=
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Demand
d

Path
OSNR
[dB]

Modulation
format M

Frequency
slots

[1− 2] {1,3,2} 14.4 QPSK 1,2,3,4
[1− 3] {1,3} 16.4 QPSK 5,6,7,8
[1− 4] {1,4} 20.1 16-QAM 1,2,3
[1− 5] {1,3,5} 15.3 QPSK 9,10,11,12
[1− 6] {1,3,6} 14.9 QPSK 13,14,15,16
[1− 7] {1,7} 15.9 QPSK 1,2,3,4
[1− 8] {1,3,5,8} 14.0 QPSK 17,18,19,20
[1− 9] {1,3,6,9} 13.9 QPSK 21,22,23,24
[1− 10] {1,4,10} 14.8 QPSK 4,5,6,7
[1− 11] {1,3,6,9,11} 12.9 QPSK 25,26,27,28
[2− 3] {2,3} 20.3 16-QAM 5,6,7
[2− 4] {2,3,4} 14.0 QPSK 8,9,10,11
[2− 5] {2,5} 21.6 16-QAM 1,2,3
[2− 6] {2,5,6} 18.9 16-QAM 4,5,6
[2− 7] {2,5,6,9,7} 13.3 QPSK 7,8,9,10
[2− 8] {2,8} 20.8 16-QAM 1,2,3
[2− 9] {2,5,6,9} 15.6 QPSK 11,12,13,14
[2− 10] {2,5,6,7,10} 12.4 QPSK 15,16,17,18
[2− 11] {2,5,6,9,11} 14.3 QPSK 29,30,31,32
[3− 4] {3,4} 15.8 QPSK 1,2,3,4
[3− 5] {3,5} 23.6 16-QAM 1,2,3
[3− 6] {3,6} 21.7 16-QAM 1,2,3
[3− 7] {3,6,9,7} 14.3 QPSK 17,18,19,20
[3− 8] {3,5,8} 19.5 16-QAM 4,5,6
[3− 9] {3,6,9} 19.0 16-QAM 4,5,6
[3− 10] {3,4,10} 13.4 QPSK 12,13,14,15
[3− 11] {3,6,9,11} 15.6 QPSK 33,34,35,36
[4− 5] {4,3,5} 14.8 QPSK 21,22,23,24
[4− 6] {4,3,6} 14.4 QPSK 29,30,31,32
[4− 7] {4,7} 20.8 16-QAM 1,2,3
[4− 8] {4,8} 13.8 QPSK 1,2,3,4
[4− 9] {4,7,9} 15.0 QPSK 11,12,13,14
[4− 10] {4,10} 18.9 16-QAM 1,2,3
[4− 11] {4,7,9,11} 13.8 QPSK 21,22,23,24
[5− 6] {5,6} 22.2 16-QAM 1,2,3
[5− 7] {5,6,9,7} 14.3 QPSK 37,38,39,40
[5− 8] {5,8} 21.6 16-QAM 1,2,3
[5− 9] {5,6,9} 19.2 16-QAM 41,42,43
[5− 10] {5,6,9,7,10} 13.4 QPSK 44,45,46,47
[5− 11] {5,6,9,11} 15.6 QPSK 48,49,50,51
[6− 7] {6,9,7} 15.5 QPSK 52,53,54,55
[6− 8] {6,8} 20.1 16-QAM 1,2,3
[6− 9] {6,9} 22.3 16-QAM 1,2,3
[6− 10] {6,9,7,10} 14.4 QPSK 56,57,58,59
[6− 11] {6,9,11} 19.0 16-QAM 60,61,62
[7− 8] {7,9,6,8} 13.7 QPSK 63,64,65,66
[7− 9] {7,9} 18.8 16-QAM 1,2,3
[7− 10] {7,10} 22.3 16-QAM 1,2,3
[7− 11] {7,9,11} 15.4 QPSK 67,68,69,70
[8− 9] {8,6,9} 16.3 QPSK 67,68,69,70
[8− 10] {8,11,10} 13.1 QPSK 1,2,3,4
[8− 11] {8,11} 15.9 QPSK 5,6,7,8
[9− 10] {9,7,10} 15.5 QPSK 25,26,27,28
[9− 11] {9,11} 21.8 16-QAM 1,2,3
[10− 11] {10,11} 16.3 QPSK 5,6,7,8

Table 4.7. RMSA solution for the COST 239 optical network with BER=10−3.
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Link e

FS [THz] [1,2] [1,3] [1,4] [1,7] [2,3] [2,5] [2,8] [3,4] [3,5] [3,6] [4,7] [4,8] [4,10] [5,6] [5,8] [5,11] [6,7] [6,8] [6,9] [7,9] [7,10] [8,9] [8,11] [9,10] [9,11] [10,11]

195.9 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

195.8875 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2

195.875 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

195.8625 4 4 4 4 4 4 4 4 4 4 4 4 4 4

195.85 5 5 5 5 5 5 5 5 5 5 5

195.8375 6 6 6 6 6 6 6 6 6 6 6

195.825 7 7 7 7 7 7 7 7 7 7

195.8125 8 8 8 8 8 8 8 8 8

195.8 9 9 9 9 9 9 9

195.7875 10 10 10 10 10 10 10

195.775 11 11 11 11 11 11 11 11

195.7625 12 12 12 12 12 12 12 12

195.75 13 13 13 13 13 13 13 13 13

195.7375 14 14 14 14 14 14 14 14 14

195.725 15 15 15 15 15 15 15 15

195.7125 16 16 16 16 16 16

195.7 17 17 17 17 17 17 17 17 17 17

195.6875 18 18 18 18 18 18 18 18 18 18

195.675 19 19 19 19 19 19

195.6625 20 20 20 20 20 20

195.65 21 21 21 21 21 21 21 21

195.6375 22 22 22 22 22 22 22 22

195.625 23 23 23 23 23 23 23 23

195.6125 24 24 24 24 24 24 24 24

195.6 25 25 25 25 25 25

195.5875 26 26 26 26 26 26

195.575 27 27 27 27 27 27

195.5625 28 28 28 28 28 28

195.55 29 29 29 29 29 29

195.5375 30 30 30 30 30 30

195.525 31 31 31 31 31 31

195.5125 32 32 32 32 32 32

195.5 33 33 33

195.4875 34 34 34

195.475 35 35 35

195.4625 36 36 36

195.45 37 37 37

195.4375 38 38 38

195.425 39 39 39

195.4125 40 40 40

195.4 41 41

195.3875 42 42

195.375 43 43

195.3625 44 44 44 44

195.35 45 45 45 45

195.3375 46 46 46 46

195.325 47 47 47 47

195.3125 48 48 48

195.3 49 49 49

195.2875 50 50 50

195.275 51 51 51

195.2625 52 52

195.25 53 53

195.2375 54 54

195.225 55 55

195.2125 56 56 56

195.2 57 57 57

195.1875 58 58 58

195.175 59 59 59

195.1625 60 60

195.15 61 61

195.1375 62 62

195.125 63 63 63

195.1125 64 64 64

195.1 65 65 65

195.0875 66 66 66

195.075 67 67 67 67

195.0625 68 68 68 68

195.05 69 69 69 69

195.0375 70 70 70 70

Figure 4.4. FSs allocated in the different links for the different demands in the COST
239 network for BER=10−3.
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[2-10], showing a 1.7 dB OSNR reduction in comparison to the BER=4×10−2 case, that imposes

the use of the QPSK, instead of the 16-QAM in this path. The paths list used in the two solutions

are the same, so the four links e=[1,2], e=[5,11], e=[8,9], and e=[9,10] remain unused in the

solution with BER=10−3, as shown in Figure 4.4. With this BER, the ROSNRs are higher

(Table 3.17), and, hence, the modulation formats used require more FSs. In particular, this

solution allocates 70 FSs, twenty more than in the results shown in Figure 4.3, allocating 8.12%

of the total FSs available. From Figure 4.4, it can be observed that the most used link is again

e=[6,9], with 68 FSs allocated, corresponding to 7.9% of the total FSs available in the C+L

multiband solution.

Then, we have also solved the RMSA problem for other network topologies, NSFNET, UBN

and CONUS 30, which have more nodes, and consequently, more demands than the COST

239 network. The detailed solutions for these RMSA problems, are presented in Appendix C.7.

Table 4.8 indicates the number of FSs allocated in the different networks for the BERs= 4×10−2,

10−2, and 10−3, the blocked demands, the demands served, and also shows the demands that

achieved the highest and lowest OSNRs, as well as the longest path served.

Network BER
#Blocked
demands

#Demands
served

#FSs
allocated

Demand with the
highest OSNR

Demand with the
lowest OSNR

Demand with the
longest path p used

COST 239

4×10−2 0
0%

55
100%

50
5.8%

[3-5]→24.0 dB
64-QAM

[2-10]→14.1 dB
16-QAM

[1-11]→1452 km

1×10−2 0
0%

55
100%

62
7.2%

[3-5]→24.0 dB
64-QAM

[2-10]→12.4 dB
QPSK

[1-11]→1452 km

1×10−3 0
0%

55
100%

70
8.1%

[3-5]→23.6 dB
16-QAM

[2-10]→12.4 dB
QPSK

[1-11]→1452 km

NSFNET

4×10−2 2
2.2%

89
97.8%

114
13.2%

[10-14]→22.8 dB
64-QAM

[10-11]→7.2 dB
QPSK

[10-11]→4467 km

1×10−2 32
35.2%

57
64.8%

71
8.2%

[10-14]→22.8 dB
64-QAM

[6-13]→9.6 dB
QPSK

[6-14]→2885 km

1×10−3 62
68.1%

29
31.9%

28
3.2%

[10-14]→22.6 dB
16-QAM

[6-8]→12.3 dB
QPSK

[8-13]→1545 km

UBN

4×10−2 66
23.9%

210
76.1%

133
15.4%

[3-4]→22.6 dB
64-QAM

[2-14]→7.1 dB
QPSK

[2-14], [5-17],
[5-18]→4150 km

1×10−2 168
60.9%

108
39.1%

44
5.1%

[3-4]→22.6 dB
64-QAM

[16-24]→9.5 dB
QPSK

[2-9],
[16-24]→2300 km

1×10−3 232
84.1%

44
15.9%

16
1.9%

[3-4]→22.5 dB
16-QAM

[11-15],
[15-20]→12.0 dB

QPSK

[11-15],
[15-20]→1300 km

CONUS 30

4×10−2 91
20.9%

344
79.1%

350
40.6%

[24-25]→27.9 dB
64-QAM

[13-28]→7.6 dB
QPSK

[14-15]→4850 km

1×10−2 249
57.2%

186
42.8%

156
18.1%

[24-25]→27.9 dB
64-QAM

[1-26]→9.5 dB
QPSK

[8-13]→2835 km

1×10−3 350
80.5%

85
19.5%

73
8.5%

[24-25]→27.9 dB
64-QAM

[6-26]→12.0 dB
QPSK

[1-16]→1602 km

Table 4.8. RMSA solution for the real network topologies COST 239, NSFNET, UBN,
and CONUS 30, for three different BERs - Part 1.

In Table 4.8, the highest OSNR is always obtained for the same demand in the networks

considered, independently of the BER, whereas that the lowest OSNR is reached for different

demands for the various BERs considered. The highest OSNR is obtained in all four networks

in the direct path that uses the shortest link in the network. On the other hand, the lowest

OSNR is obtained in one of the longest paths in the network, that has not been blocked due to

not fulfilling the ROSNR. In the three larger networks, the path reach is similar for all BERs,

the maximum distance with BER=4×10−2 is around 4000 km, for a BER=10−2 is about 2500

km, and around 1500 km for BER=10−3. From Table 4.8, it can also be observed that for the
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three larger networks, the number of blocked demands increases with the decrease of the BER

considered, and the total number of FSs used decreases with the increase of the BER.

Having in mind the number of blocked demands and FSs used presented in Table 4.8, the

percentage of blocked demands as a function of the BER, for the four network topologies con-

sidered in this section (solid lines), as well as the percentage of allocated FSs as a function of

the BER (dashed lines) are shown in Figure 4.5.

Figure 4.5. Blocked demands percentage and allocated FSs percentage for three BERs,
4×10−2, 10−2, and 10−3.

From Figure 4.5, it can be observed that the UBN and CONUS 30 networks have more

than 50% of the demands blocked when the BER is 10−2 or lower, and that when BER=10−3,

the NSFNET network blocks 68.1% of the demands and the UBN and CONUS 30 reach an

undesirable 80% blocking, due to their larger size and higher ROSNR. The number of blocked

demands increases since the OSNRs of the candidate paths do not guarantee the ROSNR for

lower BERs. For all three BERs, the network with the highest percentage of blocked demands

is the UBN optical network. In the COST 239 network, all demands were satisfied.

Figure 4.5 also shows the FSs used percentage (dashed lines) for the BERs analyzed in this

section. As observed in Figure 4.5, the COST 239 network uses more FSs as the BER decreases,

because lower BERs require the utilization of a lower modulation format (see Table 4.9), which

consequently requires more FSs. The opposite happens for the other three networks, since the

number of blocked demands increases for lower BERs. As observed in Figure 4.5, none of the

networks use more than 40% of the multiband spectrum. Thus, the reason for blocking the

demands is the insufficient OSNR, and not the unavailability of FSs. The maximum number of

FSs allocated is 350 in the CONUS 30 network, which corresponds to a 40.6% total spectrum

allocation, leaving more than half of the multiband spectrum available, being this network, the

only network that assigns FSs in the L-band spectrum using only 5 FSs in this band.

In Table 4.9, we present the unused links, the link with most paths assigned and the link with

the most FSs allocated in the network, as well as the usage percentage of the three modulation

formats for the different BERs considering Rb,i=100 Gbps, as in Table 4.8.
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Network BER
Link e with the

most paths assigned
Link e with the

most #FSs allocated
Unused link e

#Paths using
64-QAM format

#Paths using
16-QAM format

#Paths using
QPSK format

COST 239

4×10−2 [6,9]=18 paths
32.7%

[6,9]=50 FSs
5.8%

[1,2], [5,11]
[8,9], [9,10]

20 paths
36.4%

35 paths
63.6%

0 paths
0%

1×10−2 [6,9]=18 paths
32.7%

[6,9]=62 FSs
7.2%

[1,2], [5,11]
[8,9], [9,10]

10 paths
10.9%

32 paths
58.2%

17 paths
30.9%

1×10−3 [6,9]=18 paths
32.7%

[6,9]=68 FSs
7.9%

[1,2], [5,11]
[8,9], [9,10]

0 paths
0%

20 paths
36.4%

35 paths
63.6%

NSFNET

4×10−2 [8,9]=30 paths
33.0%

[8,9]=113 FSs
13.1%

-
4 paths
4.4%

28 paths
30.8%

57 paths
62.6%

1×10−2 [8,9]=18 paths
19.8%

[8,9]=71 FSs
8.2%

[1,8]
1 paths
1.1%

12 paths
13.2%

46 paths
50.5%

1×10−3
[8,9], [9,10],

[10,14]=6 paths
6.6%

[8,9]= 15 FSs
1.7%

[1,8], [1,11], [2,5],
[6,12], [11,12], [12,14]

0 paths
0%

4 paths
4.4%

25 paths
27.5%

UBN

4×10−2 [12,16]=33 paths
12.0%

[12,16]=131 FSs
15.2%

[3,5], [3,7], [15,19]
2 paths
0.7%

46 paths
16.6%

162 paths
58.7%

1×10−2
[3,4], [4,7],

[21,22]=10 paths
3.6%

[4,7],
[21,22]=39 FSs

4.5%
[3,5], [3,7], [15,19]

1 path
0.4%

9 paths
3.3%

98 paths
35.5%

1×10−3
[3,4],

[21,22]=4 paths
1.4%

[3,4],
[21,22]= 15 FSs

1.7%

[3,5], [3,7], [6,11],
[9,11], [15,19]

0 paths
0%

2 paths
0.7%

42 paths
15.2%

CONUS 30

4×10−2 [5,30]= 75 paths
17.2%

[5,30]= 289 FSs
33.5%

-
19 paths
4.4%

73 paths
16.8%

252 paths
57.9%

1×10−2 [2,30]=35 paths
8.0%

[16,30]=132 FSs
15.3%

-
7 paths
1.6%

35 paths
8.0%

144 paths
33.1%

1×10−3 [2,30]=19 paths
4.4%

[2,30]=71 FSs
8.23%

[2,19], [21,27], [22,27]
2 paths
0.5%

17 paths
3.9%

66 paths
15.2%

Table 4.9. RMSA solution for the real network topologies COST 239, NSFNET, UBN,
and CONUS 30, for three different BERs - Part 2.

From Table 4.9, it can be observed that, in general, the number of paths utilized in the most

used link is higher for higher BERs, since the other paths with lower OSNRs tend to be blocked

(i.e. the ROSNR is not achieved) when the BER is lower. The link with the most paths assigned,

in general, is also the one with the most FSs allocated, however, in some cases it is not. For

example, in the CONUS 30 network, for BER=10−2, there are 35 paths assigned to link e=[2,30],

but this link has allocated 130 FSs, and the maximum number of FSs allocated in this solution is

132 for link e=[16,30]. In all the solutions obtained, the maximum number of FSs assigned to a

link is 289 (CONUS 30 network), which represents 33.5% of the spectrum available on that link.

Generally, the number of unused links increases for lower BERs, since the unused links are some

of the longest in the network, thus originating a higher OSNR degradation, and ultimately not

satisfying the ROSNR for those BERs. In Table 4.9, it can be also observed that in the larger

networks (NSFNET, UBN, and CONUS 30), the QPSK is the most preponderant modulation

format for the three BERs, and as the BER decreases, less paths use higher modulation formats.

Only in the CONUS 30 network, the 64-QAM format is assigned when the BER=10−3, and the

two paths assigned with this format use direct links that do not need in-line amplification. On

the other hand, the COST 239 network is the only one that does not use the QPSK format

when BER=4×10−2.

The number of FSs required for each modulation format increases for information bit rates

higher than 100 Gbps, since more bandwidth is required to transmit the signal. With a 200

Gbps information bit rate and assuming a symbol rate of 64 Gbaud, for the QPSK, 7 FSs are

required to accommodate the signal, 4 FSs for the 16-QAM with 32 Gbaud and 3 FSs for the

64-QAM with 21.3 Gbaud. As previously, a guard band FS is considered to avoid channel

interference. With this information bit rate, we have also solved the RMSA problem for the

CONUS 30 network with BER=4×10−2, and in this case, 53 more demands are blocked of a

total of 144 demands, than in the solution presented in Table 4.8, due to the unaccomplishment
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of the ROSNR. Moreover, 513 FSs are required, which corresponds to 59.5% of the 862 FSs

available. Hence, this solution uses 18.9% more spectrum than with Rb,i=100 Gbps, requiring

168 FSs in the L-band (32.2% of the available).

4.5. Conclusion

In this chapter, we developed and studied planning tools to solve the RWA and RMSA

problems in optical multiband networks using fixed and flexible grids. First, we compared

heuristic and ILP solutions of the RWA problem in real network topologies considering a static

optical network scenario using the C+L multiband with a fixed grid. We have concluded that the

number of available candidate paths influences the optimum number of wavelengths required. In

particular, our one-step ILP solution reaches the optimum value of the number of wavelengths

with a maximum of 4 candidates paths, whereas the two-step heuristic approach that only

uses one candidate path does not reach the optimum number of wavelengths. However, the

computation time of the heuristics approach is always faster (less than 1s) than the one obtained

with the ILP approach, that can be more than 2 hours, and can not achieve the optimal solution,

for networks with a high number of nodes, as the CONUS 30 network due to computational

constraints.

To study the RMSA problem in a flexible grid C+L multiband network, we developed a

simulator in Matlab and applied it to four network topologies (COST 239, NSFNET, UBN,

and CONUS 30), considering three different BERs and a 100 Gbps information bit rate. In the

COST 239 network, we observed that using low BERs leads to the utilization of lower modulation

formats, which require the assignment of more FSs, e.g. for BER=4×10−2, 50 FSs are allocated,

while for BER=10−3, 70 FSs are required. However, in larger networks, the decrease of the

BER increases the number of blocked demands, and, consequently, the number of FSs allocated

becomes lower. Since the paths are longer, the PLIs introduce more degradation to the paths

OSNR, and the ROSNR is not satisfied for that specific BER. The maximum percentage of FSs

assigned in the C+L multiband is 40.6% in the CONUS 30 network, which is the only network

that assigns FSs in the L-band. It can be concluded, that in the four networks studied, the

demand volume can grow since there are a lot of unused FSs. For higher information bit rates,

(more than 100 Gbps) more FSs are required, even though the percentage of blocked demands

becomes higher. Regarding the attributed modulation formats, only in the COST 239 network,

for BER=4×10−2, the QPSK format is not used. However, this is the most used format in the

networks with more nodes and longer links.
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CHAPTER 5

Conclusions and Future Work

In this chapter, we present this dissertation final conclusions and some suggestions for future

work are proposed.

5.1. Final conclusions

In this dissertation, we studied heuristic and ILP formulations to solve the network planning

problem in static C+L multiband networks with fixed and flexible grids aware of PLIs. The

goal in static network planning problems is to minimize the optical spectrum used to satisfy all

traffic demands.

In Chapter 2, we reviewed the most common ILP formulations and the heuristic algorithms

used to solve the network planning problems. In particular, we have started by reviewing two

ILP formulations for routing, the Link-Path and the Node-Link formulations. The Node-Link

formulation requires less pre-processing, since it always considers all possible paths guaranteeing

the optimal solution. However, this formulation can be very time consuming for networks with

a large number of nodes, since a lot of possible paths need to be checked. For this reason,

we choose to use the Link-Path formulation in the remaining studies, since it considers only

a predefined number of paths and typically the best paths are easily computed, ensuring also

the optimum solution for the problem. Based on this formulation, we reviewed two restoration

design problems. In both problems, the disjoint backup paths are selected before the failure

happens. Also, based on the Link-Path formulation, we have reviewed an ILP formulation to

solve the RWA problem in WDM optical networks in a single step, meaning that the routing

and wavelength assignment problems are solved at the same time. Besides, the ILP formulations

reviewed, this chapter also briefly reviews some of the most common heuristic algorithms used

for routing, like the Fixed-Path and the Alternative-Path, and for spectrum assignment such

as, First-Fit, Most Used and Random algorithms. Chapter 2 ends with a briefly planning study

where both an heuristic and ILP formulations are used to find the capacity of each link in the

network. It has been concluded that for the studied network scenario, the ILP solution presents

a more evenly distributed link capacity.

Chapter 3 is focused on the PLIs study that degrade the path OSNR in a C+L multiband

network. The PLIs considered are the ASE noise power induced by the path optical amplification

and the NLI noise due to the Kerr effect calculated with closed-form formulas based on the

Gaussian noise model with and without a modulation format correction and in the presence

of the SRS effect. For the examples studied, among these PLIs, the ASE noise degrades the

path OSNR more 7 dB than the NLI, when the channel launch power is not optimized. With

optimized channel launch power, the difference between the OSNRs is 2 dB. The modulation

format correction allows for a better estimation of the OSNR at the end of the paths, because

the NLI coefficient is not as overestimated, especially for the QPSK format. To guarantee the

feasibility of the path with the modulation format selected, the residual margin is also calculated.

The residual margin of a particular path takes in consideration the ROSNR, the calculated
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OSNR, and a system margin that includes the impact of crosstalk, filtering, and the system

components aging. When the residual margin is not fulfilled, a lower modulation format has to

be considered for that particular path. So, in this chapter, we have also assessed the residual

margin for various paths in the COST239 network. We have concluded that higher BERs (due

to stronger FECs) have lower ROSNRs and allow to utilize higher modulation formats in the

path.

Chapter 4 had two main goals. The first one was to compare, assuming a static network

scenario and a fixed grid, the performance of a two step RWA heuristic formulation with a

single step RWA ILP formulation (presented in Chapter 2, Section 2.2.4) in several network

topologies (COST 239, NSFNET, UBN and CONUS 30). It has been concluded that the ILP

formulation gives always the optimum number of wavelengths, as long the number of candidate

paths considered is enough. The number of wavelengths obtained with the heuristic solution,

which only uses one candidate path, never reaches the optimum value. However, the compu-

tation time is always less than a second with this solution, whereas with the ILP solution, the

computation time can achieve more than 2 hours. The second goal of Chapter 4 was to develop

a simulator in Matlab for studying the RMSA problem in C+L multiband networks, considering

several real topologies. By analyzing the RMSA problem solutions, with 100 Gbps channels,

we have observed that the allocation of FSs with different BERs leads to different behaviors

in smaller networks with shorter links and a lower number of nodes and, in larger networks,

with longer links and more nodes. In smaller networks (COST 239), the decrease of the BER

increases the number of FSs allocated, since these solutions may use lower modulation formats.

In contrast, in larger networks (UBN, CONUS 30), lower BERs led to less FSs allocated, due

to higher blocking of demands. In these solutions only the CONUS 30 network assigned some

FSs in the L-band, in the highest BER studied. With higher information bit rates, 200 Gbps,

more spectrum is assigned, since more FSs are required to transmit the signal, especially for

the QPSK format case, even though more demands are blocked due to the higher path OSNR

degradation in networks with longer paths, i.e. lower OSNR. It is concluded that, in the larger

networks, the most used modulation format is always the QPSK format. We also concluded,

that the link that is used by most paths is not always the one with more FSs assigned.

5.2. Future work

Some suggestions for future work are the following:

• Improve the developed simulator in order to solve the simplifications used in this work.

In particular, consider the real network utilization, instead of assuming that all FSs

are being used when the NLI is calculated. Also, consider the NLI calculation in the

corresponding FSs and not on the center channel [1], [22].

• Improve the simulator to operate in networks with dynamic traffic demands [13].

• Improve the simulator in order to deal with other bands, such as the S-band [29].

• Extend the ILP formulation used in Chapter 4, Section 2, to solve the RMSA problem

aware of PLIs in a multiband network with flexible grid and compare its performance

with the ones obtained in this work considering heuristic tools.

• Use a more rigorous approach than the one used in Chapter 3, for assessing the filtering

and crosstalk penalties introduced by the ROADM nodes.
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APPENDIX A

Matlab scripts used in Chapter 2

A.1. Example 1

This appendix shows the solution for the problem presented in subsection 2.2.1, equation

(2.8), using software Matlab. The code used is:

F=[0; 0 ; 0 ; 0 ; 0 ; 2 ; 1 ; 1 ; 3 ; 1 ] ;

c=[0 0 0 1 0 -1 0 0 0 0 ;

1 0 0 0 1 0 -1 0 0 0 ;

0 0 1 0 1 0 0 -1 0 0 ;

1 0 1 0 0 0 0 0 -1 0 ;

0 1 0 0 0 0 0 0 0 - 1 ] ;

Capacity= [ 0 ; 0 ; 0 ; 0 ; 0 ] ;

d=[1 0 0 0 0 0 0 0 0 0 ;

0 1 1 0 0 0 0 0 0 0 ;

0 0 0 1 1 0 0 0 0 0 ] ;

Demand=[15; 20 ; 1 0 ] ;

lb=ze ro s ( 1 1 , 1 ) ;

[X O]= l i np rog (F , c , Capacity , d , Demand , lb )

The matrix F represents the objective function for the problem. In addition to the cost per

link capacity, was added to the matrix the flow of each candidate path. The flow is zero for all

the candidate paths since it is an unknown variable.

The matrix c represents the link loads of the capacity inequalities (2.3). To this matrix was

added the link capacity of each inequality (ye=−1).

Capacity represents the right side of the same inequality (2.3) used to demonstrate matrix

c. The capacity is zero for all inequalities since it is a variable for the problem.

Matrix d shows equations (2.1a), (2.1b), and (2.1c) to each was added the link capacities,

which are zero. It is necessary since all matrices have to be the same size as the objective

function (F).

Demand is the right side of equations (2.1a), (2.1b), and (2.1c).

The matrix aux represents the low boundaries for the function linprog, this means that

the flow or capacity can only be as low as zero.

So the optimal solution obtained using Matlab function linprog is Fopt=100. The flows of

each candidate path and the link capacity of each connection are illustrated in the Table A.1.
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Flow xe Link Capacity ye

x11 = 15 y1 = 0

x21 = 20 y2 = 25

x22 = 0 y3 = 10

x31 = 0 y4 = 15

x32 = 10 y5 = 20

Table A.1. Matlab results for Example 2

A.2. Example 3

This appendix will demonstrate the solution obtained using software Matlab, for the problem

presented in subsection 2.2.1, equation (2.11). This problem variates from the one shown in

appendix A by adding one other candidate path for demand d=1. With that, the only variance

in the code is the addition of that path to the tables, as shown in the code below:

F=[0; 0 ; 0 ; 0 ; 0 ; 0 ; 2 ; 1 ; 1 ; 3 ; 1 ] ;

c=[0 1 0 0 1 0 -1 0 0 0 0 ;

1 0 0 0 0 1 0 -1 0 0 0 ;

0 0 0 1 0 1 0 0 -1 0 0 ;

1 0 0 1 0 0 0 0 0 -1 0 ;

0 1 1 0 0 0 0 0 0 0 - 1 ] ;

Capacity= [ 0 ; 0 ; 0 ; 0 ; 0 ] ;

d=[1 1 0 0 0 0 0 0 0 0 0 ;

0 0 1 1 0 0 0 0 0 0 0 ;

0 0 0 0 1 1 0 0 0 0 0 ] ;

Demand=[15; 20 ; 1 0 ] ;

lb=ze ro s ( 1 1 , 1 ) ;

[X O]= l i np rog (F , c , Capacity , d , Demand , lb )

This solution was the same as the one got in subsection 2.2.1 Fopt=85, and the distribution

of flow of each path and the link capacity is represented in Table A.2:

Flow xe Link Capacity ye

x11 = 0 y1 = 15

x12 = 15 y2 = 10

x21 = 20 y3 = 10

x22 = 0 y4 = 0

x31 = 0 y5 = 35

x32 = 10

Table A.2. Matlab results for Example 3

A.3. Example 4

This appendix demonstrates the solution for the capacitated problem presented in sub-

section 2.2.1, equation (2.14). To solve this problem was software Matlab, the code used is:

F=[4; 3 ; 1 ; 4 ; 2 ; 2 ] ;

c=[0 1 0 0 1 0 ;

1 0 0 0 0 1 ;

0 0 0 1 0 1 ;

1 0 0 1 0 0 ;

0 1 1 0 0 0 ] ;
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Capacity =[10; 15 ; 5 ; 15 ; 3 0 ] ;

d=[1 1 0 0 0 0 ;

0 0 1 1 0 0 ;

0 0 0 0 1 1 ] ;

Demand=[15; 20 ; 1 0 ] ;

lb=ze ro s ( 7 , 1 ) ;

[X O]= l i np rog (F , c , Capacity , d , Demand , lb )

The solution obtained using function linprog is Fopt=100 and the flow is:

Flow xe

x11 = 10

x12 = 5

x21 = 20

x22 = 0

x31 = 5

x32 = 5

Table A.3. Matlab results for Example 4

A.4. Example 7

%ORIGEM

o= [1 1 3 3 3 2 2 4 4 4 ] ;

%DESTINO

d= [3 4 1 4 2 3 4 2 1 3 ] ;

%DISTANCIA

c= [1 3 1 1 2 2 1 1 3 1 ] ;

%GRAFO

gra fo= digraph (o , d , c ) ;

%INTERFACE GRAFO

f i g u r e

p=p lo t ( grafo , ' Edgelabe l ' , g ra fo .Edges .Weight ) ;

nos=4;

l i n k s=length ( o ) /2 ;

origem=[2 2 3 1 1 ] ; %node source

de s t ino =[3 4 4 4 3 ] ;

t r a f e g o r e d e =[0 15 20 0 ;

15 0 10 0 ;

20 10 0 0 ;

0 0 0 0 ] ;

[ matr i z rede caminhos ]= caminhos protecao ( nos , grafo , t r a f e g o r e d e ) ;

co s t =[2 1 1 3 1 ] ;

numero caminho=s i z e ( matr iz rede caminhos , 1 ) ∗ 2 ;

numero demand=s i z e ( matr iz rede caminhos , 1 ) ;

Caminhos={};
aux c=0;

aux p=0;

f o r i =1:numero caminho

i f ( f l o o r ( i /2)== i /2)

aux p=aux p+1;

Caminhos{ i ,1}= ce l l2mat ( matr i z rede caminhos ( aux p , 3 ) ) ;

Caminhos{ i ,2}= i ;

e l s e

aux c=aux c+1;

Caminhos{ i ,1}= ce l l2mat ( matr i z rede caminhos ( aux c , 1 ) ) ;

Caminhos{ i ,2}= i ;

end

end

f o r l =1:numel ( origem )
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matrix aux{ l ,1}=origem ( l ) ;

matrix aux{ l ,2}= des t ino ( l ) ;

matrix aux{ l ,3}= l ;

end

count=numero caminho+l i n k s ;

F=ze ro s ( count , 1 ) ;

f o r i =1: count

i f ( i>numero caminho )

F( i ,1)= cos t ( i - numero caminho ) ;

end

end

D= [ ] ;

W=t r i u ( t r a f e go r ede , 1 ) ;

m=0;

f o r i =1: nos

f o r y=1: nos

i f (W( i , y )~=0)

m=m+1;

D(m,1)=W( i , y ) ;

d aux{m,1}= i ;

d aux{m,2}=y ;

d aux{m,3}=m;

end

end

end

C=ze ro s ( numel ( origem ) , 1 ) ;

d=ze ro s ( numel (D) , numel (F ) ) ;

f o r z=1: s i z e (Caminhos , 1 )

caminho=ce l l2mat (Caminhos ( z , 1 ) ) ;

p=s i z e ( caminho , 2 ) ;

f o r i =1: s i z e ( d aux , 1 )

i f ( ce l l 2mat ( d aux ( i ,1))==caminho (1) &&

ce l l2mat ( d aux ( i ,2))==caminho (p ) )

x=ce l l2mat ( d aux ( i , 3 ) )

y=ce l l2mat (Caminhos ( z , 2 ) ) ;

d (x , y )=1;

end

end

end

r e su l t ado s=ze ro s ( l i n k s +1, l i n k s ) ;

aux Caminhos esco lh idos = [ ] ;

f o r t=0: s i z e (C, 1 )

c=ze ro s ( numel (C) , numel (F ) ) ;

f o r z=1: s i z e (Caminhos , 1 )

caminho=ce l l2mat (Caminhos ( z , 1 ) ) ;

f o r j =1:( numel ( caminho ) -1 )

f o r i =1: s i z e ( matrix aux , 1 )

i f ( ce l l 2mat ( matrix aux ( i ,1))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,2))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) ) ;

y=ce l l2mat (Caminhos ( z , 2 ) ) ;

c (x , y )=1;

e l s e i f ( ce l l 2mat ( matrix aux ( i ,2))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,1))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) ) ;

y=ce l l2mat (Caminhos ( z , 2 ) ) ;

c (x , y )=1;

end

end

end

end

count=numero caminho ;

f o r j =1: s i z e (C, 1 )

i f ( j~=t )

count=count+1;
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c ( j , count )= -1;

e l s e

count=count+1;

end

end

lb=ze ro s ( count , 1 ) ;

ub=i n f ( count , 1 ) ;

f o r i =1: s i z e (F)

i n t ( i )= i ;

end

[X, O, G, K]= i n t l i n p r o g (F , int , c , C, d , D, lb , ub)

f o r y=numero caminho+1: he ight (X)

r e su l t ado s ( t+1,y - numero caminho)=X(y ) ;

end

Caminhos esco lh idos = [ ] ;

c =0;

f o r y=1:numero caminho

di sp (y )

i f (X(y )~=0)

di sp (Caminhos (y , 1 ) )

c =c +1;

aux Caminhos esco lh idos ( c , t+1)=y ;

end

end

end

aux re su l t ado s = [ ] ;

f o r i =1: s i z e ( aux Caminhos escolh idos , 1 )

i n t=aux Caminhos esco lh idos ( i , 1 ) ;

caminho=ce l l2mat (Caminhos ( int , 1 ) ) ;

Caminhos esco lh idos { i ,1}=caminho

end

R=ze ro s ( l i nk s , 1 ) ;

f o r i =1: s i z e ( r e su l tados , 2 )

aux r e su l t ado s=r e su l t ado s ( : , i ) ;

f o r j =1: s i z e ( aux re su l tados , 1 )

aux R=(R( i ) ) ;

aux R=[aux R , ( aux r e su l t ado s ( j ) ) ] ;

R( i )=(max( aux R ) ) ;

end

end

F=sum(R) ;

A.5. Examples 8 and 9

%ORIGEM

o= [1 1 3 3 3 2 2 4 4 4 ] ;

%DESTINO

d= [3 4 1 4 2 3 4 2 1 3 ] ;

%DISTANCIA

c= [1 3 1 1 2 2 1 1 3 1 ] ;

%GRAFO

gra fo= digraph (o , d , c ) ;

%INTERFACE GRAFO

f i g u r e

p=p lo t ( grafo , ' Edgelabe l ' , g ra fo .Edges .Weight ) ;

nos=4;

l i n k s=length ( o ) /2 ;

origem=[2 2 3 1 1 ] ;

d e s t ino =[3 4 4 4 3 ] ;

t r a f e g o r e d e =[0 15 20 0 ;

15 0 10 0 ;

20 10 0 0 ;

0 0 0 0 ] ;

[ matr i z rede caminhos ]= caminhos protecao ( nos , grafo , t r a f e g o r e d e ) ;

numero caminho=s i z e ( matr iz rede caminhos , 1 ) ∗ 2 ;
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numero demand=s i z e ( matr iz rede caminhos , 1 ) ;

Caminhos={};
f o r i =1:numero demand

Caminhos{ i ,1}= ce l l2mat ( matr i z rede caminhos ( i , 1 ) ) ;

Caminhos{ i ,2}= ce l l2mat ( matr i z rede caminhos ( i , 3 ) ) ;

Caminhos{ i ,3}= i ;

end

f o r l =1:numel ( origem )

matrix aux{ l ,1}=origem ( l ) ;

matrix aux{ l ,2}= des t ino ( l ) ;

matrix aux{ l ,3}= l ;

end

count=numero caminho+l i n k s ;

F=ze ro s ( count , 1 ) ;

f o r i =1: count

i f ( i>numero caminho )

F( i ,1 )=1;

end

end

D= [ ] ;

W=t r i u ( t r a f e go r ede , 1 ) ;

m=0;

f o r i =1: nos

f o r y=1: nos

i f (W( i , y )~=0)

m=m+1;

D(m,1)=W( i , y ) ;

d aux{m,1}= i ;

d aux{m,2}=y ;

d aux{m,3}=m;

end

end

end

C=ze ro s ( numel ( origem ) , 1 ) ;

c=ze ro s ( numel (C) , numel (F ) ) ;

R l ink = 5 ; %f a i l e d l i n k

f o r i =1: l i n k s

i f ( R l ink==i )

Random link ( i , 1 )=0 ;

e l s e

Random link ( i , 1 )= -1 ;

end

end

f o r z=1: s i z e (Caminhos , 1 )

caminho=ce l l2mat (Caminhos ( z , 1 ) ) ;

caminho protecao=ce l l2mat (Caminhos ( z , 2 ) ) ;

f o r j =1:( numel ( caminho ) -1 )

f o r i =1: s i z e ( matrix aux , 1 )

i f ( ce l l 2mat ( matrix aux ( i ,1))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,2))==caminho ( j +1))

aux vetor { j ,1}= ce l l2mat ( matrix aux ( i , 3 ) ) ;

e l s e i f ( ce l l 2mat ( matrix aux ( i ,2))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,1))==caminho ( j +1))

aux vetor { j ,1}= ce l l2mat ( matrix aux ( i , 3 ) ) ;

end

end

end

i f ( ismember ( ce l l 2mat ( aux vetor ) , R l ink )==0)

aux caminhos{z ,1}= ce l l2mat (Caminhos ( z , 1 ) ) ;

aux caminhos{z ,2}= ce l l2mat (Caminhos ( z , 3 ) ) ;

e l s e

aux caminhos{z ,1}= ce l l2mat (Caminhos ( z , 2 ) ) ;

aux caminhos{z ,2}= ce l l2mat (Caminhos ( z , 3 ) ) ;

end

end
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f o r z=1: s i z e ( aux caminhos , 1 )

caminho=ce l l2mat ( aux caminhos ( z , 1 ) ) ;

f o r j =1:( numel ( caminho ) -1 )

f o r i =1: s i z e ( matrix aux , 1 )

i f ( ce l l 2mat ( matrix aux ( i , 3 ) )~=R l ink )

i f ( ce l l 2mat ( matrix aux ( i ,1))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,2))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) ) ;

y=ce l l2mat ( aux caminhos ( z , 2 ) ) ;

c (x , y )=1;

e l s e i f ( ce l l 2mat ( matrix aux ( i ,2))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,1))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) ) ;

y=ce l l2mat ( aux caminhos ( z , 2 ) ) ;

c (x , y )=1;

end

end

end

end

f o r m=1: s i z e ( c , 1 )

c (m, numero caminho+m)=Random link (m, 1 ) ;

end

end

d=ze ro s ( numel (D) , numel (F ) ) ;

f o r z=1: s i z e ( aux caminhos , 1 )

caminho=ce l l2mat ( aux caminhos ( z , 1 ) ) ;

p=s i z e ( caminho , 2 ) ;

f o r i =1: s i z e ( d aux , 1 )

i f ( ce l l 2mat ( d aux ( i ,1))==caminho (1) && ce l l2mat ( d aux ( i ,2))==caminho (p ) )

x=ce l l2mat ( d aux ( i , 3 ) ) ;

y=ce l l2mat ( aux caminhos ( z , 2 ) ) ;

d (x , y )=1;

end

end

end

lb=ze ro s ( count , 1 ) ;

ub=i n f ( count , 1 ) ;

f o r i =1: s i z e (F)

i n t ( i )= i ;

end

[X, O, G, K]= i n t l i n p r o g (F , int , c , C, d , D, lb , ub)

aux r e su l t ado s = [ ] ;

f o r i =1:numero caminho

aux r e su l t ado s { i ,1}=X( i ) ;

aux r e su l t ado s { i ,2}= i ;

end

f o r z=1: s i z e ( aux caminhos , 1 )

caminho=ce l l2mat ( aux caminhos ( z , 1 ) ) ;

f o r j =1:( numel ( caminho ) -1 )

f o r i =1: s i z e ( matrix aux , 1 )

i f ( ce l l 2mat ( matrix aux ( i , 3 ) )~=R l ink )

i f ( ce l l 2mat ( matrix aux ( i ,1))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,2))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) ) ;

y=ce l l2mat ( aux caminhos ( z , 2 ) ) ;

f o r t=1: s i z e ( aux caminhos , 1 )

i f ( ce l l 2mat ( aux r e su l t ado s ( t ,2))==y)

r e su l t ado s (x , y)=ce l l2mat ( aux r e su l t ado s ( t , 1 ) ) ;

end

end

e l s e i f ( ce l l 2mat ( matrix aux ( i ,2))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,1))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) ) ;

y=ce l l2mat ( aux caminhos ( z , 2 ) ) ;

f o r t=1: s i z e ( aux caminhos , 1 )
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i f ( ce l l 2mat ( aux r e su l t ado s ( t ,2))==y)

r e su l t ado s (x , y)=ce l l2mat ( aux r e su l t ado s ( t , 1 ) ) ;

end

end

end

end

end

end

end

R=ze ro s ( numel (C) , 3 ) ;

f o r i =1: s i z e ( r e su l tados , 1 )

R( i ,1)= ce l l2mat ( matrix aux ( i , 1 ) ) ;

R( i ,2)= ce l l2mat ( matrix aux ( i , 2 ) ) ;

f o r j =1: s i z e ( r e su l tados , 2 )

aux count=(R( i , 3 ) ) ;

count=r e su l t ado s ( i , j ) ;

R( i ,3)= aux count+count ;

end

end

A.6. Example 10

%ORIGEM

o= [1 1 2 2 3 3 3 4 4 4 ] ;

%DESTINO

d= [3 4 3 4 1 2 4 1 2 3 ] ;

%DISTANCIA

c= [1 3 2 1 1 2 1 3 1 1 ] ;

%GRAFO

gra fo= digraph (o , d , c ) ;

%INTERFACE GRAFO

f i g u r e

p p r i n c i p a l=p lo t ( grafo , ' Edgelabe l ' , g ra fo .Edges .Weight ) ;

nos=4; %t o t a l number o f nodes

origem=[1 1 2 2 3 ] ; % source node

de s t ino =[3 4 3 4 4 ] ; % de s t i n a t i on node

l i n k s =5; % t o t a l number o f l i n k s

Cores=2;

t r a f e g o= [0 1 1 0 ; % network t r a f f i c

1 0 1 0 ;

1 1 0 0 ;

0 0 0 0 ] ;

numero caminho=6; %t o t a l number o f paths

numero demands=3; %t o t a l number o f demands

[ matr i z rede caminhos ]= caminhos protecao ( nos , grafo , t r a f e g o ) ; % d i s j o i n t paths

Caminhos={};
aux c=0;

aux p=0;

f o r i =1:numero caminho % path l i s t

i f ( f l o o r ( i /2)== i /2)

aux p=aux p+1;

Caminhos{ i ,1}= ce l l2mat ( matr i z rede caminhos ( aux p , 3 ) ) ;

Caminhos{ i ,2}= i ;

e l s e

aux c=aux c+1;

Caminhos{ i ,1}= ce l l2mat ( matr i z rede caminhos ( aux c , 1 ) ) ;

Caminhos{ i ,2}= i ;

end

end

f o r l =1:numel ( origem ) % l i n k s with source and de s t i n a t i on node numbered

matrix aux{ l ,1}=origem ( l ) ;

matrix aux{ l ,2}= des t ino ( l ) ;

matrix aux{ l ,3}= l ;

end

count=(numero caminho∗Cores )+( l i n k s ∗Cores)+ l i n k s ; %t o t a l number o f v a r i a b l e s used correspond ing to f low
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%per demand per co lor , l i n k s per c o l o r and l i n k s

F=ze ro s ( count , 1 ) ;

f o r i =1: count % Object ive Function

i f ( i>count - l i n k s )

F( i ,1 )=1;

end

end

D=ze ro s ( ( numero demands+l i n k s ∗Cores ) , 1 ) ; % r i gh t s i d e o f the demamd equat ion

W=t r i u ( t ra f ego , 1 ) ;

m=0;

f o r i =1: nos

f o r y=1: nos

i f (W( i , y )~=0)

m=m+1;

d aux{m,1}= i ;

d aux{m,2}=y ;

d aux{m,3}=m;

end

end

end

f o r i =1:numero demands

D( i ,1 )=1 ;

end

Z=ze ro s ( numel ( origem )∗Cores , 1 ) ;

d=ze ro s ( numel (D) , numel (F ) ) ;

f o r t=1:Cores

f o r z=1: s i z e (Caminhos , 1 )

caminho=ce l l2mat (Caminhos ( z , 1 ) ) ;

p=s i z e ( caminho , 2 ) ;

f o r i =1: s i z e ( d aux , 1 )

i f ( ce l l 2mat ( d aux ( i ,1))==caminho (1) &&

ce l l2mat ( d aux ( i ,2))==caminho (p ) )

x=ce l l2mat ( d aux ( i , 3 ) ) ;

y=ce l l2mat (Caminhos ( z ,2 ) )+( numero caminho ∗( t - 1 ) ) ;

d (x , y )=1;

end

end

end

end

count aux=numero caminho∗Cores+1;

f o r z=numero demands+1: s i z e (d , 1 )

d( z , count aux )= -1;

count aux=count aux+1;

end

g=( s i z e (F, 1 ) - l i n k s )+1;

f o r z=numero demands+1:( s i z e (d , 1 ) )

i f g<( s i z e (F,1))+1

d( z , g )=1;

g=g+1;

e l s e

g=( s i z e (F, 1 ) - l i n k s )+1;

d( z , g )=1;

g=g+1;

end

end

c=ze ro s ( numel (Z) , numel (F ) ) ;

f o r r=1:Cores

f o r z=1: s i z e (Caminhos , 1 )

caminho=ce l l2mat (Caminhos ( z , 1 ) ) ;

f o r j =1:( numel ( caminho ) -1 )

f o r i =1: s i z e ( matrix aux , 1 )

i f ( ce l l 2mat ( matrix aux ( i ,1))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,2))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) )+( l i n k s ∗( r - 1 ) ) ;

y=ce l l2mat (Caminhos ( z ,2 ) )+( numero caminho ∗( r - 1 ) ) ;
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c (x , y )=1;

e l s e i f ( ce l l 2mat ( matrix aux ( i ,2))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,1))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) )+( l i n k s ∗( r - 1 ) ) ;

y=ce l l2mat (Caminhos ( z ,2 ) )+( numero caminho ∗( r - 1 ) ) ;

c (x , y )=1;

end

end

end

end

end

k=numero caminho∗Cores+1;

f o r j =1: s i z e ( c , 1 )

i f k<s i z e ( c , 2 ) - l i n k s+1

c ( j , k )= -1;

k=k+1;

end

end

lb=ze ro s ( count , 1 ) ;

f o r i =1: s i z e (F , 1 )

i f i>(numero caminho∗Cores ) && i<=(s i z e (F, 1 ) - l i n k s )

ub( i , 1 )=1 ;

e l s e

ub( i ,1)= i n f ;

end

end

in t =1:1: s i z e (F , 1 ) ;

[X O G K]= i n t l i n p r o g (F , int , -d , -D, c , Z , lb , ub)

Caminhos usados = [ ] ;

t=0;

f o r c o l o r =1:Cores

f o r x=1:numero caminho

i f (X(x+(co lo r - 1 )∗ numero caminho )~=0)

t=t+1;

Caminhos usados{t ,1}= ce l l2mat (Caminhos (x , 1 ) ) ;

Caminhos usados{t ,2}= co l o r ;

end

end

end

A.7. Examples 11 and 12

%% Anel Trabalho

%ORIGEM

o= [1 2 3 4 5 6 1 6 5 4 3 2 2 6 3 5 ] ;

%DESTINO

d= [2 3 4 5 6 1 6 5 4 3 2 1 6 2 5 3 ] ;

%DISTANCIA

c= [500 500 500 800 500 800 800 500 800 500 500 500 300 300 300 3 0 0 ] ;

%GRAFO

gra fo= digraph (o , d , c ) ;

%INTERFACE GRAFO

f i g u r e

p p r i n c i p a l=p lo t ( grafo , ' Edgelabe l ' , g ra fo .Edges .Weight ) ;

nos=6;

origem=[1 2 3 4 5 6 2 3 ] ;

d e s t ino =[2 3 4 5 6 1 6 5 ] ;

d i s t an c i a =[500 500 500 800 500 800 300 3 0 0 ] ;

l i n k s =8;

Cores=5;

t o t o =[1 1 1 1 1 2 2 2 2 3 3 3 4 4 5 ] ;

t o t d =[2 3 4 5 6 3 4 5 6 4 5 6 5 6 6 ] ;

t o t l= [ 0 1 0 0 0 1 ;

1 0 1 0 0 1 ;

0 1 0 1 1 0 ;
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0 0 1 0 1 0 ;

0 0 1 1 0 1 ;

1 1 0 0 1 0 ] ;

[ t r a f e g o r e d e ]= t r a f e g o ( nos ) ;

N=2;

f o r m=1:numel ( t o t o )

[ DIST T , PATH T] = graphkshorte s tpaths ( t o t l , t o t o (m) , to t d (m) , N) ;

n=3;

f o r i =1:N

j=i - 2 ;

matr iz caminhos{m, i}=ce l l2mat (PATH T( i ) ) ;%candidate path l i s t per demand

matr i z caminhos d i s t {m, i }=(DIST T( i ) ) ;

end

end

numero caminho=s i z e ( matriz caminhos , 1 )∗N;

numero demands=length ( to t d ) ;

Caminhos={};
aux c=0;

aux p=0;

f o r i =1:numero caminho

i f ( f l o o r ( i /2)== i /2)

aux p=aux p+1;

Caminhos{ i ,1}= ce l l2mat ( matr iz caminhos ( aux p , 2 ) ) ;

Caminhos{ i ,2}= i ;

e l s e

aux c=aux c+1;

Caminhos{ i ,1}= ce l l2mat ( matr iz caminhos ( aux c , 1 ) ) ;

Caminhos{ i ,2}= i ;

end

end

f o r l =1:numel ( origem )

matrix aux{ l ,1}=origem ( l ) ;

matrix aux{ l ,2}= des t ino ( l ) ;

matrix aux{ l ,3}= l ;

end

count=(numero caminho∗Cores )+( l i n k s ∗Cores)+ s i z e ( matrix aux , 1 ) ;

F=ze ro s ( count , 1 ) ;

f o r i =1: count

i f ( i>count - l i n k s )

F( i ,1 )=1;

end

end

D=ze ro s ( ( numero demands+l i n k s ∗Cores ) , 1 ) ;

W=t r i u ( Trafego , 1 ) ;

m=0;

f o r i =1: nos

f o r y=1: nos

i f (W( i , y )~=0)

m=m+1;

D(m,1)=1;

d aux{m,1}= i ;

d aux{m,2}=y ;

d aux{m,3}=m;

end

end

end

Z=ze ro s ( numel ( origem )∗Cores , 1 ) ;

d=ze ro s ( numel (D) , numel (F ) ) ;

f o r t=1:Cores

f o r z=1: s i z e (Caminhos , 1 )

caminho=ce l l2mat (Caminhos ( z , 1 ) ) ;

p=s i z e ( caminho , 2 ) ;

f o r i =1: s i z e ( d aux , 1 )

i f ( ce l l 2mat ( d aux ( i ,1))==caminho (1) && ce l l2mat ( d aux ( i ,2))==caminho (p ) )
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x=ce l l2mat ( d aux ( i , 3 ) ) ;

y=ce l l2mat (Caminhos ( z ,2 ) )+( numero caminho ∗( t - 1 ) ) ;

d (x , y )=1;

end

end

end

end

count aux=numero caminho∗Cores+1;

f o r z=numero demands+1: s i z e (d , 1 )

d( z , count aux )= -1;

count aux=count aux+1;

end

g=( s i z e (F, 1 ) - l i n k s )+1;

f o r z=numero demands+1:( s i z e (d , 1 ) )

i f g<( s i z e (F,1))+1

d( z , g )=1;

g=g+1;

e l s e

g=( s i z e (F, 1 ) - l i n k s )+1;

d( z , g )=1;

g=g+1;

end

end

c=ze ro s ( numel (Z) , numel (F ) ) ;

f o r r=1:Cores

f o r z=1: s i z e (Caminhos , 1 )

caminho=ce l l2mat (Caminhos ( z , 1 ) ) ;

f o r j =1:( numel ( caminho ) -1 )

f o r i =1: s i z e ( matrix aux , 1 )

i f ( ce l l 2mat ( matrix aux ( i ,1))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,2))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) )+( l i n k s ∗( r - 1 ) ) ;

y=ce l l2mat (Caminhos ( z ,2 ) )+( numero caminho ∗( r - 1 ) ) ;

c (x , y )=1;

e l s e i f ( ce l l 2mat ( matrix aux ( i ,2))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,1))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) )+( l i n k s ∗( r - 1 ) ) ;

y=ce l l2mat (Caminhos ( z ,2 ) )+( numero caminho ∗( r - 1 ) ) ;

c (x , y )=1;

end

end

end

end

end

k=numero caminho∗Cores+1;

f o r j =1: s i z e ( c , 1 )

i f k<s i z e ( c , 2 ) - l i n k s+1

c ( j , k )= -1;

k=k+1;

end

end

lb=ze ro s ( count , 1 ) ;

f o r i =1: s i z e (F , 1 )

i f i>(numero caminho∗Cores ) && i<=(s i z e (F, 1 ) - l i n k s )

ub( i , 1 )=1 ;

e l s e

ub( i ,1)= i n f ;

end

end

in t =1:1: s i z e (F , 1 ) ;

[X, O, G, K]= i n t l i n p r o g (F , int , -d , -D, c , Z , lb , ub)

Caminhos usados = [ ] ;

t=0;

f o r c o l o r =1:Cores

f o r x=1:numero caminho
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i f (X(x+(co lo r - 1 )∗ numero caminho )~=0)

t=t+1;

Caminhos usados{t ,1}= ce l l2mat (Caminhos (x , 1 ) ) ;

Caminhos usados{t ,2}= co l o r ;

end

end

end

A.8. Example 13

The equivalent parameter used in the Alternative ILP Formulation and RWA formulation

are shown in Table A.4.

Variable
RWA ILP
formulation

Alternative RWA
formulation

Total number of nodes V N
Specific node v n

Total number of links E L
Specific link e l

Total number of demands D S
Specific demand d s

Total number of colors C W
Specific color c w

Number of times the color is used z ce F l

Demand volume hds ts

Link capacity ye –
Total number of candidate paths per demand Pd Ps

Specific path p p
Specific candidate path for demand Pdp ps

Flow xdpc f pw
Link-path relation δedp F l

Table A.4. Comparison between RWA ILP formulation parameters and alternative
RWA formulation parameters.

%ORIGEM

o= [1 2 3 4 5 1 5 4 3 2 1 2 4 4 ] ;

%DESTINO

d= [2 3 4 5 1 5 4 3 2 1 4 4 1 2 ] ;

%DISTANCIA

c= [1 1 1 1 1 1 1 1 1 1 1 1 1 1 ] ;

%GRAFO

gra fo= digraph (o , d , c ) ;

%INTERFACE GRAFO

f i g u r e

p p r i n c i p a l=p lo t ( grafo , ' Edgelabe l ' , g ra fo .Edges .Weight ) ;

nos=5;

origem=[1 2 3 4 5 1 5 4 3 2 1 2 4 4 ] ;

d e s t ino =[2 3 4 5 1 5 4 3 2 1 4 4 1 2 ] ;

d i s t an c i a =[1 1 1 1 1 1 1 1 1 1 1 1 1 1 ] ;

l i n k s =14;

Cores=2;

t o t o =[1 2 3 3 4 4 5 5 ] ;

t o t d =[3 4 1 5 2 5 3 4 ] ;

t o t l= [ 0 0 1 0 0 ;

0 0 0 1 0 ;

1 0 0 0 1 ;

0 1 0 0 1 ;

0 0 1 1 0 ] ;

[ t r a f e g o r e d e ]= t r a f e g o ( nos ) ;

matr iz caminhos {1 ,1}=[1 ,2 , 3 ] ;
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matriz caminhos {1 ,2}=1;

matr iz caminhos {2 ,1}=[1 ,4 , 3 ] ;

matr iz caminhos {2 ,2}=2;

matr iz caminhos {3 ,1}=[2 ,4 ] ;

matr iz caminhos {3 ,2}=3;

matr iz caminhos {4 ,1}=[2 ,1 , 4 ] ;

matr iz caminhos {4 ,2}=4;

matr iz caminhos {5 ,1}=[3 ,2 , 1 ] ;

matr iz caminhos {5 ,2}=5;

matr iz caminhos {6 ,1}=[3 ,4 , 1 ] ;

matr iz caminhos {6 ,2}=6;

matr iz caminhos {7 ,1}=[3 ,4 , 5 ] ;

matr iz caminhos {7 ,2}=7;

matr iz caminhos {8 , 1}=[3 ,2 , 1 , 5 ] ;

matr iz caminhos {8 ,2}=8;

matr iz caminhos {9 ,1}=[4 ,2 ] ;

matr iz caminhos {9 ,2}=9;

matr iz caminhos {10 ,1}=[4 ,3 , 2 ] ;

matr iz caminhos {10 ,2}=10;

matr iz caminhos {11 ,1}=[4 ,5 ] ;

matr iz caminhos {11 ,2}=11;

matr iz caminhos {12 ,1}=[4 ,1 , 5 ] ;

matr iz caminhos {12 ,2}=12;

matr iz caminhos {13 ,1}=[5 ,4 , 3 ] ;

matr iz caminhos {13 ,2}=13;

matr iz caminhos {14 ,1}=[5 ,1 , 2 , 3 ] ;

matr iz caminhos {14 ,2}=14;

matr iz caminhos {15 ,1}=[5 ,4 ] ;

matr iz caminhos {15 ,2}=15;

matr iz caminhos {16 ,1}=[5 ,1 , 4 ] ;

matr iz caminhos {16 ,2}=16;

numero caminho=s i z e ( matriz caminhos , 1 ) ;

numero demands=length ( t o t o ) ;

Caminhos={};
aux c=0;

aux p=0;

f o r i =1: s i z e ( matriz caminhos , 1 )

Caminhos{ i ,1}= ce l l2mat ( matr iz caminhos ( i , 1 ) ) ;

Caminhos{ i ,2}= i ;

end

f o r l =1:numel ( origem )

matrix aux{ l ,1}=origem ( l ) ;

matrix aux{ l ,2}= des t ino ( l ) ;

matrix aux{ l ,3}= l ;

end

count=(numero caminho∗Cores )+( l i n k s ∗Cores)+ s i z e ( matrix aux , 1 ) ;

F=ze ro s ( count , 1 ) ;

f o r i =1: count

%i f ( i>count - l i n k s ) %minimizar capacidade

i f ( i>numero caminho && i<=count - l i n k s ) %minimizar co r e s

F( i ,1 )=1;

end

end

aux D=l i n k s ∗Cores+numero demands

D=ze ro s ( ( aux D ) , 1 ) ;

f o r i =1:numero demands

D( i ,1 )=1 ;

end

W=t o t l ;

m=0;

f o r i =1: nos

f o r y=1: nos

i f (W( i , y )~=0)

m=m+1;

d aux{m,1}= i ;
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d aux{m,2}=y ;

d aux{m,3}=m;

end

end

end

Z=ze ro s ( l i n k s ∗Cores , 1 ) ;

d=ze ro s ( numel (D) , numel (F ) ) ;

f o r t=1:Cores

f o r z=1: s i z e (Caminhos , 1 )

caminho=ce l l2mat (Caminhos ( z , 1 ) ) ;

p=s i z e ( caminho , 2 ) ;

f o r i =1: s i z e ( d aux , 1 )

i f ( ce l l 2mat ( d aux ( i ,1))==caminho (1) && ce l l2mat ( d aux ( i ,2))==caminho (p ) )

x=ce l l2mat ( d aux ( i , 3 ) ) ;

y=ce l l2mat (Caminhos ( z ,2 ) )+( numero caminho ∗( t - 1 ) ) ;

d (x , y )=1;

end

end

end

end

count aux=numero caminho∗Cores+1;

f o r z=numero demands+1: s i z e (d , 1 )

d( z , count aux )= -1;

count aux=count aux+1;

end

g=( s i z e (F, 1 ) - l i n k s )+1;

f o r z=numero demands+1:( s i z e (d , 1 ) )

i f g<( s i z e (F,1))+1

d( z , g )=1;

g=g+1;

e l s e

g=( s i z e (F, 1 ) - l i n k s )+1;

d( z , g )=1;

g=g+1;

end

end

c=ze ro s ( numel (Z) , numel (F ) ) ;

f o r r=1:Cores

f o r z=1: s i z e (Caminhos , 1 )

caminho=ce l l2mat (Caminhos ( z , 1 ) ) ;

f o r j =1:( numel ( caminho ) -1 )

f o r i =1: s i z e ( matrix aux , 1 )

i f ( ce l l 2mat ( matrix aux ( i ,1))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,2))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) )+( l i n k s ∗( r - 1 ) ) ;

y=ce l l2mat (Caminhos ( z ,2 ) )+( numero caminho ∗( r - 1 ) ) ;

c (x , y )=1;

end

end

end

end

end

k=numero caminho∗Cores+1;

f o r j =1: s i z e ( c , 1 )

i f k<s i z e ( c , 2 ) - l i n k s+1

c ( j , k )= -1;

k=k+1;

end

end

lb=ze ro s ( count , 1 ) ;

f o r i =1: s i z e (F , 1 )

i f i>(numero caminho∗Cores ) && i<=(s i z e (F, 1 ) - l i n k s )

ub( i , 1 )=1 ;

e l s e

ub( i ,1)= i n f ;
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end

end

in t =1:1: s i z e (F , 1 ) ;

[X, O, G, K]= i n t l i n p r o g (F , int , -d , -D, c , Z , lb , ub )

toc

Caminhos usados = [ ] ;

t=0;

f o r c o l o r =1:Cores

f o r x=1:numero caminho

i f (X(x+(co lo r - 1 )∗ numero caminho )~=0)

t=t+1;

Caminhos usados{t ,1}= ce l l2mat (Caminhos (x , 1 ) ) ;

Caminhos usados{t ,2}= co l o r ;

end

end

end

A.9. ILP formulations applied in the portuguese backbone networked

M= { [ 1 , 3 , 2 ] ; [ 1 , 2 , 3 ] ; [ 1 , 3 , 5 , 4 ] ; [ 1 , 2 , 3 , 5 ] ; [ 1 , 2 , 4 , 6 ] ; [ 1 , 2 , 4 , 6 , 8 , 7 ] ; [ 1 , 2 , 4 , 6 , 8 ] ; [ 1 , 3 , 5 , 4 , 9 ] ;

[ 1 , 2 , 4 , 9 , 1 0 ] ; [ 1 , 2 , 4 , 9 , 1 0 , 1 1 ] ; [ 1 , 1 1 , 1 2 ] ; [ 2 , 1 , 3 ] ; [ 2 , 3 , 5 , 4 ] ; [ 2 , 4 , 5 ] ; [ 2 , 4 , 6 ] ; [ 2 , 4 , 6 , 8 , 7 ] ;

[ 2 , 4 , 6 , 8 ] ; [ 2 , 3 , 5 , 4 , 9 ] ; [ 2 , 1 , 1 1 , 1 0 ] ; [ 2 , 4 , 9 , 1 0 , 1 1 ] ; [ 2 , 1 , 1 1 , 1 2 ] ; [ 3 , 2 , 4 ] ; [ 3 , 2 , 4 , 5 ] ; [ 3 , 2 , 4 , 6 ] ;

[ 3 , 2 , 4 , 6 , 7 ] ; [ 3 , 2 , 4 , 6 , 8 ] ; [ 3 , 2 , 4 , 9 ] ; [ 3 , 2 , 4 , 9 , 1 0 ] ; [ 3 , 2 , 1 , 1 1 ] ; [ 3 , 2 , 1 , 1 2 ] ; [ 4 , 2 , 3 , 5 ] ; [ 4 , 5 , 6 ] ;

[ 4 , 5 , 6 , 7 ] ; [ 4 , 5 , 6 , 8 ] ; [ 4 , 6 , 8 , 9 ] ; [ 4 , 2 , 1 , 1 1 , 1 0 ] ; [ 4 , 5 , 3 , 1 , 1 1 ] ; [ 4 , 5 , 3 , 1 , 1 2 ] ; [ 5 , 4 , 6 ] ; [ 5 , 4 , 6 , 7 ] ;

[ 5 , 4 , 6 , 8 ] ; [ 5 , 6 , 4 , 9 ] ; [ 5 , 6 , 4 , 9 , 1 0 ] ; [ 5 , 3 , 2 , 1 , 1 1 ] ; [ 5 , 3 , 2 , 1 , 1 2 ] ; [ 6 , 8 , 7 ] ; [ 6 , 7 , 8 ] ; [ 6 , 5 , 4 , 9 ] ;

[ 6 , 5 , 4 , 9 , 1 0 ] ; [ 6 , 5 , 3 , 2 , 1 , 1 1 ] ; [ 6 , 5 , 3 , 2 , 1 , 1 2 ] ; [ 7 , 6 , 8 ] ; [ 7 , 8 , 6 , 4 , 9 ] ; [ 7 , 8 , 6 , 4 , 9 , 1 0 ] ;

[ 7 , 6 , 5 , 3 , 2 , 1 , 1 1 ] ; [ 7 , 6 , 5 , 3 , 2 , 1 , 1 2 ] ; [ 8 , 6 , 7 , 4 , 9 ] ; [ 8 , 7 , 6 , 4 , 9 , 1 0 ] ; [ 8 , 6 , 5 , 3 , 2 , 1 , 1 1 ] ;

[ 8 , 6 , 5 , 3 , 2 , 1 , 1 2 ] ; [ 9 , 4 , 2 , 1 , 1 1 , 1 0 ] ; [ 9 , 4 , 5 , 3 , 1 , 1 1 ] ; [ 9 , 4 , 5 , 3 , 1 , 1 2 ] ; [ 1 0 , 9 , 4 , 2 , 1 , 1 1 ] ;

[ 1 0 , 9 , 4 , 2 , 1 , 1 2 ] [ 1 1 , 1 , 1 2 ] } ;

%% Topologia

Origem=[1 1 2 2 3 5 5 4 6 7 6 4 8 9 10 1 11 12 2 3 3 4 5 4 6 6 7 8 8 9 9 10 11 11 12 1 ] ;

Dest ino=[2 3 3 4 5 4 6 6 7 8 8 9 9 10 11 11 12 1 1 1 2 2 3 5 5 4 6 7 6 4 8 9 10 1 11 1 2 ] ;

D i s tanc ia =[76 142 70 136 113 58 67 116 70 47 53 84 424 386 278 298 1010 1050 76 142 70 136

113 58 67 116 70 47 53 84 424 386 278 298 1010 1050 ] ;

g ra f o= digraph (Origem , Destino , D i s tanc ia ) ;

p=p lo t ( grafo , 'EdgeLabel ' , g ra fo .Edges .Weight ) ;

Nos=12;

max f ibra=87;

d caminho= [0 76 142 0 0 0 0 0 0 0 298 1050 ;

76 0 70 136 0 0 0 0 0 0 0 0 ;

142 70 0 0 113 0 0 0 0 0 0 0 ;

0 136 0 0 58 116 0 0 84 0 0 0 ;

0 0 113 58 0 67 0 0 0 0 0 0 ;

0 0 0 116 67 0 70 53 0 0 0 0 ;

0 0 0 0 0 70 0 47 0 0 0 0 ;

0 0 0 0 0 53 47 0 424 0 0 0 ;

0 0 0 84 0 0 0 424 0 386 0 0 ;

0 0 0 0 0 0 0 0 386 0 1010 0 ;

298 0 0 0 0 0 0 0 0 278 0 1010 ;

1050 0 0 0 0 0 0 0 0 0 1010 0 ] ;

Trafego=[0 104 137 104 207 3322 21 104 91 104 203 75 ;

104 0 21 104 21 21 104 21 75 21 21 21 ;

137 21 0 104 21 21 125 21 21 63 42 21 ;

104 104 104 0 89 21 53 21 21 21 21 21 ;

207 21 21 89 0 42 63 21 83 21 42 87 ;

3322 21 21 21 42 0 83 42 42 21 21 21 ;

21 104 125 53 63 83 0 116 53 42 145 42 ;

104 21 21 21 21 42 116 0 21 21 21 21 ;

91 75 21 21 83 42 53 21 0 42 21 21 ;

104 21 63 21 21 21 42 21 42 0 68 42 ;

203 21 42 21 42 21 145 21 21 68 0 21 ;

75 21 21 21 87 21 42 21 21 42 21 0 ] ;

[ caminhos ]=caminhos R (Nos , g ra fo ) ;

%existem 18 l i n k s

Orig=[1 1 2 2 3 5 5 4 6 7 6 4 8 9 10 1 11 1 ] ;
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Dest=[2 3 3 4 5 4 6 6 7 8 8 9 9 10 11 11 12 1 2 ] ;

Dist =[76; 142 ; 70 ; 136 ; 113 ; 58 ; 67 ; 116 ; 70 ; 47 ; 53 ; 84 ; 424 ; 386 ; 278 ; 298 ; 1010 ; 1 0 50 ] ;

O=[1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 4 4 4 4 4 4 4 4 5 5 5 5 5 5

5 6 6 6 6 6 6 7 7 7 7 7 8 8 8 8 9 9 9 10 10 1 1 ] ;

D=[2 3 4 5 6 7 8 9 10 11 12 3 4 5 6 7 8 9 10 11 12 4 5 6 7 8 9 10 11 12 5 6 7 8 9 10 11 12

6 7 8 9 10 11 12 7 8 9 10 11 12 8 9 10 11 12 9 10 11 12 10 11 12 11 12 1 2 ] ;

x=numel ( caminhos ) ;

p=x /2 ;

aux=ze ro s (p , 1 ) ;

f o r m=1:numel (O)

[ DIST T , PATH T ] = graphkshorte s tpaths ( d caminho , O(m) , D(m) , 2 ) ;

matr iz caminhos{m,1}= ce l l2mat (PATH T( 1 ) ) ;

matr iz caminhos{m,2}=DIST T ( 1 ) ;

matr iz caminhos{m,3}= ce l l2mat (M(m) ) ;

matr iz caminhos{m,4}=DIST T ( 2 ) ;

end

f o r l =1:numel ( Orig )

matrix aux{ l ,1}=Orig ( l ) ;

matrix aux{ l ,2}=Dest ( l ) ;

matrix aux{ l ,3}= l ;

end

count=numel ( aux )+1;

F=ze ro s ( count , 1 ) ;

f o r i =1: count

i f ( i>numel ( aux ) )

F( i ,1 )=1;

end

end

aux caminhos = [ ] ;

f o r i =1: s i z e ( aux )

i f b i t g e t ( i , 1 )

c=i /2+0 . 5 ;

aux caminhos{ i ,1}= ce l l2mat ( matr iz caminhos ( c , 1 ) ) ;

aux caminhos{ i ,2}= i ;

e l s e

c=i /2 ;

aux caminhos{ i ,1}= ce l l2mat ( matr iz caminhos ( c , 3 ) ) ;

aux caminhos{ i ,2}= i ;

end

end

D= [ ] ;

W=t r i u ( Trafego , 1 ) ;

m=0;

f o r i =1:Nos

f o r y=1:Nos

i f (W( i , y )~=0)

m=m+1;

D(m,1)=W( i , y ) ;

d aux{m,1}= i ;

d aux{m,2}=y ;

d aux{m,3}=m;

end

end

end

C=ze ro s ( numel ( Orig ) , 1 ) ;

c=ze ro s ( numel (C) , numel (F ) ) ;

f o r z=1: s i z e ( aux caminhos , 1 )

caminho=ce l l2mat ( aux caminhos ( z , 1 ) ) ;

f o r j =1:( numel ( caminho ) -1 )

f o r i =1: s i z e ( matrix aux , 1 )

i f ( ce l l 2mat ( matrix aux ( i ,1))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,2))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) ) ;

y=ce l l2mat ( aux caminhos ( z , 2 ) ) ;

c (x , y )=1;
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e l s e i f ( ce l l 2mat ( matrix aux ( i ,2))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,1))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) ) ;

y=ce l l2mat ( aux caminhos ( z , 2 ) ) ;

c (x , y )=1;

end

end

end

f o r m=1: s i z e ( c , 1 )

c (m, numel ( aux )+1)= -1;

end

end

d=ze ro s ( numel (D) , numel (F ) ) ;

f o r z=1: s i z e ( aux caminhos , 1 )

caminho=ce l l2mat ( aux caminhos ( z , 1 ) ) ;

p=s i z e ( caminho , 2 ) ;

f o r i =1: s i z e ( d aux , 1 )

i f ( ce l l 2mat ( d aux ( i ,1))==caminho (1) &&

ce l l2mat ( d aux ( i ,2))==caminho (p ) )

x=ce l l2mat ( d aux ( i , 3 ) ) ;

y=ce l l2mat ( aux caminhos ( z , 2 ) ) ;

d (x , y )=1;

end

end

end

lb=ze ro s ( count , 1 ) ;

ub=i n f ( count , 1 ) ;

f o r i =1: s i z e (F)

i n t ( i )= i ;

end

[X, O, G, K]= i n t l i n p r o g (F , int , c , C, d , D, lb , ub)

aux r e su l t ado s = [ ] ;

f o r i =1: s i z e ( aux , 1 )

aux r e su l t ado s { i ,1}=X( i ) ;

aux r e su l t ado s { i ,2}= i ;

end

f o r z=1: s i z e ( aux caminhos , 1 )

caminho=ce l l2mat ( aux caminhos ( z , 1 ) ) ;

f o r j =1:( numel ( caminho ) -1 )

f o r i =1: s i z e ( matrix aux , 1 )

i f ( ce l l 2mat ( matrix aux ( i ,1))==caminho ( j )

&& ce l l2mat ( matrix aux ( i ,2))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) ) ;

y=ce l l2mat ( aux caminhos ( z , 2 ) ) ;

f o r t=1: s i z e ( aux caminhos , 1 )

i f ( ce l l 2mat ( aux r e su l t ado s ( t ,2))==y)

r e su l t ado s (x , y)=ce l l2mat ( aux r e su l t ado s ( t , 1 ) ) ;

end

end

e l s e i f ( ce l l 2mat ( matrix aux ( i ,2))==caminho ( j )

&& ce l l2mat ( matrix aux ( i ,1))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) ) ;

y=ce l l2mat ( aux caminhos ( z , 2 ) ) ;

f o r t=1: s i z e ( aux caminhos , 1 )

i f ( ce l l 2mat ( aux r e su l t ado s ( t ,2))==y)

r e su l t ado s (x , y)=ce l l2mat ( aux r e su l t ado s ( t , 1 ) ) ;

end

end

end

end

end

end

R=ze ro s ( numel (C) , 3 ) ;

f o r i =1: s i z e ( r e su l tados , 1 )

R( i ,1)= ce l l2mat ( matrix aux ( i , 1 ) ) ;
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R( i ,2)= ce l l2mat ( matrix aux ( i , 2 ) ) ;

f o r j =1: s i z e ( r e su l tados , 2 )

aux count=(R( i , 3 ) ) ;

count=r e su l t ado s ( i , j ) ;

R( i ,3)= aux count+count ;

end

end
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APPENDIX B

OSNR path calculation details in Chapter 3

In this appendix, some additional results concerning the paths example used throughout

Chapter 3 are presented.

Firstly, the total OSNRs calculated only with the ASE noise for each one of the candidate

paths are presented in Table B.1, for an amplifier maximum gain of 23 dB. In Tables B.2 and

B.3, for the optical channel power of 1.46 dBm obtained for the longest candidate path in the

COST 239 network, P35, the total OSNRs are shown, respectively calculated considering only

the ASE noise (Table B.2) and considering only the NLI (Table B.3).

Pdp OSNRtot,m [dB] Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m

P11 16 P12 15.4 P13 15.1 P14 14.4 P15 13.8
P21 17.4 P22 16 P23 14.4 P24 14.2 P25 14
P31 19.4 P32 15.9 P33 15 P34 13.7 P35 13.4
P41 16.3 P42 15.2 P43 15.4 P44 14.8 P45 14.3

Table B.1. Total OSNR with ASE noise for the candidate paths for demands 1 to 4
with Gmax=23 dB for network COST 239.

Pdp OSNRtot,m [dB] Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m

P11 16.1 P12 16.8 P13 16.5 P14 15 P15 15.3
P21 18.9 P22 16.3 P23 14.9 P24 14.7 P25 14.3
P31 20.8 P32 16.6 P33 15.5 P34 15.2 P35 13.6
P41 17.7 P42 15.6 P43 16.2 P44 15.3 P45 15.8

Table B.2. Total OSNR with ASE noise for the candidate paths for demands 1 to 4
with Pm=1.46 dBm for network COST 239.

Pdp OSNRtot,m [dB] Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m Pdp OSNRtot,m

P11 19.7 P12 19.2 P13 18.5 P14 18.2 P15 17.6
P21 21.2 P22 19.7 P23 18.2 P24 17.6 P25 17.6
P31 23.6 P32 19.7 P33 18.5 P34 17.6 P35 16.6
P41 20.1 P42 18.9 P43 18.5 P44 18.2 P45 17.9

Table B.3. Total OSNR with NLI noise for the candidate paths for demands 1 to 4
with Pm=1.46 dBm for network COST 239.
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APPENDIX C

Complementary material used in Chapter 4

C.1. Real network topologies

The real network topologies that are presented are used in Chapter 4 the solve the RWA

problem. In the four network topologies the nodes are numbered sequentially with no particular

order.

Figure C1 shows the physical topology of the network Cost 239 [16]. The physical topology

has eleven nodes and twenty-six links. The longest connection has 953 km between nodes one

and two, the shortest link is between nodes three and five with 171 km. The average node degree

is 4.73.
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Figure C1. Optical network COST 239 physical topology.

Figure C2 shows the physical topology of the network NSFNET [24]. The physical topology

has fourteen nodes and twenty-one links. The longest connection has 2828 km between nodes

one and eight, the shortest link is between nodes ten and fourteen with 246 km. The average

node degree is 3.

Figure C3 shows the physical topology of the network UBN [25]. The physical topology has

twenty-four nodes and forty-three links. The longest connection has 2600 km between nodes

fifteen and nineteen, the shortest link is between nodes three and four with 250 km. The average

node degree is 3.58.
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Figure C3. Optical network UBN physical topology.

Figure C4 shows the physical topology of the network CONUS 30 [6]. The physical topology

has thirty nodes and thirty-six links. The longest connection has 1463 km between nodes twenty-

two and twenty-seven, the shortest link is between nodes twenty-four and twenty-five with 69

km. The average node degree is 2.40.

C.2. First Fit and Most Used algorithms

First Fit algorithm
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Figure C4. Optical network CONUS 30 physical topology.

f unc t i on [ comp onda]= F i r s t F i t ( origem , dest ino , t r a f e go r ede , caminhos , max f ibra )

matrix aux={};
comp onda=c e l l ( he ight ( caminhos ) , 3 ) ;

f o r l =1:numel ( origem ) %l i n k s source and de s t i n a t i on numbered

matrix aux{ l ,1}=origem ( l ) ;

matrix aux{ l ,2}= des t ino ( l ) ;

matrix aux{ l ,3}= l ;

end

count=0;

whi le t rue %wavelengths a v a i l a b l e

i f count<max f ibra

count=count+1;

Wavelengths ( count ,1)= count ;

e l s e

break ;

end

end

f o r i =1: s i z e ( max fibra , 1 ) %wavelengths a v a i l a b l e per l i n k s

f o r x=2:( s i z e ( matrix aux ,1)+1)

Wavelengths ( i , x )=0;

end

end

f o r l =1: s i z e ( caminhos , 1 ) %path and t r a f f i c

p=ce l l2mat ( caminhos ( l , 1 ) ) ;

t r a f ego aux=t r a f e g o r e d e (p (1 ) , p( numel (p ) ) ) ;

comp onda ( l ,1)= caminhos ( l , 1 ) ;

f o r i =1: t r a f ego aux

comp onda{ l ,2}= i ;

end

end

f o r i =1: s i z e ( comp onda , 1 )

p=ce l l2mat ( comp onda ( i , 1 ) ) ;

aux caminho={};
f o r j =1:numel (p ) -1

f o r x=1: s i z e ( matrix aux , 1 ) %%l i s t with l i n k s used in the path numbered

i f ( ce l l 2mat ( matrix aux (x ,1))==p( j ) && ce l l2mat ( matrix aux (x ,2))==p( j +1))

m=he ight ( aux caminho ) ;

m=m+1;
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aux caminho{m,1}=matrix aux{x , 1 } ;

aux caminho{m,2}=matrix aux{x , 2 } ;

aux caminho{m,3}=matrix aux{x ,3}+1; %numbered l i n k corresponds to Wavelengths

e l s e i f ( ce l l 2mat ( matrix aux (x ,2))==p( j ) && ce l l2mat ( matrix aux (x ,1))==p( j +1))

m=he ight ( aux caminho ) ;

m=m+1;

aux caminho{m,1}=matrix aux{x , 1 } ;

aux caminho{m,2}=matrix aux{x , 2 } ;

aux caminho{m,3}=matrix aux{x ,3}+1;

end

end

end

t o t a l l i n k s u s e d p a t h=s i z e ( aux caminho , 1 ) ;

f l a g =1;

b locked path=0;

l i n k ={};
t=0;

f o r y=1: ce l l 2mat ( comp onda ( i , 2 ) ) %Tr a f f i c

f o r w=1: s i z e ( aux caminho , 1 )

l i n k {1 ,w}=(aux caminho{w, 3 } ) ;

end

l i n k 1=l i n k {1 ,1} ;
whi l e t rue

t=t+1;

i f Wavelengths ( t , l i n k 1 )==0 %v e r i f i e s i f the wavelengths i s not being

aux count=t ; %used in the 1 s t l i n k

FS se l e c t ed ={};
FS s e l e c t ed {1 ,1}=aux count ;

f l a g =0;

e l s e

f l a g =1;

end

i f t o t a l l i n k s u s e d p a t h~=1

f o r w=2: t o t a l l i n k s u s e d p a t h %v e r i f i e s the wavelength in the other l i n k s

l i n k d i f 1=l i n k {1 ,w} ;
f o r k j =1: l ength ( FS se l e c t ed )

f s u s i n g=FS se l e c t ed {1 , k j } ;
i f Wavelengths ( f s u s i n g , l i n k d i f 1 )==1

f l a g =1;

break ;

end

end

end

end

i f f l a g==0

break ;

end

i f t==max f ibra

blocked path=1;

break ;

end

end

f o r w=1: t o t a l l i n k s u s e d p a t h %saves the paths wavelength

x=l i n k {1 ,w} ;
i f b locked path~=1

f o r u=1: s i z e ( FS se l ec ted , 2 )

r=FS se l e c t ed {1 ,u } ;
Wavelengths ( r , x )=1;

comp onda{ i ,2+y}=Wavelengths ( r , 1 ) ;

end

e l s e

comp onda{ i ,4}= ' blocked ' ;
end

end

end
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end

Most Used algorithm

f unc t i on [ comp onda]=Most Used ( origem , dest ino , t r a f e go r ede , caminhos , max f ibra )

matrix aux={};
comp onda=c e l l ( he ight ( caminhos ) , 3 ) ;

f o r l =1:numel ( origem ) %l i n k s source and de s t i n a t i on numbered

matrix aux{ l ,1}=origem ( l ) ;

matrix aux{ l ,2}= des t ino ( l ) ;

matrix aux{ l ,3}= l ;

end

l i n k s=s i z e ( matrix aux , 1 ) ;%number o f l i n k s

count=0;

whi le t rue %wavelengths a v a i l a b l e

i f count<max f ibra

count=count+1;

Wavelengths ( count ,1)= count ;

e l s e

break ;

end

end

f o r i =1: s i z e ( max fibra , 1 )%wavelengths a v a i l a b l e per l i n k s

f o r x=2:( l i n k s +2)

Wavelengths ( i , x )=0;

end

end

f o r l =1: s i z e ( caminhos , 1 ) %path and t r a f f i c

p=ce l l2mat ( caminhos ( l , 1 ) ) ;

t r a f ego aux=t r a f e g o r e d e (p (1 ) , p( numel (p ) ) ) ;

comp onda ( l ,1)= caminhos ( l , 1 ) ;

f o r i =1: t r a f ego aux

comp onda{ l ,2}= i ;

end

end

f o r i =1: s i z e ( comp onda , 1 )

p=ce l l2mat ( comp onda ( i , 1 ) ) ;

aux caminho={};
f o r j =1:numel (p ) -1

f o r x=1: s i z e ( matrix aux , 1 ) %l i s t with l i n k s used in the path numbered

i f ( ce l l 2mat ( matrix aux (x ,1))==p( j ) && ce l l2mat ( matrix aux (x ,2))==p( j +1))

m=he ight ( aux caminho ) ;

m=m+1;

aux caminho{m,1}=matrix aux{x , 1 } ;

aux caminho{m,2}=matrix aux{x , 2 } ;

aux caminho{m,3}=matrix aux{x ,3}+1; %numbered l i n k corresponds to Wavelengths

e l s e i f ( ce l l 2mat ( matrix aux (x ,2))==p( j ) && ce l l2mat ( matrix aux (x ,1))==p( j +1))

m=he ight ( aux caminho ) ;

m=m+1;

aux caminho{m,1}=matrix aux{x , 1 } ;

aux caminho{m,2}=matrix aux{x , 2 } ;

aux caminho{m,3}=matrix aux{x ,3}+1;

end

end

end

t o t a l l i n k s u s e d p a t h=s i z e ( aux caminho , 1 ) ;

f l a g =1;

b locked path=0;

l i n k ={};
t=0;

f o r y=1: ce l l 2mat ( comp onda ( i , 2 ) ) %Tr a f f i c

f o r w=1: s i z e ( aux caminho , 1 ) l i s t o f l i n k s

l i n k {1 ,w}=(aux caminho{w, 3 } ) ;

end

l i n k 1=l i n k {1 ,1} ;
whi l e t rue
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t=t+1;

i f Wavelengths ( t , l i n k 1 )==0 %v e r i f i e s i f the wavelengths i s not being

aux count=t ; %used in the 1 s t l i n k

FS se l e c t ed ={};
FS s e l e c t ed {1 ,1}=aux count ;

f l a g =0;

e l s e

f l a g =1;

end

i f t o t a l l i n k s u s e d p a t h~=1

f o r w=2: t o t a l l i n k s u s e d p a t h %v e r i f i e s the wavelength in the other l i n k s

l i n k d i f 1=l i n k {1 ,w} ;
f o r k j =1: l ength ( FS se l e c t ed )

f s u s i n g=FS se l e c t ed {1 , k j } ;
i f Wavelengths ( f s u s i n g , l i n k d i f 1 )==1

f l a g =1;

break ;

end

end

end

end

i f f l a g==0

break ;

end

i f t==max f ibra

blocked path=1;

break ;

end

end

f o r w=1: t o t a l l i n k s u s e d p a t h %saves the paths wavelength

x=l i n k {1 ,w} ;
i f b locked path~=1

f o r u=1: s i z e ( FS se l ec ted , 2 )

r=FS se l e c t ed {1 ,u } ;
Wavelengths ( r , x )=1;

comp onda{ i ,2+y}=Wavelengths ( r , 1 ) ;

end

e l s e

comp onda{ i ,1}= ' blocked ' ;
end

end

end

e=s i z e (Wavelengths , 2 ) ;

f o r r=1: s i z e (Wavelengths , 1 ) %organ i z e s the wavelengths from the most used to the l e a s t

Sum aux=sum(Wavelengths ( r , 2 : ( l i n k s +1)) ,2 ) ;

Wavelengths ( r , e)=Sum aux ;

end

Wavelengths=sort rows (Wavelengths , - ( l i n k s +2)) ;

end

C.3. ILP solution for RWA

f unc t i on [ Caminhos usados , R, r e su l tados , Tempo]=

ILP RWA(Cores , N, nos , l i nk s , tot o , tot d , t o t l , origem , de s t ino )

t i c

[ t r a f e g o r e d e ]= t r a f e g o ( nos ) ;

f o r m=1:numel ( t o t o )

[ DIST T , PATH T] = graphkshorte s tpaths ( t o t l , t o t o (m) , to t d (m) , N) ;

matr iz caminhos{m,1}= to t o (m) ;

matr iz caminhos{m,2}= tot d (m) ;

mat r i z caminhos d i s t {m,1}= to t o (m) ;

mat r i z caminhos d i s t {m,2}= tot d (m) ;

f o r i =3:(N+2)

j=i - 2 ;

matr iz caminhos{m, i}=ce l l2mat (PATH T( j ) ) ;

102



Appendix C Complementary material used in Chapter 4

matr i z caminhos d i s t {m, i }=(DIST T( j ) ) ;

end

end

numero caminho=s i z e ( matriz caminhos , 1 )∗N;

numero demands=length ( t o t o ) ;

Caminhos={};
aux c=0;

f o r i =1: s i z e ( matriz caminhos , 1 )

f o r j =3:N+2

aux c=aux c+1;

Caminhos{aux c ,1}= ce l l2mat ( matr iz caminhos ( i , j ) ) ;

Caminhos{aux c ,2}=aux c ;

%Caminhos{aux c ,3}= ce l l2mat ( mat r i z caminhos d i s t ( i , j ) ) ;

end

end

f o r l =1:numel ( origem )

matrix aux{ l ,1}=origem ( l ) ;

matrix aux{ l ,2}= des t ino ( l ) ;

matrix aux{ l ,3}= l ;

end

N var i ab l e s=(numero caminho∗Cores )+( l i n k s ∗Cores)+ l i n k s ;

F=ze ro s ( N var iab le s , 1 ) ;

f o r i =1: N var i ab l e s

%i f ( i>N var iab le s - l i n k s ) %minimizar capacidade

i f ( i>numero caminho∗Cores && i<=N var iab le s - l i n k s ) %minimizar co r e s

F( i ,1 )=1;

end

end

aux D=l i n k s ∗Cores+numero demands

D=ze ro s ( ( aux D ) , 1 ) ;

f o r i =1:numero demands

D( i ,1 )=1 ;

end

W=t r i u ( t r a f e go r ede , 1 ) ;

m=0;

f o r i =1: nos

f o r y=1: nos

i f (W( i , y )~=0)

m=m+1;

d aux{m,1}= i ;

d aux{m,2}=y ;

d aux{m,3}=m;

end

end

end

Z=ze ro s ( l i n k s ∗Cores , 1 ) ;

d=ze ro s ( numel (D) , numel (F ) ) ;

f o r t=1:Cores

f o r z=1: s i z e (Caminhos , 1 )

caminho=ce l l2mat (Caminhos ( z , 1 ) ) ;

p=s i z e ( caminho , 2 ) ;

f o r i =1: s i z e ( d aux , 1 )

i f ( ce l l 2mat ( d aux ( i ,1))==caminho (1) && ce l l2mat ( d aux ( i ,2))==caminho (p ) )

x=ce l l2mat ( d aux ( i , 3 ) ) ;

y=ce l l2mat (Caminhos ( z ,2 ) )+( numero caminho ∗( t - 1 ) ) ;

d (x , y )=1;

end

end

end

end

count aux=numero caminho∗Cores+1;

f o r z=numero demands+1: s i z e (d , 1 )

d( z , count aux )= -1;

count aux=count aux+1;

end
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g=( s i z e (F, 1 ) - l i n k s )+1;

f o r z=numero demands+1:( s i z e (d , 1 ) )

i f g<( s i z e (F,1))+1

d( z , g )=1;

g=g+1;

e l s e

g=( s i z e (F, 1 ) - l i n k s )+1;

d( z , g )=1;

g=g+1;

end

end

c=ze ro s ( numel (Z) , numel (F ) ) ;

f o r r=1:Cores

f o r z=1: s i z e (Caminhos , 1 )

caminho=ce l l2mat (Caminhos ( z , 1 ) ) ;

f o r j =1:( numel ( caminho ) -1 )

f o r i =1: s i z e ( matrix aux , 1 )

i f ( ce l l 2mat ( matrix aux ( i ,1))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,2))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) )+( l i n k s ∗( r - 1 ) ) ;

y=ce l l2mat (Caminhos ( z ,2 ) )+( numero caminho ∗( r - 1 ) ) ;

c (x , y )=1;

e l s e i f ( ce l l 2mat ( matrix aux ( i ,2))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,1))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) )+( l i n k s ∗( r - 1 ) ) ;

y=ce l l2mat (Caminhos ( z ,2 ) )+( numero caminho ∗( r - 1 ) ) ;

c (x , y )=1;

end

end

end

end

end

k=numero caminho∗Cores+1;

f o r j =1: s i z e ( c , 1 )

i f k<s i z e ( c , 2 ) - l i n k s+1

c ( j , k )= -1;

k=k+1;

end

end

lb=ze ro s ( N var iab le s , 1 ) ;

f o r i =1: s i z e (F , 1 )

i f i>(numero caminho∗Cores ) && i<=(s i z e (F, 1 ) - l i n k s )

ub( i , 1 )=1 ;

e l s e

ub( i ,1)= i n f ;

end

end

in t =1:1: s i z e (F , 1 ) ;

opt ions = optimoptions ( @int l inprog , 'Maxtime ' , i n f ) ;

[X, O, G, K]= i n t l i n p r o g (F , int , -d , -D, c , Z , lb , ub , opt ions )

Tempo=toc ;

Caminhos usados = [ ] ;

t=0;

f o r c o l o r =1:Cores

f o r x=1:numero caminho

i f (X(x+(co lo r - 1 )∗ numero caminho )~=0)

t=t+1;

Caminhos usados{t ,1}= ce l l2mat (Caminhos (x , 1 ) ) ;

Caminhos usados{t ,2}= co l o r ;

Caminhos usados{t ,3}=t ;

end

end

end

f o r z=1: s i z e ( Caminhos usados , 1 )

caminho=ce l l2mat ( Caminhos usados ( z , 1 ) ) ;
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f o r j =1:( numel ( caminho ) -1 )

f o r i =1: s i z e ( matrix aux , 1 )

i f ( ce l l 2mat ( matrix aux ( i ,1))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,2))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) ) ;

y=ce l l2mat ( Caminhos usados ( z , 3 ) ) ;

f o r t=1: s i z e ( Caminhos usados , 1 )

i f ( ce l l 2mat ( Caminhos usados ( t ,3))==y)

r e su l t ado s (x , y )=1;

end

end

e l s e i f ( ce l l 2mat ( matrix aux ( i ,2))==caminho ( j ) &&

ce l l2mat ( matrix aux ( i ,1))==caminho ( j +1))

x=ce l l2mat ( matrix aux ( i , 3 ) ) ;

y=ce l l2mat ( Caminhos usados ( z , 3 ) ) ;

f o r t=1: s i z e ( Caminhos usados , 1 )

i f ( ce l l 2mat ( Caminhos usados ( t ,3))==y)

r e su l t ado s (x , y )=1;

end

end

end

end

end

end

R=ze ro s ( l i nk s , 3 ) ;

f o r i =1: s i z e ( r e su l tados , 1 ) %g iv e s the l i n k capac i ty

R( i ,1)= ce l l2mat ( matrix aux ( i , 1 ) ) ;

R( i ,2)= ce l l2mat ( matrix aux ( i , 2 ) ) ;

f o r j =1: s i z e ( r e su l tados , 2 )

aux count=(R( i , 3 ) ) ;

count=r e su l t ado s ( i , j ) ;

R( i ,3)= aux count+count ;

end

end

C.4. Paths used to solve the RWA problem

In this appendix section, the paths used to obtain Figure 4.1 are presented. In Table C.1

the shortest path in distance of each demand used in the heuristic solution are represented. The

path list used in the ILP solution consisted of 4 candidate paths, in Table C.1 the path picked

by the ILP formalism, as well as, the number of the candidate path in the list are shown. The

different paths chosen are signaled in blue.

C.5. Multiband optical network simulator

OSNR calculation

f unc t i on [ comp onda , F r eq s l o t s ,OSNR TOT,Time , bloqueados ]=

OSNR FS(BER, or igens , des t inos , d i s t anc i a , O, D, d , N, Amp ganho , nos rede )

%% s t a r t c l o ck

t i c

%% Constantes

h planck=6.62607015e - 3 4 ;

c l u z =299792458;

%% va lues

a l f a f i b r a dB=0.25 ;

a l f a f i b r a l i n e a r =( a l f a f i b r a dB /4 .343 )∗10ˆ -3 ;

a r e a e f e t i v a f i b r a =80∗10ˆ -6∗10ˆ -6;

i n d i c e r e f r a c a o n l i n e a r=2.56688e - 2 0 ;

D f ib ra=17 ∗1e -12/1 e -9/1 e3 ; % ps /(mm∗km)

S f i b r a=0.067 ∗1e -12/1 e -9/1 e3 /1e - 9 ; % ps /(mmˆ2∗km)

Comp onda re f f ibra=1550e - 9 ;

FS=12 .5e9 ;
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Demand
d

Paths
Heuristic

Paths
ILP

# of the
candidate path

Demand
d

Paths
Heuristic

Paths
ILP

# of the
candidate path

[1− 2] {1,2} {1,2} 1 [4− 6] {4,7,6} {4,7,6} 1
[1− 3] {1,3} {1,3} 1 [4− 7] {4,7} {4,7} 1
[1− 4] {1,4} {1,4} 1 [4− 8] {4,8} {4,8} 1
[1− 5] {1,3,5} {1,2,5} 4 [4− 9] {4,7,9} {4,7,9} 1
[1− 6] {1,3,6} {1,3,6} 1 [4− 10] {4,10} {4,10} 1
[1− 7] {1,7} {1,7} 1 [4− 11] {4,7,9,11} {4,10,11} 2
[1− 8] {1,3,5,8} {1,4,8} 3 [5− 6] {5,6} {5,6} 1
[1− 9] {1,7,9} {1,7,9} 1 [5− 7] {5,6,7} {5,6,7} 1
[1− 10] {1,4,10} {1,7,10} 2 [5− 8] {5,8} {5,8} 1
[1− 11] {1,7,9,11} {1,3,5,11} 4 [5− 9] {5,6,9} {5,8,9} 3
[2− 3] {2,3} {2,3} 1 [5− 10] {5,6,7,10} {5,6,9,10} 2
[2− 4] {2,3,4} {2,1,4} 4 [5− 11] {5,11} {5,11} 1
[2− 5] {2,5} {2,5} 1 [6− 7] {6,7} {6,7} 1
[2− 6] {2,5,6} {2,5,6} 1 [6− 8] {6,8} {6,8} 1
[2− 7] {2,5,6,7} {2,8,6,7} 3 [6− 9] {6,9} {6,9} 1
[2− 8] {2,8} {2,8} 1 [6− 10] {6,7,10} {6,9,10} 2
[2− 9] {2,5,6,9} {2,8,9} 2 [6− 11] {6,9,11} {6,8,11} 3
[2− 10] {2,5,6,7,10} {2,3,4,10} 4 [7− 8] {7,6,8} {7,9,8} 2
[2− 11] {2,8,11} {2,8,11} 1 [7− 9] {7,9} {7,9} 1
[3− 4] {3,4} {3,4} 1 [7− 10] {7,10} {7,10} 1
[3− 5] {3,5} {3,5} 1 [7− 11] {7,9,11} {7,10,11} 2
[3− 6] {3,6} {3,6} 1 [8− 9] {8,9} {8,9} 1
[3− 7] {3,4,7} {3,4,7} 1 [8− 10] {8,9,10} {8,11,10} 4
[3− 8] {3,5,8} {3,5,8} 1 [8− 11] {8,11} {8,11} 1
[3− 9] {3,6,9} {3,6,9} 1 [9− 10] {9,10} {9,10} 1
[3− 10] {3,4,10} {3,4,10} 1 [9− 11] {9,11} {9,11} 1
[3− 11] {3,6,9,11} {3,5,11} 2 [10− 11] {10,11} {10,11} 1
[4− 5] {4,3,5} {4,8,5} 4

Table C.1. Path list used to obtain Figure 4.1

Prx dBm=0;

p r x l i n e a r =10ˆ -3∗10ˆ(Prx dBm/10) ;

%% Modulation va lues

i f BER==1e -3

Modulacao{1 ,2}=24 .8 ;

Modulacao{2 ,2}=18 .6 ;

Modulacao {3 ,2}=12;

pFEC=0.07 ;

e l s e i f BER==4e -2

Modulacao{1 ,2}=18 .9 ;

Modulacao{2 ,2}=13 .3 ;

Modulacao{3 ,2}=7 .1 ;

pFEC=0.28 ;

e l s e i f BER==1e -2

Modulacao{1 ,2}=21 .9 ;

Modulacao{2 ,2}=16 .1 ;

Modulacao{3 ,2}=9 .5 ;

pFEC=0.28 ;

end

Modulacao QPSK=4;

Rb l QPSK=128; %[Gb/ s ]

Rs l QPSK=Rb l QPSK/(2∗ l og2 (Modulacao QPSK ) ) ; %[Gbaud ]

Rb i QPSK=Rb l QPSK/(1+pFEC) ;

PHI QPSK= -1;

Modulacao QAM=16;

Rb l QAM=128;

Rs l QAM=Rb l QAM/(2∗ l og2 (Modulacao QAM ) ) ;
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Rb i QAM=Rb l QAM/(1+pFEC) ;

PHI QAM=-0 .68 ;

Modulacao QAM 64=64;

Rb l QAM 64=128;

Rs l QAM 64=Rb l QAM 64/(2∗ l og2 (Modulacao QAM 64 ) ) ;

Rb i QAM 64=Rb l QAM 64/(1+pFEC) ;

PHI QAM 64=-0 .619 ;

Modulacao{1 ,1}=PHI QAM 64 ;

Modulacao{2 ,1}=PHI QAM;

Modulacao{3 ,1}=PHI QPSK ;

Modulacao{1 ,3}= ' 64QAM' ;
Modulacao{2 ,3}= ' 16QAM' ;
Modulacao{3 ,3}= 'QPSK ' ;
Modulacao{1 ,4}=25 e9 ;

Modulacao{2 ,4}=37 .5e9 ;

Modulacao{3 ,4}=50 e9 ;

Modulacao{1 ,8}=Rs l QAM 64 ;

Modulacao{2 ,8}=Rs l QAM ;

Modulacao{3 ,8}=Rs l QPSK ;

%% f u l l mesh t r a f i c

[ t r a f e g o r e d e ]= t r a f e g o ( nos rede ) ;

%% Candidate paths

f o r m=1:numel (O)

[ DIST T , PATH T] = graphkshorte s tpaths (d , O(m) , D(m) , N) ;

matr iz caminhos{m,1}= O(m) ;

matr iz caminhos{m,2}=D(m) ;

mat r i z caminhos d i s t {m,1}= O(m) ;

mat r i z caminhos d i s t {m,2}=D(m) ;

n=3;

f o r i =3:(N+2)

j=i - 2 ;

matr iz caminhos{m, i}=ce l l2mat (PATH T( j ) ) ;%candidate path l i s t per demand

matr i z caminhos d i s t {m, i }=(DIST T( j ) ) ;

end

end

Caminhos={}; % candidate paths l i s t with d i s t ance

aux c=0;

f o r i =1: s i z e ( matriz caminhos , 1 )

f o r j =3:N+2

aux c=aux c+1;

Caminhos{aux c ,1}= ce l l2mat ( matr iz caminhos ( i , j ) ) ;

Caminhos{aux c ,2}= ce l l2mat ( mat r i z caminhos d i s t ( i , j ) ) ;

end

end

%% Frequency and wavelengths

f o r z=1: s i z e (Modulacao , 1 )

delta VC=Modulacao{z , 4 } ;

f r e q=195 .9e12 ;

gap=190 .95e12 ;

count=0;

new count=0;

whi le t rue

i f f req >191 .6e12

count=count+1;

aux=(( count -1 )∗ delta VC ) ;

aux Freq=195 .9e12 - aux ;

f r e q=aux Freq ;

Matr iz f req comp ( count ,1)= aux Freq ;

aux Comp onda=c l u z /aux Freq ;

Matr iz f req comp ( count ,2)=aux Comp onda ;

e l s e i f f req >184 .5e12

new count=new count+1;

count=count+1;

aux Freq=gap - ( ( new count -1 )∗ delta VC ) ;

f r e q=aux Freq ;
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Matr iz f req comp ( count ,1)= aux Freq ;

aux Comp onda=c l u z /aux Freq ;

Matr iz f req comp ( count ,2)=aux Comp onda ;

e l s e

break ;

end

end

Canais=count ;

Cana l c en t ra l=round ( Canais / 2 ) ;

Modulacao{z ,5}=Matr iz f req comp ( Cana l cent ra l , 1 ) ;

Modulacao{z ,6}=Canais ;

Modulacao{z ,7}=Cana l c en t ra l ;

end

count=0;

new count=0;

f r e q=195 .9e12 ;

gap=190 .95e12 ;

whi le t rue

i f f req >191 .6e12 %184 .5e12

count=count+1;

aux Freq=195 .9e12 - ( ( count -1 )∗FS ) ;

f r e q=aux Freq ;

Frequency S lot s ( count ,1)= count ;

aux Comp onda=c l u z /aux Freq ;

Frequency S lot s ( count ,2)= aux Freq ;

Frequency S lot s ( count ,3 )=0 ;

e l s e

break ;

end

end

whi le t rue

i f f req >184 .5e12

new count=new count+1;

count=count+1;

aux Freq=gap - ( ( new count -1 )∗FS ) ;

f r e q=aux Freq ;

Frequency S lot s ( count ,1)= count ;

aux Comp onda=c l u z /aux Freq ;

Frequency S lot s ( count ,2)= aux Freq ;

Frequency S lot s ( count ,3 )=0 ;

e l s e

break ;

end

end

Canais FS=count ;

Cana l FS centra l=round ( Canais FS /2 ) ;

%% Links d i s t ance and source and de s t i n a t i on nodes numbered

f o r i =1: l ength ( o r i g en s )

Di s tanc ia ( i ,1)= o r i g en s (1 , i ) ;

D i s tanc ia ( i ,2)= de s t i no s (1 , i ) ;

D i s tanc ia ( i ,3)= d i s t an c i a (1 , i ) ;

D i s tanc ia ( i ,4)= i ;

end

%% N spans per l i n k

f o r i =1: s i z e ( Di s tanc ia )

Ganho aux=Dis tanc ia ( i , 3 )∗ a l f a f i b r a dB ;

i f (Ganho aux>Amp ganho)

amps aux=c e i l (Ganho aux/Amp ganho ) ;

Ganho aux=Ganho aux/amps aux ;

e l s e

amps aux=1;

end

%Ampl i f i e r gain and number o f in - l i n e and pre - amp l i f i e r s in the l i n k

Ganho l igacao pre dB ( i ,1)= Dis tanc ia ( i , 1 ) ;

Ganho l igacao pre dB ( i ,2)= Dis tanc ia ( i , 2 ) ;
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Ganho l igacao pre dB ( i ,3)=Ganho aux ;

Ganho l igacao pre dB ( i ,4)=amps aux ;

%span length

Distancia amp ( i ,1)= Dis tanc ia ( i , 1 ) ;

Distancia amp ( i ,2)= Dis tanc ia ( i , 2 ) ;

Distancia amp ( i ,3)= Dis tanc ia ( i , 3 )∗10ˆ3/ amps aux ;

Distancia amp ( i ,4)= Dis tanc ia ( i , 4 ) ;

end

f o r i =1: s i z e ( Ganho l igacao pre dB )

Ganho aux=10ˆ(Ganho l igacao pre dB ( i , 3 ) / 1 0 ) ;

g a nho l i g a c a o p r e l i n e a r ( i ,1)= Dis tanc ia ( i , 1 ) ;

g a nho l i g a c a o p r e l i n e a r ( i ,2)= Dis tanc ia ( i , 2 ) ;

g a nho l i g a c a o p r e l i n e a r ( i ,3)=Ganho aux ;

g anho l i g a c a o p r e l i n e a r ( i ,4)=Ganho l igacao pre dB ( i , 4 ) ;

end

%% post - amp l i f i e r gain

Ganho pos dB=18; %dB

ganho po s l i n ea r =10ˆ(Ganho pos dB /10 ) ;

%% pASE va lues

f o r i =1: s i z e ( Ganho l igacao pre dB , 1 )

Fn pre dB ( i ,1)= Dis tanc ia ( i , 1 ) ;

Fn pre dB ( i ,2)= Dis tanc ia ( i , 2 ) ;

Fn pre dB ( i ,3)= -0 . 2 ∗Ganho l igacao pre dB ( i ,3)+10 ;

f n p r e l i n e a r ( i ,1)= Dis tanc ia ( i , 1 ) ;

f n p r e l i n e a r ( i ,2)= Dis tanc ia ( i , 2 ) ;

f n p r e l i n e a r ( i ,3)=10ˆ( Fn pre dB ( i , 3 ) / 1 0 ) ;

end

Fn pos dB=-0 . 2 ∗Ganho pos dB+10;

f n p o s l i n e a r =10ˆ(Fn pos dB /10 ) ;

%% pASE pre

f o r i =1: s i z e ( g anho l i g a c a o p r e l i n e a r )

aux ASE=( g anho l i g a c a o p r e l i n e a r ( i , 4 ) ) ;

p ASE pre ( i ,1)= Dis tanc ia ( i , 1 ) ;

p ASE pre ( i ,2)= Dis tanc ia ( i , 2 ) ;

p ASE pre ( i ,3)= Dis tanc ia ( i , 4 ) ;

f o r t=1: s i z e (Modulacao )

B0=ce l l2mat (Modulacao ( t , 8 ) ) ;

v0=ce l l2mat (Modulacao ( t , 5 ) ) ;

aux p ASE preK=( f n p r e l i n e a r ( i , 3 ) ) ∗ ( g anho l i g a c a o p r e l i n e a r ( i , 3 ) - 1 )∗ h planck ∗v0∗
(B0∗10ˆ9) ;
p ASE pre ( i ,3+ t)=aux p ASE preK∗aux ASE ;

end

end

%% pASE pos

f o r t=1: s i z e (Modulacao )

B0=ce l l2mat (Modulacao ( t , 8 ) ) ;

v0 pos=ce l l2mat (Modulacao ( t , 5 ) ) ;

p ASE pos ( t ,1)=( f n p o s l i n e a r )∗ ( ganho pos l inea r - 1 )∗ h planck ∗ v0 pos ∗(B0∗10ˆ9) ;
end

%% pASE

f o r i =1: s i z e ( p ASE pre , 1 )

f o r t=1: s i z e (Modulacao )

p ASE( i ,1)= Dis tanc ia ( i , 1 ) ;

p ASE( i ,2)= Dis tanc ia ( i , 2 ) ;

p ASE( i ,3)= Dis tanc ia ( i , 4 ) ;

p ASE( i ,3+ t)=p ASE pos ( t ,1)+p ASE pre ( i ,3+ t ) ;

end

end

%% NLI Values

f o r w=1: s i z e ( Distancia amp , 1 )

p NLI (w,1)=( Distancia amp (w, 1 ) ) ;

p NLI (w,2)=( Distancia amp (w, 2 ) ) ;

eta NLI (w,1)=( Distancia amp (w, 1 ) ) ;

eta NLI (w,2)=( Distancia amp (w, 2 ) ) ;

p NLI corr (w,1)=( Distancia amp (w, 1 ) ) ;
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p NLI corr (w,2)=( Distancia amp (w, 2 ) ) ;

e ta NLI cor r (w,1)=( Distancia amp (w, 1 ) ) ;

e ta NLI cor r (w,2)=( Distancia amp (w, 2 ) ) ;

end

f o r r=1: s i z e (Modulacao , 1 )

NLI= [ ] ; eta = [ ] ; NLI corr = [ ] ; e t a c o r r = [ ] ;

f o r h=1: s i z e ( Distancia amp , 1 )

d e l t a c ana l=Modulacao{r , 4 } ;

cana l=Modulacao{r , 6 } ;

c a n a l c e n t r a l=Modulacao{r , 7 } ;

Dados.n=Ganho l igacao pre dB (h , 4 ) ;

Dados.Bch= de l t a c ana l ∗ ones ( canal , Dados.n ) ;

Dados . f i = - cana l ∗ de l t a c ana l /2+0 . 5 ∗ de l t a c ana l +(0:( canal - 1 ) ) ' ∗ de l t a c ana l ;

Dados . f i = repmat ( Dados . f i , 1 , Dados.n ) ;

Dados.D=D f ib ra ∗ ones (1 , Dados.n ) ;

Dados.S=S f i b r a ∗ ones (1 , Dados.n ) ;

Dados.RefLambda=Comp onda re f f ibra ;

Dados.Att=a l f a f i b r a l i n e a r ∗ ones ( canal , Dados.n ) ; %

Dados.Att bar = Dados.Att ;

Dados.Cr= 0 .028 /1 e3 /1 e12 ∗ ones ( canal , Dados.n ) ;

Co e f i c i e n t e n l i n e a r i d ad e =(2∗ pi ∗ i n d i c e r e f r a c a o n l i n e a r )/

( a r e a e f e t i v a f i b r a ∗Comp onda re f f ibra ) ;

Dados.Gamma=Coe f i c i e n t e n l i n e a r i d ad e ∗ ones (1 , Dados.n ) ;

Dados.Length=Distancia amp (h , 3 ) ;

Dados .coherent = 0 ;

Dados.Pch= p r x l i n e a r ∗ ones ( canal , Dados.n ) ;

Dados.PHI=ce l l 2mat (Modulacao ( r , 1 ) ) ;

[ NLI ( : , h ) , eta ( : , h ) ] = ISRSGNmodel ( Dados ) ;

end

%% NLI c o e f f i c i e n t

f o r w=1: s i z e ( Distancia amp , 1 )

p NLI (w, r+2)=NLI( c ana l c en t r a l ,w) ;

eta NLI (w, r+2)=eta ( c ana l c en t r a l ,w) ;

end

end

%% prx f o r the l onge s t path

Caminhos aux=sort rows (Caminhos , - 2 ) ;

p=ce l l2mat ( Caminhos aux ( 1 , 1 ) ) ;

aux caminho={};
f o r y=1:numel (p ) -1

f o r x=1: l ength (p ASE)

i f ( ( p ASE(x,1))==p(y ) && (p ASE(x,2))==p(y+1))

m=he ight ( aux caminho ) ;

m=m+1;

aux caminho{m,1}=p ASE(x , 1 ) ;

aux caminho{m,2}=p ASE(x , 2 ) ;

aux caminho{m,3}=p ASE(x , 3 ) ;

aux caminho{m,4}=p ASE(x , 4 ) ;

aux caminho{m,5}=p ASE(x , 5 ) ;

aux caminho{m,6}=p ASE(x , 6 ) ;

e l s e i f ( ( p ASE(x,2))==p(y ) && (p ASE(x,1))==p(y+1))

m=he ight ( aux caminho ) ;

m=m+1;

aux caminho{m,1}=p ASE(x , 1 ) ;

aux caminho{m,2}=p ASE(x , 2 ) ;

aux caminho{m,3}=p ASE(x , 3 ) ;

aux caminho{m,4}=p ASE(x , 4 ) ;

aux caminho{m,5}=p ASE(x , 5 ) ;

aux caminho{m,6}=p ASE(x , 6 ) ;

end

end

end

aux p NLI=0;

aux p ASE=0;

f o r i =1: s i z e (Modulacao )
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f o r t=1: he ight ( aux caminho )

c=aux caminho{t , 3 } ;

aux ASE=ce l l2mat ( aux caminho ( t ,3+ i ) ) ;

aux p ASE=aux p ASE+aux ASE ;

aux NLI=(eta NLI ( c ,2+ i ) ) ;

aux p NLI=aux p NLI+aux NLI ;

end

pm( i ,1)=( aux p ASE/(2∗ aux p NLI ) ) ˆ ( 1 / 3 ) ;

pm dBm( i ,1)=10∗ l og10 (pm( i , 1 ) / 1 0ˆ - 3 ) ;

end

%% NLI f o r each l i n k f o r the 3 modulations

f o r r=1: s i z e (Modulacao , 1 )

NLI= [ ] ; eta = [ ] ; NLI corr = [ ] ; e t a c o r r = [ ] ;

f o r h=1: s i z e ( Distancia amp , 1 )

d e l t a c ana l=Modulacao{r , 4 } ;

cana l=Modulacao{r , 6 } ;

c a n a l c e n t r a l=Modulacao{r , 7 } ;

Dados.n=Ganho l igacao pre dB (h , 4 ) ;

Dados.Bch= de l t a c ana l ∗ ones ( canal , Dados.n ) ;

Dados . f i = - cana l ∗ de l t a c ana l /2+0 . 5 ∗ de l t a c ana l +(0:( canal - 1 ) ) ' ∗ de l t a c ana l ;

Dados . f i = repmat ( Dados . f i , 1 , Dados.n ) ;

Dados.D=D f ib ra ∗ ones (1 , Dados.n ) ;

Dados.S=S f i b r a ∗ ones (1 , Dados.n ) ;

Dados.RefLambda=Comp onda re f f ibra ;

Dados.Att=a l f a f i b r a l i n e a r ∗ ones ( canal , Dados.n ) ; %

Dados.Att bar = Dados.Att ;

Dados.Cr= 0 .028 /1 e3 /1 e12 ∗ ones ( canal , Dados.n ) ; %va lo r ??

Co e f i c i e n t e n l i n e a r i d ad e =(2∗ pi ∗ i n d i c e r e f r a c a o n l i n e a r )/

( a r e a e f e t i v a f i b r a ∗Comp onda re f f ibra ) ;

Dados.Gamma=Coe f i c i e n t e n l i n e a r i d ad e ∗ ones (1 , Dados.n ) ;

Dados.Length=Distancia amp (h , 3 ) ;

Dados .coherent = 0 ;

Dados.Pch= pm( r , 1 ) ∗ ones ( canal , Dados.n ) ;

Dados.PHI=ce l l 2mat (Modulacao ( r , 1 ) ) ;

[ NLI ( : , h ) , eta ( : , h ) , e t a c o r r ( : , h ) , NLI corr ( : , h ) ] = ISRSGNmodel ( Dados ) ;

end

%% NLI

f o r w=1: s i z e ( Distancia amp , 1 )

p NLI corr (w, r+2)=NLI corr ( c ana l c en t r a l ,w) ;

e ta NLI cor r (w, r+2)=e t a c o r r ( c ana l c en t r a l ,w) ;

end

end

%% OSNR

fo r i =1: s i z e ( matr iz caminhos )

aux matr iz caminhos=matriz caminhos ( i , : ) ;

aux matr iz caminhos=aux matr iz caminhos . ' ;
osnr ( i ,1)= aux matr iz caminhos ( 1 ) ;

osnr ( i ,2)= aux matr iz caminhos ( 2 ) ;

OSNR( i ,1)= aux matr iz caminhos ( 1 ) ;

OSNR( i ,2)= aux matr iz caminhos ( 2 ) ;

count=3;

f o r j =3: l ength ( aux matr iz caminhos )

aux p ASE=0;

p=ce l l2mat ( aux matr iz caminhos ( j , 1 ) ) ;

aux caminho={};
f o r y=1:numel (p ) -1

f o r x=1: l ength (p ASE)

i f ( ( p ASE(x,1))==p(y ) && (p ASE(x,2))==p(y+1))

m=he ight ( aux caminho ) ;

m=m+1;

aux caminho{m,1}=p ASE(x , 1 ) ;

aux caminho{m,2}=p ASE(x , 2 ) ;

aux caminho{m,3}=p ASE(x , 3 ) ;

aux caminho{m,4}=p ASE(x , 4 ) ;
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aux caminho{m,5}=p ASE(x , 5 ) ;

aux caminho{m,6}=p ASE(x , 6 ) ;

e l s e i f ( ( p ASE(x,2))==p(y ) && (p ASE(x,1))==p(y+1))

m=he ight ( aux caminho ) ;

m=m+1;

aux caminho{m,1}=p ASE(x , 1 ) ;

aux caminho{m,2}=p ASE(x , 2 ) ;

aux caminho{m,3}=p ASE(x , 3 ) ;

aux caminho{m,4}=p ASE(x , 4 ) ;

aux caminho{m,5}=p ASE(x , 5 ) ;

aux caminho{m,6}=p ASE(x , 6 ) ;

end

end

end

whi le t rue

f o r r=1: s i z e (Modulacao , 1 )

aux p NLI=0;

aux p ASE=0;

f o r t=1: he ight ( aux caminho )

c=aux caminho{t , 3 } ;

aux p=2+r ;

aux ASE=ce l l2mat ( aux caminho ( t ,3+ r ) ) ;

aux p ASE=aux p ASE+aux ASE ;

aux NLI=(p NLI corr ( c , aux p ) ) ;

aux p NLI=aux p NLI+aux NLI ;

end

osnr aux=pm( r , 1 ) / ( aux p ASE+aux p NLI ) ;

OSNR aux=10∗ l og10 ( osnr aux ) ;

i f OSNR aux >= ce l l2mat (Modulacao ( r , 2 ) )

osnr ( i , count)=matriz caminhos ( i , j ) ;

OSNR( i , count)=matriz caminhos ( i , j ) ;

count=count+1;

osnr ( i , count)=matr i z caminhos d i s t ( i , j ) ;

OSNR( i , count)=matr i z caminhos d i s t ( i , j ) ;

count=count+1;

osnr ( i , count)=num2cel l ( osnr aux ) ;

OSNR( i , count)=num2cel l (OSNR aux ) ;

count=count+1;

osnr ( i , count)=Modulacao ( r , 3 ) ;

OSNR( i , count)=Modulacao ( r , 3 ) ;

count=count+1;

break ;

e l s e i f r==3

osnr ( i , count)=matriz caminhos ( i , j ) ;

OSNR( i , count)=matriz caminhos ( i , j ) ;

count=count+1;

osnr ( i , count)=matr i z caminhos d i s t ( i , j ) ;

OSNR( i , count)=matr i z caminhos d i s t ( i , j ) ;

count=count+1;

osnr { i , count}= ' nu l l ' ;
OSNR{ i , count}= ' nu l l ' ;
count=count+1;

osnr { i , count}= ' nu l l ' ;
OSNR{ i , count}= ' nu l l ' ;
count=count+1;

break ;

end

end

break

end

end

end

%% OSNR max

osn r t o t c oun t =0;

f o r i =1: s i z e (OSNR, 1 )
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count=0;

aux OSNR=OSNR( i , : ) ;

aux OSNR=aux OSNR. ' ;
aux OSNR TOT={};
nu l l= ' nu l l ' ;
f o r c =3:4: s i z e (aux OSNR)

i s n u l l=ce l l2mat (aux OSNR( c +2 ,1)) ;

i f strcmp ( nul l , i s n u l l )==1

break ;

e l s e

count=count+1;

aux OSNR TOT( count ,1)=aux OSNR( c , 1 ) ;

aux OSNR TOT( count ,2)=aux OSNR( c+1 ,1) ;

aux OSNR TOT( count ,3)=aux OSNR( c+2 ,1) ;

aux OSNR TOT( count ,4)=aux OSNR( c+3 ,1) ;

end

end

i f isempty (aux OSNR TOT)==0

osn r t o t c oun t=osn r t o t c oun t +1;

OSNR TOT( osnr to t count ,1)=OSNR( i , 1 ) ;

OSNR TOT( osnr to t count ,2)=OSNR( i , 2 ) ;

aux OSNR TOT=sort rows (aux OSNR TOT , - 3 ) ;

new count=2;

f o r c=1: s i z e (aux OSNR TOT, 1 )

f o r t=1: s i z e (aux OSNR TOT, 2 )

new count=new count+1;

OSNR TOT( osnr to t count , new count)=aux OSNR TOT( c , t ) ;

end

end

e l s e

o sn r t o t c oun t=osn r t o t c oun t +1;

OSNR TOT( osnr to t count ,1)=OSNR( i , 1 ) ;

OSNR TOT( osnr to t count ,2)=OSNR( i , 2 ) ;

OSNR TOT{ osnr to t count ,3}= ' Blocked ' ;
end

end

%% F i r s t Fit

[ comp onda , F r eq s l o t s , bloqueados ]= f i r s t f i t F S ( or igens , des t inos , t r a f e go r ede , OSNR TOT, FS ) ;

%% End c lock

Time=toc ;

First Fit algorithm for the flexible grid

f unc t i on [ comp onda escolhido , F r eq s l o t s , bloqueados ]=

f i r s t f i t F S ( origem , dest ino , t r a f e go r ede , caminhos , FS)

%% Constants

c l u z =299792458;

%% Number o f FS needed per modulation

FS Mod{1 ,1}= ' 64QAM' ;
FS Mod{2 ,1}= ' 16QAM' ;
FS Mod{3 ,1}= 'QPSK ' ;
FS Mod{1 ,2}=2;

FS Mod{2 ,2}=3;

FS Mod{3 ,2}=4;

%%Links numbered

f o r l =1:numel ( origem )

matrix aux{ l ,1}=origem ( l ) ;

matrix aux{ l ,2}= des t ino ( l ) ;

matrix aux{ l ,3}= l ;

end

%% FS f o r the C+L band

count=0;

new count=0;

f r e q=195 .9e12 ;

gap=190 .95e12 ;

whi le t rue
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i f f r eq >191 .6e12

count=count+1;

aux Freq=195 .9e12 - ( ( count -1 )∗FS ) ;

f r e q=aux Freq ;

F r e q s l o t s ( count ,1)= count ;

aux Comp onda=c l u z /aux Freq ;

F r e q s l o t s ( count ,2)= aux Freq ;

F r e q s l o t s ( count ,3)=0;

e l s e

break ;

end

end

whi le t rue

i f f req >184 .5e12

new count=new count+1;

count=count+1;

aux Freq=gap - ( ( new count -1 )∗FS ) ;

f r e q=aux Freq ;

F r e q s l o t s ( count ,1)= count ;

aux Comp onda=c l u z /aux Freq ;

F r e q s l o t s ( count ,2)= aux Freq ;

F r e q s l o t s ( count ,3)=0;

e l s e

break ;

end

end

f o r i =1: s i z e ( F r eq s l o t s , 1 )

f o r x=3:( s i z e ( matrix aux ,1)+2)

F r e q s l o t s ( i , x )=0;

end

end

max f ibra=s i z e ( Fr eq s l o t s , 1 ) ;

%%matrix with candidate paths

f o r l =1: s i z e ( caminhos , 1 )

count=0;

f o r c =3:4: s i z e ( caminhos , 2 )

bloqueado= ' Blocked ' ;
i f isempty ( ce l l 2mat ( caminhos ( l , c )))==1

break ;

e l s e i f strcmp ( bloqueado , ce l l 2mat ( caminhos ( l , c )))==1

comp onda esco lh ido { l ,1}=caminhos{ l , 1 } ;

comp onda esco lh ido { l ,2}=caminhos{ l , 2 } ;

comp onda esco lh ido { l ,3}=bloqueado ;

bloqueados=bloqueados+1;

break ;

e l s e

count=count+1;

p=ce l l2mat ( caminhos ( l , 3 ) ) ; %caminho

t ra f ego aux=t r a f e g o r e d e (p (1 ) , p( numel (p ) ) ) ;

comp onda ( l , count)=caminhos ( l , c ) ;

count=count+1;

f o r i =1: t ra f ego aux

comp onda{ l , count}=i ;

end

count=count+1;

mod se lected=ce l l 2mat ( caminhos ( l , c +3)) ;

f o r t=1: s i z e (FS Mod , 1 )

mod=ce l l2mat (FS Mod( t , 1 ) ) ;

i f strcmp (mod, mod se lected)==1

comp onda{ l , count}=ce l l2mat (FS Mod( t , 2 ) ) ;

end

end

end

end

end
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f o r i =1: s i z e ( comp onda , 1 )

aux n caminhos=comp onda ( i , : ) ;

aux n caminhos=aux n caminhos. ' ;
a ux s i z e =0;

f o r t=1: s i z e ( aux n caminhos , 1 )

i f isempty ( ce l l 2mat ( aux n caminhos ( t ,1)))==0

aux s i z e =aux s i z e +1;

end

end

numero caminhos ( i ,1)= aux s i z e /3 ;

end

f o r i =1: s i z e ( comp onda , 1 ) %pe r co r r e a matr iz com os caminhos

f o r z=1:numero caminhos ( i , 1 )

aux caminho={};
p=ce l l2mat ( comp onda ( i ,1+( z - 1 ) ∗ 3 ) ) ;

m=0;

f o r j =1:numel (p ) -1

f o r x=1: s i z e ( matrix aux , 1 ) %pe r co r r e a l i s t a com as o r i g en s e de s t ino

i f ( ce l l 2mat ( matrix aux (x ,1))==p( j ) && ce l l2mat ( matrix aux (x ,2))==p( j +1))

m=m+1;

aux caminho{m,1}=matrix aux{x , 1 } ;

aux caminho{m,2}=matrix aux{x , 2 } ;

aux caminho{m,3}=matrix aux{x ,3}+2;

aux caminho{m,4}=comp onda{ i ,3+( z - 1 )∗3} ;

e l s e i f ( ce l l 2mat ( matrix aux (x ,2))==p( j ) && ce l l2mat ( matrix aux (x ,1))==p( j +1))

m=m+1;

aux caminho{m,1}=matrix aux{x , 1 } ;

aux caminho{m,2}=matrix aux{x , 2 } ;

aux caminho{m,3}=matrix aux{x ,3}+2;

aux caminho{m,4}=comp onda{ i ,3+( z - 1 )∗3} ;

end

end

end

FS needed=aux caminho {1 ,4} ;
t o t a l l i n k s u s e d p a t h=s i z e ( aux caminho , 1 ) ;

f l a g =1;

done=0;

b locked path=0;

l i n k ={};
t=0;

f o r y=1: ce l l 2mat ( comp onda ( i , 2 ) ) %vai buscar o va lo r do t r a f e g o

f o r w=1: s i z e ( aux caminho , 1 )

l i n k {1 ,w}=(aux caminho{w, 3 } ) ;

end

l i n k 1=l i n k {1 ,1} ;
whi l e t rue

t=t+1;

i f F r e q s l o t s ( t , l i n k 1 )==0

aux count=t ;

FS se l e c t ed ={};
FS s e l e c t ed {1 ,1}=aux count ;

f l a g =1;

f o r y=1:FS needed -1

check=y+aux count ;

l i n k p i c k ed=l i n k {1 ,1} ;
i f F r e q s l o t s ( check , l i n k p i c k ed )==0

FS se l e c t ed {1 ,y+1}=aux count+y ;

f l a g =0;

e l s e

f l a g =1;

break ;

end

end

e l s e

f l a g =1;
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end

i f t o t a l l i n k s u s e d p a t h~=1

f o r w=2: t o t a l l i n k s u s e d p a t h

l i n k d i f 1=l i n k {1 ,w} ;
f o r k j =1: l ength ( FS se l e c t ed )

f s u s i n g=FS se l e c t ed {1 , k j } ;
i f F r e q s l o t s ( f s u s i n g , l i n k d i f 1 )==1

f l a g =1;

break ;

end

end

end

end

i f f l a g==0

break ;

end

i f t>max fibra - FS needed

blocked path=1;

break ;

end

end

f o r w=1: t o t a l l i n k s u s e d p a t h

x=l i n k {1 ,w} ;
i f b locked path~=1

f o r u=1: s i z e ( FS se l ec ted , 2 )

r=FS se l e c t ed {1 ,u } ;
F r e q s l o t s ( r , x )=1;

comp onda esco lh ido { i ,1}=comp onda{ i , 1 } ;

comp onda esco lh ido { i ,2}=comp onda{ i , 2 } ;

comp onda esco lh ido { i ,3}=comp onda{ i , 3 } ;

comp onda esco lh ido { i ,3+u}=Fr eq s l o t s ( r , 1 ) ;

done=1;

end

e l s e

comp onda esco lh ido { i ,1}= ' blocked ' ;
end

end

end

i f done==1

break ;

end

end

end

C.6. ASE and NLI noise power in the COST 239 network

In Table C.2, we present the ASE and NLI noises estimated at the end of each link of the

COST 239 network for the three modulation formats.

From Table C.2, we can observed that the NLI noise power decreases with lower modulation

formats, and the opposite happens for the ASE noise power, where the highest modulation

format studied, induces the least noise. It can also be analyzed that the difference between

modulation formats is higher in the ASE noise power, i.e. for link e=[1,2] the difference between

the QPSK and 64-QAM format for NLI noise power is of 1.05 µW and in the ASE noise power

is of 22.26 µW.

C.7. RMSA solution

In this appendix, we present the detailed results of the RMSA solution for the COST 239

optical network with BER=10−2, as well as the results for the NSFNET, UBN, and CONUS
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NLI noise power pNLI [µW ] ASE noise power 2pASE [µW ]
Link
e

64-QAM 16-QAM QPSK 64-QAM 16-QAM QPSK

[1,2] 3.810 2.940 2.760 11.130 16.690 33.390
[1,3] 2.550 1.970 1.800 5.950 8.930 17.860
[1,4] 1.360 1.050 0.920 3.770 5.660 11.310
[1,7] 2.570 1.980 1.820 6.700 10.060 20.110
[2,3] 1.360 1.040 0.910 3.580 5.370 10.740
[2,5] 1.320 1.010 0.860 2.500 3.760 7.510
[2,8] 1.350 1.030 0.890 3.130 4.690 9.390
[3,4] 2.200 1.690 1.550 7.040 10.550 21.110
[3,5] 0.560 0.420 0.310 1.730 2.600 5.190
[3,6] 1.320 1.010 0.860 2.430 3.650 7.290
[4,7] 0.970 0.750 0.630 3.360 5.040 10.070
[4,8] 3.420 2.640 2.480 11.060 16.590 33.190
[4,10] 2.150 1.650 1.490 4.860 7.290 14.590
[5,6] 0.570 0.440 0.330 2.490 3.730 7.460
[5,8] 0.960 0.740 0.610 2.740 4.110 8.220
[5,11] 2.620 2.020 1.880 9.550 14.320 28.640
[6,7] 2.210 1.700 1.570 8.030 12.040 24.090
[6,8] 0.990 0.760 0.640 4.020 6.030 12.070
[6,9] 0.940 0.720 0.590 2.250 3.370 6.740
[7,9] 2.150 1.660 1.500 5.000 7.510 15.010
[7,10] 0.940 0.720 0.590 2.250 3.370 6.740
[8,9] 1.800 1.390 1.260 6.460 9.690 19.390
[8,11] 2.570 1.980 1.820 6.700 10.060 20.110
[9,10] 2.210 1.700 1.570 8.030 12.040 24.090
[9,11] 0.950 0.730 0.610 2.560 3.840 7.690
[10,11] 2.560 1.970 1.800 6.070 9.100 18.200

Table C.2. NLI and ASE noise powers at the end of each link in the COST 239 optical
network for the modulation formats 64-QAM, 16-QAM and QPSK.

30 networks for the BER=4×10−2, BER=10−2, and BER=10−3 with the respective blocked

demands. It is also shown the theoretical and practical ROSNR for BER=10−2.

Modulation format M Theoretical ROSNR [dB] Practical ROSNR [dB]
QPSK 7.3 9.5
16-QAM 13.9 16.1
64-QAM 19.7 21.9

Table C.3. Modulation formats with corresponding theoretical ROSNRs and practical
ROSNRs for BER=10−3.
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Appendix C Complementary material used in Chapter 4

Demand
d

Path
OSNR
[dB]

Modulation
format M

Frequency
slots

Demand
d

Path
OSNR
[dB]

Modulation
format M

Frequency
slots

[1-2] {1,3,2} 14.4 QPSK 1,2,3,4 [4-6] {4,3,6} 16.1 16-QAM 26,27,28
[1-3] {1,3} 18.0 16-QAM 5,6,7 [4-7] {4,7} 20.8 16-QAM 1,2,3
[1-4] {1,4} 20.1 16-QAM 1,2,3 [4-8] {4,8} 13.8 QPSK 1,2,3,4
[1-5] {1,3,5} 17.0 16-QAM 8,9,10 [4-9] {4,7,9} 16.7 16-QAM 4,5,6
[1-6] {1,3,6} 16.5 16-QAM 11,12,13 [4-10] {4,10} 18.9 16-QAM 1,2,3
[1-7] {1,7} 17.6 16-QAM 1,2,3 [4-11] {4,7,9,11} 13.8 QPSK 18,19,20,21
[1-8] {1,3,5,8} 14.0 QPSK 14,15,16,17 [5-6] {5,6} 22.8 64-QAM 1,2
[1-9] {1,3,6,9} 13.9 QPSK 18,19,20,21 [5-7] {5,6,9,7} 14.3 QPSK 33,34,35,36
[1-10] {1,4,10} 16.5 16-QAM 4,5,6 [5-8] {5,8} 21.9 64-QAM 1,2
[1-11] {1,3,6,9,11} 12.9 QPSK 22,23,24,25 [5-9] {5,6,9} 19.2 16-QAM 37,38,39
[2-3] {2,3} 20.3 16-QAM 5,6,7 [5-10] {5,6,9,7,10} 13.4 QPSK 40,41,42,43
[2-4] {2,3,4} 14.0 QPSK 8,9,10,11 [5-11] {5,6,9,11} 17.3 16-QAM 44,45,46
[2-5] {2,5} 21.6 16-QAM 1,2,3 [6-7] {6,9,7} 17.2 16-QAM 1,2,3
[2-6] {2,5,6} 18.9 16-QAM 4,5,6 [6-8] {6,8} 20.1 16-QAM 1,2,3
[2-7] {2,5,6,9,7} 13.3 QPSK 7,8,9,10 [6-9] {6,9} 22.6 64-QAM 47,48
[2-8] {2,8} 20.8 16-QAM 1,2,3 [6-10] {6,9,7,10} 14.4 QPSK 49,50,51,52
[2-9] {2,5,6,9} 17.5 16-QAM 11,12,13 [6-11] {6,9,11} 19.0 16-QAM 53,54,55
[2-10] {2,5,6,7,10} 12.4 QPSK 14,15,16,17 [7-8] {7,9,6,8} 13.7 QPSK 56,57,58,59
[2-11] {2,5,6,9,11} 14.3 QPSK 26,27,28,29 [7-9] {7,9} 18.8 16-QAM 11,12,13
[3-4] {3,4} 17.5 16-QAM 1,2,3 [7-10] {7,10} 22.6 64-QAM 1,2
[3-5] {3,5} 24.0 64-QAM 1,2 [7-11] {7,9,11} 17.0 16-QAM 37,38,39
[3-6] {3,6} 21.7 16-QAM 1,2,3 [8-9] {8,6,9} 18.0 16-QAM 60,61,62
[3-7] {3,6,9,7} 14.7 QPSK 14,15,16,17 [8-10] {8,11,10} 13.1 QPSK 1,2,3,4
[3-8] {3,5,8} 19.5 16-QAM 3,4,5 [8-11] {8,11} 17.6 16-QAM 5,6,7
[3-9] {3,6,9} 19.0 16-QAM 4,5,6 [9-10] {9,7,10} 17.2 16-QAM 22,23,24
[3-10] {3,4,10} 13.4 QPSK 12,13,14,15 [9-11] {9,11} 22.2 64-QAM 1,2
[3-11] {3,6,9,11} 17.2 16-QAM 30,31,32 [10-11] {10,11} 18.0 16-QAM 5,6,7
[4-5] {4,3,5} 16.6 16-QAM 18,19,20

Table C.4. RMSA solution for the COST 239 optical network with BER=10−2.
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Appendix C Complementary material used in Chapter 4

Demand
d

Path
OSNR
[dB]

Modulation
format M

Frequency
slots

Demand
d

Path
OSNR
[dB]

Modulation
format M

Frequency
slots

[1-3] {1,8,9,3} 7.8 QPSK 1,2,3,4 [5-7] {5,6,7} 14.4 16-QAM 16,17,18
[1-4] {1,4} 14.9 16-QAM 1,2,3 [5-8] {5,6,7,8} 10.8 QPSK 19,20,21,22
[1-5] {1,4,5} 10.5 QPSK 4,5,6,7 [5-9] {5,6,7,8,9} 9.7 QPSK 60,61,62,63
[1-6] {1,4,5,6} 9.4 QPSK 8,9,10,11 [5-10] {5,6,7,8,9,10} 9.0 QPSK 64,65,66,67
[1-7] {1,4,5,6,7} 8.5 QPSK 12,13,14,15 [5-11] {5,4,11} 11.4 QPSK 36,37,38,39
[1-8] {1,8} 8.9 QPSK 5,6,7,8 [5-12] {5,6,12} 10.5 QPSK 4,5,6,7
[1-9] {1,8,9} 8.2 QPSK 9,10,11,12 [5-13] {5,6,12,13} 8.7 QPSK 40,41,42,43
[1-10] {1,8,9,10} 7.7 QPSK 13,14,15,16 [5-14] {5,6,7,8,9,10,14} 8.8 QPSK 68,69,70,71
[1-11] {1,11} 11.5 QPSK 1,2,3,4 [6-7] {6,7} 17.2 16-QAM 1,2,3
[1-12] {1,11,12} 7.9 QPSK 5,6,7,8 [6-8] {6,7,8} 14.0 16-QAM 9,10,11
[1-13] {1,8,9,13} 7.3 QPSK 17,18,19,20 [6-9] {6,7,8,9} 10.8 QPSK 72,73,74,75
[1-14] {1,8,9,10,14} 7.5 QPSK 21,22,23,24 [6-10] {6,7,8,9,10} 10.0 QPSK 76,77,78,79
[2-3] {2,3} 17.1 16-QAM 1,2,3 [6-11] {6,5,4,11} 10.1 QPSK 44,45,46,47
[2-4] {2,5,4} 8.3 QPSK 16,17,18,19 [6-12] {6,12} 13.6 16-QAM 1,2,3
[2-5] {2,5} 9.7 QPSK 1,2,3,4 [6-13] {6,12,13} 9.6 QPSK 8,9,10,11
[2-6] {2,3,9,8,7,6} 9.0 QPSK 5,6,7,8 [6-14] {6,7,8,9,10,14} 9.7 QPSK 80,81,82,83
[2-7] {2,3,9,8,7} 10.1 QPSK 25,26,27,28 [7-8] {7,8} 16.8 16-QAM 1,2,3
[2-8] {2,3,9,8} 13.3 16-QAM 29,30,31 [7-9] {7,8,9} 14.2 16-QAM 84,85,86
[2-9] {2,3,9} 15.3 16-QAM 9,10,11 [7-10] {7,8,9,10} 11.4 QPSK 87,88,89,90
[2-10] {2,10} 16.0 16-QAM 1,2,3 [7-11] {7,6,5,4,11} 9.0 QPSK 84,85,86,87
[2-11] {2,5,4,11} 7.4 QPSK 20,21,22,23 [7-12] {7,6,12} 10.4 QPSK 23,24,25,26
[2-12] {2,3,9,13,12} 9.1 QPSK 12,13,14,15 [7-13] {7,8,9,13} 10.5 QPSK 91,92,93,94
[2-13] {2,3,9,13} 11.1 QPSK 21,22,23,24 [7-14] {7,8,9,10,14} 11.0 QPSK 95,96,97,98
[2-14] {2,10,14} 15.1 16-QAM 4,5,6 [8-9] {8,9} 17.7 16-QAM 99,100,101
[3-4] {3,9,8,7,6,5,4} 7.8 QPSK 32,33,34,35 [8-10] {8,9,10} 15.4 16-QAM 102,103,104
[3-5] {3,9,8,7,6,5} 9.1 QPSK 36,37,38,39 [8-11] {8,7,6,5,4,11} 8.1 QPSK 99,100,101,102
[3-6] {3,9,8,7,6} 10.1 QPSK 40,41,42,43 [8-12] {8,9,13,12} 9.8 QPSK 105,106,107,108
[3-7] {3,9,8,7} 11.6 QPSK 44,45,46,47 [8-13] {8,9,13} 14.0 16-QAM 109,110,111
[3-8] {3,9,8} 15.7 16-QAM 48,49,50 [8-14] {8,9,10,14} 14.7 16-QAM 112,113,114
[3-9] {3,9} 20.4 64-QAM 16,17 [9-10] {9,10} 19.6 64-QAM 1,2
[3-10] {3,14,10} 17.7 16-QAM 1,2,3 [9-11] {9,13,12,11} 7.6 QPSK 1,2,3,4
[3-11] {3,9,13,12,11} 7.3 QPSK 51,52,53,54 [9-12] {9,13,12} 11.0 QPSK 25,26,27,28
[3-12] {3,9,13,12} 10.3 QPSK 55,56,57,58 [9-13] {9,13} 16.4 16-QAM 5,6,7
[3-13] {3,9,13} 14.8 16-QAM 59,60,61 [9-14] {9,10,14} 17.7 16-QAM 7,8,9
[3-14] {3,14} 19.7 64-QAM 4,5 [10-11] {10,9,13,12,11} 7.2 QPSK 29,30,31,32
[4-5] {4,5} 15.5 16-QAM 1,2,3 [10-12] {10,9,13,12} 10.2 QPSK 33,34,35,36
[4-6] {4,5,6} 13.5 16-QAM 24,25,26 [10-13] {10,9,13} 14.6 16-QAM 37,38,39
[4-7] {4,5,6,7} 10.2 QPSK 27,28,29,30 [10-14] {10,14} 22.8 64-QAM 10,11
[4-8] {4,5,6,7,8} 9.0 QPSK 48,49,50,51 [11-12] {11,12} 10.3 QPSK 20,21,22,23
[4-9] {4,5,6,7,8,9} 8.2 QPSK 52,53,54,55 [11-13] {11,12,13} 8.6 QPSK 44,45,46,47
[4-10] {4,5,6,7,8,9,10} 7.8 QPSK 56,57,58,59 [11-14] {11,12,14} 7.3 QPSK 24,25,26,27
[4-11] {4,11} 16.7 16-QAM 1,2,3 [12-13] {12,13} 15.0 16-QAM 5,6,7
[4-12] {4,11,12} 9.1 QPSK 9,10,11,12 [12-14] {12,14} 10.3 QPSK 1,2,3,4
[4-13] {4,11,12,13} 7.7 QPSK 16,17,18,19 [13-14] {13,9,10,14} 14.0 16-QAM 40,41,42
[5-6] {5,6} 17.7 16-QAM 1,2,3

Table C.5. RMSA solution for the NSFNET optical network with BER=4×10−2.

Blocked
Demands

[1-2], [1-4].

Table C.6. Blocked demands in the RMSA solution for the NSFNET optical network
with BER=4×10−2.
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Appendix C Complementary material used in Chapter 4

Demand
d

Path
OSNR
[dB]

Modulation
Format M

Frequency
slots

Demand
d

Path
OSNR
[dB}

Modulation
Format M

Frequency
slots

[1-4] {1,4} 13,3 QPSK 1,2,3,4 [6-8] {6,7,8} 12,3 QPSK 8,9,10,11
[1-5] {1,4,5} 10,5 QPSK 5,6,7,8 [6-9] {6,7,8,9} 10,7979 QPSK 36,37,38,39
[1-11] {1,11} 11,5 QPSK 1,2,3,4 [6-10] {6,7,8,9,10} 10,0 QPSK 40,41,42,43
[2-3] {2,3} 17,1 16-QAM 1,2,3 [6-11] {6,5,4,11} 10,1 QPSK 21,22,23,24
[2-5] {2,5} 9,7 QPSK 1,2,3,4 [6-12] {6,12} 11,9 QPSK 1,2,3,4
[2-7] {2,3,9,8,7} 10,1 QPSK 4,5,6,7 [6-13] {6,12,13} 9,6 QPSK 5,6,7,8
[2-8] {2,3,9,8} 11,7 QPSK 8,9,10,11 [6-14] {6,7,8,9,10,14} 9,7 QPSK 44,45,46,47
[2-9] {2,3,9} 13,6 QPSK 12,13,14,15 [7-8] {7,8} 16,8 16-QAM 1,7,8
[2-10] {2,10} 14,3 QPSK 1,2,3,4 [7-9] {7,8,9} 12,6 QPSK 12,13,14,15
[2-13] {2,3,9,13} 11,1 QPSK 16,17,18,19 [7-10] {7,8,9,10} 11,4 QPSK 16,17,18,19
[2-14] {2,10,14} 13,5 QPSK 5,6,7,8 [7-12] {7,6,12} 10,4 QPSK 24,25,26,27
[3-6] {3,9,8,7,6} 10,1 QPSK 20,21,22,23 [7-13] {7,8,9,13} 10,5 QPSK 48,49,50,51
[3-7] {3,9,8,7} 11,6 QPSK 24,25,26,27 [7-14] {7,8,9,10,14} 11,0 QPSK 52,53,54,55
[3-8] {3,9,8} 14,1 QPSK 28,29,30,31 [8-9] {8,9} 17,7 16-QAM 1,8,9
[3-9] {3,9} 20,1 16-QAM 1,3,9 [8-10] {8,9,10} 13,8 QPSK 56,57,58,59
[3-10] {3,14,10} 17,7 16-QAM 1,3,10 [8-12] {8,9,13,12} 9,8 QPSK 60,61,62,63
[3-12] {3,9,13,12} 10,3 QPSK 32,33,34,35 [8-13] {8,9,13} 12,4 QPSK 64,65,66,67
[3-13] {3,9,13} 13,2 QPSK 36,37,38,39 [8-14] {8,9,10,14} 13,1 QPSK 68,69,70,71
[3-14] {3,14} 19,3 16-QAM 4,3,14 [9-10] {9,10} 19,3 16-QAM 1,9,10
[4-5] {4,5} 13,8 QPSK 1,2,3,4 [9-12] {9,13,12} 11,0 QPSK 1,2,3,4
[4-6] {4,5,6} 11,8 QPSK 9,10,11,12 [9-13] {9,13} 16,4 16-QAM 5,9,13
[4-7] {4,5,6,7} 10,2 QPSK 13,14,15,16 [9-14] {9,10,14} 17,7 16-QAM 9,9,14
[4-11] {4,11} 16,8 16-QAM 1,4,11 [10-12] {10,9,13,12} 10,2 QPSK 12,13,14,15
[5-6] {5,6} 17,7 16-QAM 1,5,6 [10-13] {10,9,13} 13,0 QPSK 20,21,22,23
[5-7] {5,6,7} 12,8 QPSK 4,5,6,7 [10-14] {10,14} 22,8 64-QAM 12,10,14
[5-8] {5,6,7,8} 10,8 QPSK 28,29,30,31 [11-12] {11,12} 10,3 QPSK 1,2,3,4
[5-9] {5,6,7,8,9} 9,7 QPSK 32,33,34,35 [12-13] {12,13} 13,4 QPSK 16,17,18,19
[5-11] {5,4,11} 11,4 QPSK 17,18,19,20 [12-14] {12,14} 10,3 QPSK 1,2,3,4
[5-12] {5,6,12} 10,5 QPSK 17,18,19,20 [13-14] {13,9,10,14} 12,3 QPSK 24,25,26,27
[6-7] {6,7} 17,2 16-QAM 1,6,7

Table C.7. RMSA solution for the NSFNET optical network with BER=10−2.

Blocked
Demands

[1-2], [1-3], [1-6], [1-7], [1-8], [1-9], [1-10], [1-12], [1-13], [1-14], [2-4], [2-6], [2-11],
[2-12], [3-4], [3-5], [3-11], [4-8], [4-9], [4-10], [4-12], [4-13], [4-14], [5-10], [5-13],
[5-14], [7-11], [8-11], [9-11], [10-11], [11-13], [11-14].

Table C.8. Blocked demands in the RMSA solution for the NSFNET optical network
with BER=10−2.

Demand
d

Path
OSNR
[dB]

Modulation
format M

Frequency
slots

Demand
d

Path
OSNR
[dB]

Modulation
format M

Frequency
slots

[1-4] {1,4} 13.3 QPSK 1,2,3,4 [6-8] {6,7,8} 12.3 QPSK 9,10,11,12
[2-3] {2,3} 15.4 QPSK 1,2,3,4 [7-8] {7,8} 15.1 QPSK 1,2,3,4
[2-9] {2,3,9} 13.6 QPSK 5,6,7,8 [7-9] {7,8,9} 12.6 QPSK 5,6,7,8
[2-10] {2,10} 14.3 QPSK 1,2,3,4 [8-9] {8,9} 16.1 QPSK 9,10,11,12
[2-14] {2,10,14} 13.4 QPSK 5,6,7,8 [8-10] {8,9,10} 13.8 QPSK 13,14,15,16
[3-8] {3,9,8} 14.1 QPSK 1,2,3,4 [8-13] {8,9,13} 12.3 QPSK 17,18,19,20
[3-9] {3,9} 20.1 16-QAM 9,10,11 [8-14] {8,9,10,14} 13.1 QPSK 21,22,23,24
[3-10] {3,14,10} 16.0 QPSK 1,2,3,4 [9-10] {9,10} 19.3 16-QAM 1,2,3
[3-13] {3,9,13} 13.2 QPSK 12,13,14,15 [9-13] {9,13} 14.7 QPSK 1,2,3,4
[3-14] {3,14} 19.3 16-QAM 5,6,7 [9-14] {9,10,14} 16.1 QPSK 9,10,11,12
[4-5] {4,5} 13.8 QPSK 1,2,3,4 [10-13] {10,9,13} 13.0 QPSK 5,6,7,8
[4-11] {4,11} 15.0 QPSK 1,2,3,4 [10-14] {10,14} 22.6 16-QAM 13,14,15
[5-6] {5,6} 16.0 QPSK 1,2,3,4 [12-13] {12,13} 13.4 QPSK 1,2,3,4
[5-7] {5,6,7} 12.8 QPSK 5,6,7,8 [13-14] {13,9,10,14} 12.3 QPSK 25,26,27,28
[6-7] {6,7} 15.5 QPSK 1,2,3,4

Table C.9. RMSA solution for the NSFNET optical network with BER=10−3.
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Appendix C Complementary material used in Chapter 4

Blocked
Demands

[1-2], [1-3], [1-5], [1-6], [1-7], [1-8], [1-9], [1-10], [1-11], [1-12], [1-13], [1-14], [2-4], [2-5], [2-6],
[2-7], [2-8], [2-11], [2-12], [2-13], [3-4], [3-5], [3-6], [3-7], [3-11], [3-12], [4-6], [4-7], [4-8], [4-9],
[4-10], [4-12], [4-13], [4-14], [5-8], [5-9], [5-10], [5-11], [5-12], [5-13], [5-14], [6-9], [6-10], [6-11],
[6-12], [6-13], [6-14], [7-10], [7-11], [7-12], [7-13], [7-14], [8-11], [8-12], [9-11], [9-12], [10-11],
[10-12], [11-12], [11-13], [11-14], [12-14].

Table C.10. Blocked demands in the RMSA solution for the NSFNET optical network
with BER=10−3.
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d

Path
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[dB]

Modulation
format M
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slots

Demand
d

Path
OSNR
[dB]

Modulation
format M

Frequency
slots

[1-2] {1,2} 15.8 16-QAM 1,2,3 [9-22] {9,12,16,22} 8.7 QPSK 70,71,72,73
[1-3] {1,2,3} 11.1 QPSK 4,5,6,7 [9-23] {9,12,16,22,23} 7.8 QPSK 78,79,80,81
[1-4] {1,2,3,4} 10.7 QPSK 8,9,10,11 [9-24] {9,10,14,18,24} 7.3 QPSK 70,71,72,73
[1-5] {1,2,3,4,5} 9.2 QPSK 12,13,14,15 [10-11] {10,9,11} 9.4 QPSK 24,25,26,27
[1-6] {1,6} 14.9 16-QAM 1,2,3 [10-12] {10,13,12} 10.8 QPSK 16,17,18,19
[1-7] {1,6,7} 10.2 QPSK 4,5,6,7 [10-13] {10,13} 15.7 16-QAM 1,2,3
[1-8] {1,6,7,8} 8.4 QPSK 8,9,10,11 [10-14] {10,14} 16.2 16-QAM 1,2,3
[1-9] {1,6,9} 9.7 QPSK 12,13,14,15 [10-15] {10,13,12,16,15} 8.0 QPSK 24,25,26,27
[1-10] {1,6,9,10} 8.1 QPSK 16,17,18,19 [10-16] {10,13,12,16} 8.8 QPSK 40,41,42,43
[1-11] {1,6,11} 8.6 QPSK 20,21,22,23 [10-17] {10,13,17} 10.4 QPSK 28,29,30,31
[1-12] {1,6,9,12} 8.1 QPSK 24,25,26,27 [10-18] {10,14,18} 10.3 QPSK 4,5,6,7
[1-14] {1,6,9,10,14} 7.2 QPSK 28,29,30,31 [10-20] {10,13,17,22,21,20} 7.5 QPSK 62,63,64,65
[2-3] {2,3} 15.7 16-QAM 1,2,3 [10-21] {10,13,17,22,21} 8.5 QPSK 66,67,68,69
[2-4] {2,3,4} 14.9 16-QAM 16,17,18 [10-22] {10,13,17,22} 9.0 QPSK 74,75,76,77
[2-5] {2,3,4,5} 10.9 QPSK 19,20,21,22 [10-23] {10,13,17,23} 8.5 QPSK 82,83,84,85
[2-6] {2,6} 14.5 16-QAM 1,2,3 [10-24] {10,14,18,24} 8.7 QPSK 8,9,10,11
[2-7] {2,3,4,7} 10.9 QPSK 23,24,25,26 [11-12] {11,12} 15.3 16-QAM 1,2,3
[2-8] {2,3,4,7,8} 8.8 QPSK 27,28,29,30 [11-13] {11,12,13} 10.6 QPSK 4,5,6,7
[2-9] {2,6,9} 9.6 QPSK 4,5,6,7 [11-14] {11,12,13,14} 9.5 QPSK 8,9,10,11
[2-10] {2,6,9,10} 8.0 QPSK 8,9,10,11 [11-15] {11,15} 13.8 16-QAM 1,2,3
[2-11] {2,6,11} 8.4 QPSK 12,13,14,15 [11-16] {11,12,16} 10.4 QPSK 12,13,14,15
[2-12] {2,6,9,12} 8.0 QPSK 20,21,22,23 [11-17] {11,12,13,17} 8.5 QPSK 44,45,46,47
[2-14] {2,6,9,10,14} 7.1 QPSK 32,33,34,35 [11-18] {11,12,13,14,18} 7.7 QPSK 20,21,22,23
[3-4] {3,4} 22.6 64-QAM 1,2 [11-19] {11,15,20,19} 7.8 QPSK 9,10,11,12
[3-5] {3,4,5} 15.3 16-QAM 3,4,5 [11-20] {11,15,20} 9.0 QPSK 13,14,15,16
[3-6] {3,4,7,6} 10.4 QPSK 31,32,33,34 [11-21] {11,12,16,21} 8.5 QPSK 52,53,54,55
[3-7] {3,4,7} 15.3 16-QAM 35,36,37 [11-22] {11,12,16,22} 8.8 QPSK 74,75,76,77
[3-8] {3,4,7,8} 10.4 QPSK 38,39,40,41 [11-23] {11,12,16,22,23} 8.0 QPSK 82,83,84,85
[3-9] {3,4,7,9} 10.4 QPSK 42,43,44,45 [12-13] {12,13} 15.3 16-QAM 1,2,3
[3-10] {3,4,7,8,10} 8.7 QPSK 46,47,48,49 [12-14] {12,13,14} 13.3 16-QAM 12,13,14
[3-11] {3,4,7,9,11} 8.0 QPSK 50,51,52,53 [12-15] {12,16,15} 11.1 QPSK 20,21,22,23
[3-12] {3,4,7,9,12} 8.6 QPSK 54,55,56,57 [12-16] {12,16} 14.9 16-QAM 1,2,3
[3-13] {3,4,7,9,10,13} 7.5 QPSK 58,59,60,61 [12-17] {12,13,17} 10.2 QPSK 48,49,50,51
[3-14] {3,4,7,8,10,14} 7.7 QPSK 62,63,64,65 [12-18] {12,13,14,18} 9.0 QPSK 28,29,30,31
[3-16] {3,4,7,9,12,16} 7.3 QPSK 66,67,68,69 [12-19] {12,16,21,20,19} 7.7 QPSK 94,95,96,97
[4-5] {4,5} 16.2 16-QAM 6,7,8 [12-20] {12,16,21,20} 8.8 QPSK 98,99,100,101
[4-6] {4,7,6} 10.8 QPSK 12,13,14,15 [12-21] {12,16,21} 10.2 QPSK 102,103,104,105
[4-7] {4,7} 16.2 16-QAM 1,2,3 [12-22] {12,16,22} 10.6 QPSK 106,107,108,109
[4-8] {4,7,8} 10.8 QPSK 4,5,6,7 [12-23] {12,16,22,23} 9.3 QPSK 110,111,112,113
[4-9] {4,7,9} 10.8 QPSK 8,9,10,11 [12-24] {12,16,22,23,24} 8.0 QPSK 114,115,116,117
[4-10] {4,7,8,10} 9.0 QPSK 16,17,18,19 [13-14] {13,14} 17.6 16-QAM 1,2,3
[4-11] {4,7,9,11} 8.2 QPSK 70,71,72,73 [13-15] {13,12,16,15} 9.2 QPSK 118,119,120,121
[4-12] {4,7,9,12} 8.8 QPSK 74,75,76,77 [13-16] {13,12,16} 10.4 QPSK 122,123,124,125
[4-13] {4,7,8,10,13} 7.8 QPSK 78,79,80,81 [13-17] {13,17} 14.5 16-QAM 1,2,3
[4-14] {4,7,8,10,14} 7.9 QPSK 82,83,84,85 [13-18] {13,14,18} 10.8 QPSK 15,16,17,18
[4-16] {4,7,9,12,16} 7.5 QPSK 86,87,88,89 [13-19] {13,17,22,21,20,19} 7.5 QPSK 4,5,6,7
[5-6] {5,4,7,6} 9.3 QPSK 90,91,92,93 [13-20] {13,17,22,21,20} 8.6 QPSK 8,9,10,11
[5-7] {5,4,7} 11.6 QPSK 94,95,96,97 [13-21] {13,17,22,21} 9.9 QPSK 16,17,18,19
[5-8] {5,8} 14.1 16-QAM 1,2,3 [13-22] {13,17,22} 10.6 QPSK 24,25,26,27
[5-9] {5,4,7,9} 9.3 QPSK 98,99,100,101 [13-23] {13,17,23} 9.9 QPSK 32,33,34,35
[5-10] {5,8,10} 9.9 QPSK 4,5,6,7 [13-24] {13,14,18,24} 9.0 QPSK 32,33,34,35
[5-11] {5,4,7,9,11} 7.3 QPSK 102,103,104,105 [14-15] {14,13,12,16,15} 8.3 QPSK 126,127,128,129
[5-12] {5,4,7,9,12} 7.8 QPSK 106,107,108,109 [14-16] {14,13,12,16} 9.3 QPSK 130,131,132,133
[5-13] {5,8,10,13} 8.5 QPSK 8,9,10,11 [14-17] {14,13,17} 11.1 QPSK 36,37,38,39
[5-14] {5,8,10,14} 8.7 QPSK 12,13,14,15 [14-18] {14,18} 14.1 16-QAM 1,2,3
[5-17] {5,8,10,13,17} 7.1 QPSK 20,21,22,23 [14-20] {14,13,17,22,21,20} 7.9 QPSK 40,41,42,43
[5-18] {5,8,10,14,18} 7.1 QPSK 24,25,26,27 [14-21] {14,13,17,22,21} 8.9 QPSK 58,59,60,61
[6-7] {6,7} 14.9 16-QAM 1,2,3 [14-22] {14,13,17,22} 9.5 QPSK 70,71,72,73
[6-8] {6,7,8} 10.1 QPSK 20,21,22,23 [14-23] {14,13,17,23} 9.0 QPSK 78,79,80,81
[6-9] {6,9} 14.1 16-QAM 1,2,3 [14-24] {14,18,24} 9.9 QPSK 36,37,38,39
[6-10] {6,9,10} 9.7 QPSK 36,37,38,39 [15-16] {15,16} 17.1 16-QAM 1,2,3
[6-11] {6,11} 10.4 QPSK 1,2,3,4 [15-17] {15,16,17} 11.1 QPSK 8,9,10,11
[6-12] {6,9,12} 9.7 QPSK 40,41,42,43 [15-18] {15,16,17,18} 9.3 QPSK 12,13,14,15
[6-13] {6,9,10,13} 8.4 QPSK 44,45,46,47 [15-19] {15,20,19} 9.9 QPSK 17,18,19,20
[6-14] {6,9,10,14} 8.5 QPSK 48,49,50,51 [15-20] {15,20} 13.8 16-QAM 1,2,3
[6-15] {6,11,15} 8.1 QPSK 5,6,7,8 [15-21] {15,16,21} 11.1 QPSK 28,29,30,31
[6-16] {6,9,12,16} 8.1 QPSK 58,59,60,61 [15-22] {15,16,22} 13.4 16-QAM 32,33,34
[6-22] {6,9,12,16,22} 7.1 QPSK 62,63,64,65 [15-23] {15,16,22,23} 10.1 QPSK 40,41,42,43
[7-8] {7,8} 14.8 16-QAM 1,2,3 [15-24] {15,16,22,23,24} 8.5 QPSK 44,45,46,47
[7-9] {7,9} 14.9 16-QAM 1,2,3 [16-17] {16,17} 14.9 16-QAM 1,2,3
[7-10] {7,8,10} 10.4 QPSK 31,32,33,34 [16-18] {16,17,18} 10.6 QPSK 4,5,6,7
[7-11] {7,9,11} 9.4 QPSK 4,5,6,7 [16-19] {16,21,20,19} 9.1 QPSK 13,14,15,16
[7-12] {7,9,12} 10.2 QPSK 12,13,14,15 [16-20] {16,21,20} 10.8 QPSK 17,18,19,20
[7-13] {7,8,10,13} 8.8 QPSK 50,51,52,53 [16-21] {16,21} 14.9 16-QAM 1,2,3
[7-14] {7,8,10,14} 9.0 QPSK 42,43,44,45 [16-22] {16,22} 15.8 16-QAM 1,2,3
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[7-15] {7,9,12,16,15} 7.6 QPSK 16,17,18,19 [16-23] {16,22,23} 13.4 16-QAM 4,5,6
[7-16] {7,9,12,16} 8.4 QPSK 28,29,30,31 [16-24] {16,22,23,24} 9.5 QPSK 7,8,9,10
[7-17] {7,8,10,13,17} 7.3 QPSK 54,55,56,57 [17-18] {17,18} 15.8 16-QAM 1,2,3
[7-18] {7,8,10,14,18} 7.3 QPSK 58,59,60,61 [17-19] {17,22,21,20,19} 9.1 QPSK 28,29,30,31
[7-21] {7,9,12,16,21} 7.1 QPSK 32,33,34,35 [17-20] {17,22,21,20} 10.8 QPSK 32,33,34,35
[7-22] {7,9,12,16,22} 7.4 QPSK 36,37,38,39 [17-21] {17,22,21} 14.7 16-QAM 1,2,3
[8-9] {8,10,9} 10.4 QPSK 66,67,68,69 [17-22] {17,22} 16.2 16-QAM 12,13,14
[8-10] {8,10} 15.3 16-QAM 1,2,3 [17-23] {17,23} 14.9 16-QAM 1,2,3
[8-11] {8,10,9,11} 8.0 QPSK 74,75,76,77 [17-24] {17,18,24} 10.8 QPSK 16,17,18,19
[8-12] {8,10,13,12} 9.0 QPSK 35,36,37,38 [18-19] {18,17,22,21,20,19} 7.9 QPSK 36,37,38,39
[8-13] {8,10,13} 10.8 QPSK 70,71,72,73 [18-20] {18,17,22,21,20} 9.1 QPSK 48,49,50,51
[8-14] {8,10,14} 11.1 QPSK 86,87,88,89 [18-21] {18,17,22,21} 10.5 QPSK 20,21,22,23
[8-16] {8,10,13,12,16} 7.6 QPSK 90,91,92,93 [18-22] {18,17,22} 11.3 QPSK 44,45,46,47
[8-17] {8,10,13,17} 8.7 QPSK 94,95,96,97 [18-23] {18,17,23} 10.6 QPSK 8,9,10,11
[8-18] {8,10,14,18} 8.7 QPSK 98,99,100,101 [18-24] {18,24} 15.3 16-QAM 1,2,3
[8-21] {8,10,13,17,22,21} 7.3 QPSK 102,103,104,105 [19-20] {19,20} 15.6 16-QAM 1,2,3
[8-22] {8,10,13,17,22} 7.7 QPSK 106,107,108,109 [19-21] {19,20,21} 11.3 QPSK 21,22,23,24
[8-23] {8,10,13,17,23} 7.4 QPSK 110,111,112,113 [19-22] {19,20,21,22} 10.5 QPSK 52,53,54,55
[8-24] {8,10,14,18,24} 7.5 QPSK 114,115,116,117 [19-23] {19,20,21,22,23} 9.2 QPSK 70,71,72,73
[9-10] {9,10} 14.9 16-QAM 1,2,3 [19-24] {19,20,21,22,23,24} 7.9 QPSK 74,75,76,77
[9-11] {9,11} 13.4 16-QAM 1,2,3 [20-21] {20,21} 16.4 16-QAM 1,2,3
[9-12] {9,12} 14.9 16-QAM 1,2,3 [20-22] {20,21,22} 14.8 16-QAM 25,26,27
[9-13] {9,10,13} 10.6 QPSK 4,5,6,7 [20-23] {20,21,22,23} 11.1 QPSK 86,87,88,89
[9-14] {9,10,14} 10.8 QPSK 20,21,22,23 [20-24] {20,21,22,23,24} 9.1 QPSK 90,91,92,93
[9-15] {9,12,16,15} 9.0 QPSK 4,5,6,7 [21-22] {21,22} 20.5 64-QAM 12,13
[9-16] {9,12,16} 10.2 QPSK 8,9,10,11 [21-23] {21,22,23} 15.3 16-QAM 94,95,96
[9-17] {9,10,13,17} 8.5 QPSK 12,13,14,15 [21-24] {21,22,23,24} 10.6 QPSK 97,98,99,100
[9-18] {9,10,14,18} 8.5 QPSK 52,53,54,55 [22-23] {22,23} 17.1 16-QAM 1,2,3
[9-20] {9,12,16,21,20} 7.5 QPSK 44,45,46,47 [22-24] {22,23,24} 11.4 QPSK 11,12,13,14
[9-21] {9,12,16,21} 8.4 QPSK 48,49,50,51 [23-24] {23,24} 15.3 16-QAM 1,2,3

Table C.11. RMSA solution for the UBN optical network with BER=4×10−2.

Blocked
Demands

[1-13], [1-15], [1-16], [1-17], [1-18], [1-19], [1-20], [1-21], [1-22], [1-23], [1-24], [2-13], [2-15], [2-16], [2-17],
[2-18], [2-19], [2-20], [2-21], [2-22], [2-23], [2-24], [3-15], [3-17], [3-18], [3-19], [3-20], [3-21], [3-22], [3-23],
[3-24], [4-15], [4-17], [4-18], [4-19], [4-20], [4-21], [4-22], [4-23], [4-24], [5-15], [5-16], [5-19], [5-20], [5-21],
[5-22], [5-23], [5-24], [6-17], [6-18], [6-19], [6-20], [6-21], [6-23], [6-24], [7-19], [7-20], [7-23], [7-24], [8-15],
[8-19], [8-20], [9-19], [10-19], [11-24], [14-19].

Table C.12. Blocked demands in the RMSA solution for the UBN optical network with
BER=4×10−2.
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Demand
d

Path
OSNR
[dB]

Modulation
format M

Frequency
slots

Demand
d

Path
OSNR
[dB]

Modulation
format M

Frequency
slots

[1-2] {1,2} 14.1 QPSK 1,2,3,4 [11-16] {11,12,16} 10.4 QPSK 13,14,15,16
[1-3] {1,2,3} 11.1 QPSK 5,6,7,8 [12-13] {12,13} 13.6 QPSK 9,10,11,12
[1-4] {1,2,3,4} 10.7 QPSK 9,10,11,12 [12-14] {12,13,14} 11.6 QPSK 13,14,15,16
[1-6] {1,6} 13.2 QPSK 1,2,3,4 [12-15] {12,16,15} 11.1 QPSK 1,2,3,4
[1-7] {1,6,7} 10.2 QPSK 5,6,7,8 [12-16] {12,16} 13.2 QPSK 5,6,7,8
[1-9] {1,6,9} 9.7 QPSK 9,10,11,12 [12-17] {12,13,17} 10.2 QPSK 21,22,23,24
[2-3] {2,3} 14.1 QPSK 1,2,3,4 [12-21] {12,16,21} 10.2 QPSK 17,18,19,20
[2-4] {2,3,4} 13.3 QPSK 13,14,15,16 [12-22] {12,16,22} 10.6 QPSK 21,22,23,24
[2-5] {2,3,4,5} 10.9 QPSK 17,18,19,20 [13-14] {13,14} 17.6 16-QAM 1,2,3
[2-6] {2,6} 12.8 QPSK 1,2,3,4 [13-16] {13,12,16} 10.4 QPSK 25,26,27,28
[2-7] {2,3,4,7} 10.9 QPSK 21,22,23,24 [13-17] {13,17} 12.8 QPSK 1,2,3,4
[2-9] {2,6,9} 9.6 QPSK 5,6,7,8 [13-18] {13,14,18} 10.8 QPSK 8,9,10,11
[3-4] {3,4} 22.6 64-QAM 1,2 [13-21] {13,17,22,21} 9.9 QPSK 5,6,7,8
[3-5] {3,4,5} 13.7 QPSK 3,4,5,6 [13-22] {13,17,22} 10.6 QPSK 9,10,11,12
[3-6] {3,4,7,6} 10.4 QPSK 25,26,27,28 [13-23] {13,17,23} 9.9 QPSK 13,14,15,16
[3-7] {3,4,7} 13.7 QPSK 29,30,31,32 [14-17] {14,13,17} 11.1 QPSK 25,26,27,28
[3-8] {3,4,7,8} 10.4 QPSK 33,34,35,36 [14-18] {14,18} 12.4 QPSK 12,13,14,15
[3-9] {3,4,7,9} 10.4 QPSK 37,38,39,40 [14-24] {14,18,24} 9.9 QPSK 16,17,18,19
[4-5] {4,5} 16.2 16-QAM 7,8,9 [15-16] {15,16} 17.1 16-QAM 5,6,7
[4-6] {4,7,6} 10.8 QPSK 1,2,3,4 [15-17] {15,16,17} 11.1 QPSK 8,9,10,11
[4-7] {4,7} 16.2 16-QAM 5,6,7 [15-19] {15,20,19} 9.9 QPSK 1,2,3,4
[4-8] {4,7,8} 10.8 QPSK 8,9,10,11 [15-20] {15,20} 12.0 QPSK 5,6,7,8
[4-9] {4,7,9} 10.8 QPSK 12,13,14,15 [15-21] {15,16,21} 11.1 QPSK 12,13,14,15
[5-7] {5,4,7} 11.6 QPSK 41,42,43,44 [15-22] {15,16,22} 11.7 QPSK 16,17,18,19
[5-8] {5,8} 12.4 QPSK 1,2,3,4 [15-23] {15,16,22,23} 10.1 QPSK 25,26,27,28
[5-10] {5,8,10} 9.9 QPSK 5,6,7,8 [16-17] {16,17} 13.2 QPSK 1,2,3,4
[6-7] {6,7} 13.2 QPSK 9,10,11,12 [16-18] {16,17,18} 10.6 QPSK 12,13,14,15
[6-8] {6,7,8} 10.1 QPSK 13,14,15,16 [16-20] {16,21,20} 10.8 QPSK 1,2,3,4
[6-9] {6,9} 12.4 QPSK 1,2,3,4 [16-21] {16,21} 13.2 QPSK 5,6,7,8
[6-10] {6,9,10} 9.7 QPSK 13,14,15,16 [16-22] {16,22} 14.1 QPSK 1,2,3,4
[6-11] {6,11} 10.4 QPSK 1,2,3,4 [16-23] {16,22,23} 11.7 QPSK 5,6,7,8
[6-12] {6,9,12} 9.7 QPSK 17,18,19,20 [16-24] {16,22,23,24} 9.5 QPSK 9,10,11,12
[7-8] {7,8} 13.1 QPSK 1,2,3,4 [17-18] {17,18} 14.1 QPSK 1,2,3,4
[7-9] {7,9} 13.2 QPSK 1,2,3,4 [17-20] {17,22,21,20} 10.8 QPSK 13,14,15,16
[7-10] {7,8,10} 10.4 QPSK 17,18,19,20 [17-21] {17,22,21} 13.0 QPSK 1,2,3,4
[7-12] {7,9,12} 10.2 QPSK 5,6,7,8 [17-22] {17,22} 16.2 16-QAM 17,18,19
[8-9] {8,10,9} 10.4 QPSK 1,2,3,4 [17-23] {17,23} 13.2 QPSK 1,2,3,4
[8-10] {8,10} 13.6 QPSK 9,10,11,12 [17-24] {17,18,24} 10.8 QPSK 5,6,7,8
[8-13] {8,10,13} 10.8 QPSK 13,14,15,16 [18-21] {18,17,22,21} 10.5 QPSK 20,21,22,23
[8-14] {8,10,14} 11.1 QPSK 21,22,23,24 [18-22] {18,17,22} 11.3 QPSK 24,25,26,27
[9-10] {9,10} 13.2 QPSK 5,6,7,8 [18-23] {18,17,23} 10.6 QPSK 28,29,30,31
[9-11] {9,11} 11.7 QPSK 1,2,3,4 [18-24] {18,24} 13.6 QPSK 1,2,3,4
[9-12] {9,12} 13.2 QPSK 1,2,3,4 [19-20] {19,20} 13.9 QPSK 5,6,7,8
[9-13] {9,10,13} 10.6 QPSK 9,10,11,12 [19-21] {19,20,21} 11.3 QPSK 9,10,11,12
[9-14] {9,10,14} 10.8 QPSK 17,18,19,20 [19-22] {19,20,21,22} 10.5 QPSK 24,25,26,27
[9-16] {9,12,16} 10.2 QPSK 9,10,11,12 [20-21] {20,21} 16.4 16-QAM 5,6,7
[10-12] {10,13,12} 10.8 QPSK 1,2,3,4 [20-22] {20,21,22} 13.1 QPSK 28,29,30,31
[10-13] {10,13} 14.1 QPSK 5,6,7,8 [20-23] {20,21,22,23} 11.1 QPSK 32,33,34,35
[10-14] {10,14} 16.2 16-QAM 1,2,3 [21-22] {21,22} 20.0 16-QAM 9,10,11
[10-17] {10,13,17} 10.4 QPSK 17,18,19,20 [21-23] {21,22,23} 13.5 QPSK 36,37,38,39
[10-18] {10,14,18} 10.3 QPSK 4,5,6,7 [21-24] {21,22,23,24} 10.6 QPSK 40,41,42,43
[11-12] {11,12} 13.6 QPSK 1,2,3,4 [22-23] {22,23} 17.1 16-QAM 1,2,3
[11-13] {11,12,13} 10.6 QPSK 5,6,7,8 [22-24] {22,23,24} 11.4 QPSK 13,14,15,16
[11-15] {11,15} 12.0 QPSK 1,2,3,4 [23-24] {23,24} 13.6 QPSK 1,2,3,4

Table C.13. RMSA solution for the UBN optical network with BER=10−2.

124



Appendix C Complementary material used in Chapter 4

Blocked
Demands

[1-5], [1-8], [1-10], [1-11], [1-12], [1-13], [1-14], [1-15], [1-16], [1-17], [1-18], [1-19], [1-20], [1-21], [1-22],
[1-23], [1-24], [2-8], [2-10], [2-11], [2-12], [2-13], [2-14], [2-15], [2-16], [2-17], [2-18] [2-19], [2-20], [2-21],
[2-22], [2-23], [2-24], [3-10], [3-11], [3-12], [3-13], [3-14], [3-15], [3-16], [3-17], [3-18], [3-19], [3-20], [3-21],
[3-22], [3-23], [3-24], [4-10], [4-11], [4-12], [4-13], [4-14], [4-15], [4-16], [4-17], [4-18], [4-19], [4-20], [4-21],
[4-22], [4-23], [4-24], [5-6], [5-9], [5-11], [5-12], [5-13], [5-14], [5-15], [5-16], [5-17], [5-18], [5-19], [5-20],
[5-21], [5-22], [5-23], [5-24], [6-13], [6-14], [6-15], [6-16], [6-17], [6-18], [6-19], [6-20], [6-21], [6-22], [6-23],
[6-24], [7-11], [7-13], [7-14], [7-15], [7-16], [7-17], [7-18], [7-19], [7-20], [7-21], [7-22], [7-23], [7-24], [8-11],
[8-12], [8-15], [8-16], [8-17], [8-18], [8-19], [8-20], [8-21], [8-22], [8-23], [8-24], [9-15], [9-17], [9-18], [9-19],
[9-20], [9-21], [9-22], [9-23], [9-24], [10-11], [10-15], [10-16], [10-19], [10-20], [10-21], [10-22], [10-23], [10-24],
[11-14], [11-17], [11-18], [11-19], [11-20], [11-21], [11-22], [11-23], [11-24], [12-18], [12-19], [12-20], ,[12-23],
[12-24], [13-15], [13-19], [13-20], [13-24], [14-15], [14-16], [14-19], [14-20], [14-21], [14-22], [14-23], [15-18],
[15-24], [16-19], [17-19], [18-19], [18-20], [19-23], [19-24], [20-24].

Table C.14. Blocked demands in the RMSA solution for the UBN optical network with
BER=10−2.

Demand
d

Path
OSNR
[dB]

Modulation
format M

Frequency
slots

Demand
d

Path
OSNR
[dB]

Modulation
format M

Frequency
slots

[1-2] {1,2} 14.1 QPSK 1,2,3,4 [12-13] {12,13} 13.6 QPSK 1,2,3,4
[1-6] {1,6} 13.2 QPSK 1,2,3,4 [12-16] {12,16} 13.2 QPSK 1,2,3,4
[2-3] {2,3} 14.1 QPSK 1,2,3,4 [13-14] {13,14} 15.9 QPSK 1,2,3,4
[2-4] {2,3,4} 13.3 QPSK 5,6,7,8 [13-17] {13,17} 12.8 QPSK 1,2,3,4
[2-6] {2,6} 12.8 QPSK 1,2,3,4 [14-18] {14,18} 12.4 QPSK 1,2,3,4
[3-4] {3,4} 22.5 16-QAM 1,2,3 [15-16] {15,16} 15.3 QPSK 1,2,3,4
[3-5] {3,4,5} 13.7 QPSK 9,10,11,12 [15-20] {15,20} 12.0 QPSK 1,2,3,4
[3-7] {3,4,7} 13.7 QPSK 13,14,15,16 [16-17] {16,17} 13.2 QPSK 1,2,3,4
[4-5] {4,5} 14.6 QPSK 1,2,3,4 [16-21] {16,21} 13.2 QPSK 1,2,3,4
[4-7] {4,7} 14.6 QPSK 1,2,3,4 [16-22] {16,22} 14.1 QPSK 1,2,3,4
[5-8] {5,8} 12.4 QPSK 1,2,3,4 [17-18] {17,18} 14.1 QPSK 1,2,3,4
[6-7] {6,7} 13.2 QPSK 1,2,3,4 [17-21] {17,22,21} 13.0 QPSK 1,2,3,4
[6-9] {6,9} 12.4 QPSK 1,2,3,4 [17-22] {17,22} 14.6 QPSK 5,6,7,8
[7-8] {7,8} 13.1 QPSK 1,2,3,4 [17-23] {17,23} 13.2 QPSK 1,2,3,4
[7-9] {7,9} 13.2 QPSK 1,2,3,4 [18-24] {18,24} 13.6 QPSK 1,2,3,4
[8-10] {8,10} 13.6 QPSK 1,2,3,4 [19-20] {19,20} 13.9 QPSK 1,2,3,4
[9-10] {9,10} 13.2 QPSK 1,2,3,4 [20-21] {20,21} 14.7 QPSK 1,2,3,4
[9-12] {9,12} 13.2 QPSK 1,2,3,4 [20-22] {20,21,22} 13.1 QPSK 5,6,7,8
[10-13] {10,13} 14.1 QPSK 1,2,3,4 [21-22] {21,22} 20.0 16-QAM 9,10,11
[10-14] {10,14} 14.6 QPSK 1,2,3,4 [21-23] {21,22,23} 13.5 QPSK 12,13,14,15
[11-12] {11,12} 13.6 QPSK 1,2,3,4 [22-23] {22,23} 15.3 QPSK 1,2,3,4
[11-15] {11,15} 12.0 QPSK 1,2,3,4 [23-24] {23,24} 13.6 QPSK 1,2,3,4

Table C.15. RMSA solution for the UBN optical network with BER=10−3.

Blocked
Demands

[1-3], [1-4], [1-5], [1-7], [1-8], [1-9], [1-10], [1-11], [1-12], [1-13], [1-14], [1-15], [1-16], [1-17], [1-18],
[1-19], [1-20], [1-21], [1-22], [1-23], [1-24], [2-5], [2-7], [2-8], [2-9], [2-10], [2-11], [2-12], [2-13], [2-14],
[2-15], [2-16], [2-17], [2-18], [2-19], [2-20], [2-21], [2-22], [2-23], [2-24], [3-6], [3-8], [3-9], [3-10], [3-11],
[3-12], [3-13], [3-14], [3-15], [3-16], [3-17], [3-18], [3-19], [3-20], [3-21], [3-22], [3-23], [3-24], [4-6], [4-8],
[4-9], [4-10], [4-11], [4-12], [4-13], [4-14], [4-15], [4-16], [4-17], [4-18], [4-19], [4-20], [4-21], [4-22], [4-23],
[4-24], [5-6], [5-7], [5-9], [5-10], [5-11], [5-12], [5-13], [5-14], [5-15], [5-16], [5-17], [5-18], [5-19], [5-20],
[5-21], [5-22], [5-23], [5-24], [6-8], [6-10], [6-11], [6-12], [6-13], [6-14], [6-15], [6-16], [6-17], [6-18], [6-19],
[6-20], [6-21], [6-22], [6-23], [6-24], [7-10], 7-11], [7-12], [7-13], [7-14], [7-15], [7-16], [7-17], [7-18], [7-19],
[7-20], [7-21], [7-22], [7-23], [7-24], [8-9], [8-11], [8-12], [8-13], [8-14], [8-15], [8-16], [8-17], [8-18], [8-19],
[8-20], [8-21], [8-22], [8-23], [8-24], [9-11], [9-13], [9-14], [9-15], [9-16], [9-17], [9-18], [9-19], [9-20], [9-21],
[9-22], [9-23], [9-24], [10-11], [10-12], [10-15], [10-16], [10-17], [10-18], [10-19], [10-20], [10-21], [10-22],
[10-23], [10-24], [11-13], [11-14], [11-16], [11-17], [11-18], [11-19], [11-20], [11-21], [11-22], [11-23], [11-24],
[12-14], [12-15], [12-17], [12-18], [12-19], [12-20], [12-21], [12-22], [12-23], [12-24], [13-15], [13-16], [13-18],
[13-19], [13-20], [13-21], [13-22], [13-23], [13-24], [14-15], [14-16], [14-17], [14-19], [14-20], [14-21], [14-22],
[14-23], [14-24], [15-17], [15-18], [15-19], [15-21], [15-22], [15-23], [15-24], [16-18], [16-19], [16-20], [16-23],
[16-24], [17-19], [17-20], [17-24], [18-19], [18-20], [18-21], [18-22], [18-23], [19-21], [19-22], [19-23], [19-24],
[20-23], [20-24], [21-24], [22-24].

Table C.16. Blocked demands in the RMSA solution for the UBN optical network with
BER=10−3.
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Appendix C Complementary material used in Chapter 4

Demand
d

Path
OSNR
[dB]

Modulation
Format M

Frequency
slots

Demand
d

Path
OSNR
[dB]

Modulation
Format M

Frequency
slots

[1-2] {1,5,30,2} 14.8 16-QAM 1,2,3 [9-20] {9,20} 17.4 16-QAM 13,14,15
[1-3] {1,5,30,2,19,18,3} 11.0 QPSK 4,5,6,7 [9-21] {9,20,13,25,24,21} 10.3 QPSK 28,29,30,31
[1-4] {1,5,30,16,11,4} 9.9 QPSK 8,9,10,11 [9-22] {9,20,14,22} 11.0 QPSK 16,17,18,19
[1-5] {1,5} 19.4 64-QAM 12,13 [9-23] {9,23} 15.2 16-QAM 13,14,15
[1-6] {1,5,30,16,11,4,6} 8.9 QPSK 14,15,16,17 [9-24] {9,20,13,25,24} 10.7 QPSK 36,37,38,39
[1-7] {1,10,7} 10.6 QPSK 1,2,3,4 [9-25] {9,20,13,25} 10.8 QPSK 40,41,42,43
[1-8] {1,10,23,9,8} 7.4 QPSK 5,6,7,8 [9-26] {9,8,12,26} 9.0 QPSK 85,86,87,88
[1-9] {1,10,23,9} 8.9 QPSK 9,10,11,12 [9-27] {9,20,13,25,24,21,27} 8.4 QPSK 54,55,56,57
[1-10] {1,10} 13.4 16-QAM 13,14,15 [9-28] {9,23,10,17,29,28} 8.8 QPSK 135,136,137,138
[1-11] {1,5,30,16,11} 10.5 QPSK 18,19,20,21 [9-29] {9,23,10,17,29} 9.3 QPSK 139,140,141,142
[1-12] {1,10,7,12} 8.8 QPSK 16,17,18,19 [9-30] {9,23,10,1,5,30} 7.6 QPSK 155,156,157,158
[1-13] {1,10,23,9,20,13} 7.2 QPSK 20,21,22,23 [10-11] {10,7,12,26,11} 9.5 QPSK 147,148,149,150
[1-14] {1,10,23,9,20,14} 7.6 QPSK 24,25,26,27 [10-12] {10,7,12} 13.5 16-QAM 37,38,39
[1-15] {1,5,15} 11.0 QPSK 22,23,24,25 [10-13] {10,23,9,20,13} 9.1 QPSK 147,148,149,150
[1-16] {1,5,30,16} 13.9 16-QAM 26,27,28 [10-14] {10,23,9,20,14} 9.7 QPSK 151,152,153,154
[1-17] {1,10,17} 10.0 QPSK 28,29,30,31 [10-15] {10,17,29,28,15} 10.7 QPSK 16,17,18,19
[1-18] {1,5,30,2,19,18} 13.9 16-QAM 29,30,31 [10-16] {10,1,5,30,16} 9.0 QPSK 227,228,229,230
[1-19] {1,5,30,2,19} 14.3 16-QAM 32,33,34 [10-17] {10,17} 16.7 16-QAM 1,2,3
[1-20] {1,10,23,9,20} 8.1 QPSK 32,33,34,35 [10-18] {10,1,5,30,2,19,18} 9.0 QPSK 231,232,233,234
[1-23] {1,10,23} 10.8 QPSK 36,37,38,39 [10-19] {10,1,5,30,2,19} 9.2 QPSK 235,236,237,238
[1-26] {1,5,30,16,11,26} 9.5 QPSK 35,36,37,38 [10-20] {10,23,9,20} 10.5 QPSK 159,160,161,162
[1-28] {1,5,15,28} 10.3 QPSK 39,40,41,42 [10-21] {10,23,9,20,13,25,24,21} 8.1 QPSK 163,164,165,166
[1-29] {1,5,15,28,29} 9.7 QPSK 43,44,45,46 [10-22] {10,23,9,20,14,22} 8.5 QPSK 167,168,169,170
[1-30] {1,5,30} 15.0 16-QAM 47,48,49 [10-23] {10,23} 19.9 64-QAM 28,29
[1-24] {2,19,18,3} 16.8 16-QAM 1,2,3 [10-24] {10,23,9,20,13,25,24} 8.3 QPSK 171,172,173,174
[2-4] {2,30,16,11,4} 13.9 16-QAM 22,23,24 [10-25] {10,23,9,20,13,25} 8.4 QPSK 175,176,177,178
[2-5] {2,30,5} 16.8 16-QAM 39,40,41 [10-26] {10,7,12,26} 10.5 QPSK 151,152,153,154
[2-6] {2,30,16,11,4,6} 10.6 QPSK 42,43,44,45 [10-28] {10,17,29,28} 11.5 QPSK 37,38,39,40
[2-7] {2,30,5,1,10,7} 8.7 QPSK 50,51,52,53 [10-29] {10,17,29} 14.1 16-QAM 10,11,12
[2-8] {2,30,16,11,26,12,8} 8.4 QPSK 46,47,48,49 [10-30] {10,1,5,30} 9.5 QPSK 104,105,106,107
[2-9] {2,30,5,1,10,23,9} 7.5 QPSK 54,55,56,57 [11-12] {11,26,12} 15.1 16-QAM 5,6,7
[2-10] {2,30,5,1,10} 9.4 QPSK 58,59,60,61 [11-14] {11,26,12,8,22,14} 7.8 QPSK 155,156,157,158
[2-11] {2,30,16,11} 15.0 16-QAM 62,63,64 [11-15] {11,16,30,5,15} 8.7 QPSK 239,240,241,242
[2-12] {2,30,16,11,26,12} 10.3 QPSK 65,66,67,68 [11-16] {11,16} 16.8 16-QAM 1,2,3
[2-15] {2,30,5,15} 10.3 QPSK 69,70,71,72 [11-17] {11,26,12,7,10,17} 8.4 QPSK 159,160,161,162
[2-16] {2,30,16} 19.7 64-QAM 12,13 [11-18] {11,16,30,2,19,18} 14.0 16-QAM 243,244,245
[2-17] {2,30,5,15,28,29,17} 8.4 QPSK 73,74,75,76 [11-19] {11,16,30,2,19} 14.5 16-QAM 246,247,248
[2-18] {2,19,18} 21.4 64-QAM 8,9 [11-20] {11,26,12,8,9,20} 7.6 QPSK 186,187,188,189
[2-19] {2,19} 24.4 64-QAM 10,11 [11-21] {11,26,12,8,22,21} 7.5 QPSK 163,164,165,166
[2-22] {2,30,16,11,26,12,8,22} 7.5 QPSK 77,78,79,80 [11-22] {11,26,12,8,22} 8.8 QPSK 167,168,169,170
[2-23] {2,30,5,1,10,23} 8.8 QPSK 81,82,83,84 [11-23] {11,26,12,7,10,23} 8.9 QPSK 190,191,192,193
[2-26] {2,30,16,11,26} 11.6 QPSK 85,86,87,88 [11-24] {11,26,12,8,22,21,24} 7.4 QPSK 178,179,180,181
[2-28] {2,30,5,15,28} 9.7 QPSK 89,90,91,92 [11-25] {11,26,12,8,22,21,24,25} 7.3 QPSK 199,200,201,202
[2-29] {2,30,5,15,28,29} 9.2 QPSK 93,94,95,96 [11-26] {11,26} 18.2 16-QAM 22,23,24
[2-30] {2,30} 27.7 64-QAM 8,9 [11-28] {11,16,30,5,15,28} 8.3 QPSK 249,250,251,252
[3-4] {3,6,4} 10.8 QPSK 1,2,3,4 [11-29] {11,16,30,5,15,28,29} 7.9 QPSK 253,254,255,256
[3-5] {3,18,19,2,30,5} 13.8 16-QAM 97,98,99 [11-30] {11,16,30} 15.2 16-QAM 4,5,6
[3-6] {3,6} 14.2 16-QAM 5,6,7 [12-13] {12,8,22,21,24,25,13} 7.9 QPSK 54,55,56,57
[3-7] {3,18,19,2,30,5,1,10,7} 7.8 QPSK 100,101,102,103 [12-14] {12,8,22,14} 9.2 QPSK 37,38,39,40
[3-8] {3,18,19,2,30,16,11,26,12,8} 7.6 QPSK 104,105,106,107 [12-15] {12,7,10,17,29,28,15} 8.2 QPSK 66,67,68,69
[3-10] {3,18,19,2,30,5,1,10} 8.3 QPSK 108,109,110,111 [12-16] {12,26,11,16} 11.1 QPSK 227,228,229,230
[3-11] {3,18,19,2,30,16,11} 11.1 QPSK 112,113,114,115 [12-17] {12,7,10,17} 10.1 QPSK 74,75,76,77
[3-12] {3,18,19,2,30,16,11,26,12} 9.1 QPSK 116,117,118,119 [12-18] {12,26,11,16,30,2,19,18} 9.8 QPSK 257,258,259,260
[3-15] {3,18,19,2,30,5,15} 9.1 QPSK 120,121,122,123 [12-19] {12,26,11,16,30,2,19} 10.1 QPSK 261,262,263,264
[3-16] {3,18,19,2,30,16} 15.0 16-QAM 124,125,126 [12-20] {12,8,9,20} 8.9 QPSK 65,66,67,68
[3-17] {3,18,19,2,30,5,15,28,29,17} 7.5 QPSK 127,128,129,130 [12-21] {12,8,22,21} 8.9 QPSK 41,42,43,44
[3-18] {3,18} 19.2 64-QAM 8,9 [12-22] {12,8,22} 10.6 QPSK 89,90,91,92
[3-19] {3,18,19} 17.7 16-QAM 10,11,12 [12-23] {12,7,10,23} 10.8 QPSK 179,180,181,182
[3-23] {3,18,19,2,30,5,1,10,23} 7.9 QPSK 131,132,133,134 [12-24] {12,8,22,21,24} 8.6 QPSK 93,94,95,96
[3-26] {3,18,19,2,30,16,11,26} 10.0 QPSK 135,136,137,138 [12-25] {12,8,22,21,24,25} 8.5 QPSK 112,113,114,115
[3-28] {3,18,19,2,30,5,15,28} 8.6 QPSK 139,140,141,142 [12-26] {12,26} 18.1 16-QAM 22,23,24
[3-29] {3,18,19,2,30,5,15,28,29} 8.2 QPSK 143,144,145,146 [12-27] {12,8,22,27} 8.1 QPSK 116,117,118,119
[3-30] {3,18,19,2,30} 16.4 16-QAM 14,15,16 [12-28] {12,7,10,17,29,28} 8.7 QPSK 78,79,80,81
[4-5] {4,11,16,30,5} 10.7 QPSK 147,148,149,150 [12-29] {12,7,10,17,29} 9.1 QPSK 82,83,84,85
[4-6] {4,6} 17.4 16-QAM 5,6,7 [12-30] {12,26,11,16,30} 10.5 QPSK 231,232,233,234
[4-7] {4,11,26,12,7} 9.8 QPSK 1,2,3,4 [13-14] {13,20,14} 14.5 16-QAM 7,8,9
[4-8] {4,11,26,12,8} 9.6 QPSK 18,19,20,21 [13-17] {13,20,9,23,10,17} 8.1 QPSK 194,195,196,197
[4-9] {4,11,26,12,8,9} 7.9 QPSK 25,26,27,28 [13-20] {13,20} 16.4 16-QAM 4,5,6
[4-10] {4,11,26,12,7,10} 9.0 QPSK 29,30,31,32 [13-21] {13,25,24,21} 16.5 16-QAM 5,6,7
[4-11] {4,11} 20.7 64-QAM 5,6 [13-22] {13,25,24,21,22} 11.2 QPSK 24,25,26,27
[4-12] {4,11,26,12} 14.0 16-QAM 39,40,41 [13-23] {13,20,9,23} 9.8 QPSK 78,79,80,81
[4-14] {4,11,26,12,8,22,14} 7.4 QPSK 50,51,52,53 [13-24] {13,25,24} 17.6 16-QAM 8,9,10
[4-15] {4,11,16,30,5,15} 8.3 QPSK 151,152,153,154 [13-25] {13,25} 18.0 16-QAM 11,12,13
[4-16] {4,11,16} 15.2 16-QAM 54,55,56 [13-26] {13,25,24,21,22,8,12,26} 7.3 QPSK 132,133,134,135
[4-17] {4,11,26,12,7,10,17} 8.0 QPSK 57,58,59,60 [13-27] {13,25,24,21,27} 10.2 QPSK 32,33,34,35
[4-18] {4,11,16,30,2,19,18} 11.5 QPSK 155,156,157,158 [13-28] {13,20,9,23,10,17,29,28} 7.2 QPSK 198,199,200,201
[4-19] {4,11,16,30,2,19} 13.5 16-QAM 159,160,161 [13-29] {13,20,9,23,10,17,29} 7.5 QPSK 202,203,204,205
[4-20] {4,11,26,12,8,9,20} 7.3 QPSK 61,62,63,64 [14-15] {14,20,9,23,10,17,29,28,15} 7.2 QPSK 206,207,208,209
[4-21] {4,11,26,12,8,22,21} 7.2 QPSK 69,70,71,72 [14-17] {14,20,9,23,10,17} 8.6 QPSK 210,211,212,213
[4-22] {4,11,26,12,8,22} 8.4 QPSK 73,74,75,76 [14-20] {14,20} 19.1 64-QAM 1,2
[4-23] {4,11,26,12,7,10,23} 8.5 QPSK 89,90,91,92 [14-21] {14,20,13,25,24,21} 11.1 QPSK 28,29,30,31
[4-26] {4,11,26} 16.1 16-QAM 81,82,83 [14-22] {14,22} 16.3 16-QAM 1,2,3
[4-28] {4,11,16,30,5,15,28} 7.9 QPSK 162,163,164,165 [14-23] {14,20,9,23} 10.5 QPSK 89,90,91,92
[4-29] {4,11,16,30,5,15,28,29} 7.6 QPSK 166,167,168,169 [14-24] {14,20,13,25,24} 11.1 QPSK 48,49,50,51
[4-30] {4,11,16,30} 14.1 16-QAM 93,94,95 [14-25] {14,22,21,24,25} 11.3 QPSK 58,59,60,61
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[5-6] {5,30,16,11,4,6} 9.5 QPSK 170,171,172,173 [14-26] {14,22,8,12,26} 8.4 QPSK 194,195,196,197
[5-7] {5,1,10,7} 9.8 QPSK 62,63,64,65 [14-27] {14,22,27} 9.9 QPSK 9,10,11,12
[5-8] {5,30,16,11,26,12,8} 7.7 QPSK 174,175,176,177 [14-28] {14,20,9,23,10,17,29,28} 7.5 QPSK 214,215,216,217
[5-9] {5,1,10,23,9} 8.3 QPSK 66,67,68,69 [14-29] {14,20,9,23,10,17,29} 7.9 QPSK 227,228,229,230
[5-10] {5,1,10} 10.7 QPSK 70,71,72,73 [15-16] {15,5,30,16} 9.9 QPSK 265,266,267,268
[5-11] {5,30,16,11} 11.4 QPSK 178,179,180,181 [15-17] {15,28,29,17} 14.3 16-QAM 1,2,3
[5-12] {5,30,16,11,26,12} 9.3 QPSK 182,183,184,185 [15-18] {15,5,30,2,19,18} 9.8 QPSK 269,270,271,272
[5-14] {5,1,10,23,9,20,14} 7.2 QPSK 74,75,76,77 [15-19] {15,5,30,2,19} 10.1 QPSK 273,274,275,276
[5-15] {5,15} 13.8 16-QAM 1,2,3 [15-20] {15,28,29,17,10,23,9,20} 7.6 QPSK 231,232,233,234
[5-16] {5,30,16} 15.5 16-QAM 186,187,188 [15-23] {15,28,29,17,10,23} 9.9 QPSK 183,184,185,186
[5-17] {5,15,28,29,17} 9.4 QPSK 4,5,6,7 [15-26] {15,5,30,16,11,26} 8.1 QPSK 277,278,279,280
[5-18] {5,30,2,19,18} 15.4 16-QAM 189,190,191 [15-28] {15,28} 20.1 64-QAM 24,25
[5-19] {5,30,2,19} 16.0 16-QAM 192,193,194 [15-29] {15,28,29} 17.0 16-QAM 28,29,30
[5-20] {5,1,10,23,9,20} 7.6 QPSK 85,86,87,88 [15-30] {15,5,30} 10.5 QPSK 62,63,64,65
[5-23] {5,1,10,23} 9.9 QPSK 93,94,95,96 [16-17] {16,30,5,15,28,29,17} 8.1 QPSK 281,282,283,284
[5-26] {5,30,16,11,26} 10.3 QPSK 195,196,197,198 [16-18] {16,30,2,19,18} 17.3 16-QAM 285,286,287
[5-28] {5,15,28} 11.2 QPSK 8,9,10,11 [16-19] {16,30,2,19} 18.3 16-QAM 288,289,290
[5-29] {5,15,28,29} 10.4 QPSK 12,13,14,15 [16-22] {16,11,26,12,8,22} 7.9 QPSK 235,236,237,238
[5-30] {5,30} 17.2 16-QAM 22,23,24 [16-23] {16,30,5,1,10,23} 8.5 QPSK 291,292,293,294
[6-7] {6,4,11,26,12,7} 8.8 QPSK 96,97,98,99 [16-26] {16,11,26} 14.4 16-QAM 265,266,267
[6-8] {6,4,11,26,12,8} 8.6 QPSK 100,101,102,103 [16-28] {16,30,5,15,28} 9.3 QPSK 295,296,297,298
[6-9] {6,4,11,26,12,8,9} 7.3 QPSK 108,109,110,111 [16-29] {16,30,5,15,28,29} 8.8 QPSK 299,300,301,302
[6-10] {6,4,11,26,12,7,10} 8.2 QPSK 112,113,114,115 [16-30] {16,30} 20.5 64-QAM 1,2
[6-11] {6,4,11} 15.6 16-QAM 33,34,35 [17-18] {17,29,28,15,5,30,2,19,18} 8.1 QPSK 303,304,305,306
[6-12] {6,4,11,26,12} 10.7 QPSK 120,121,122,123 [17-19] {17,29,28,15,5,30,2,19} 8.2 QPSK 307,308,309,310
[6-15] {6,4,11,16,30,5,15} 7.6 QPSK 199,200,201,202 [17-20] {17,10,23,9,20} 9.2 QPSK 235,236,237,238
[6-16] {6,4,11,16} 11.5 QPSK 124,125,126,127 [17-21] {17,10,23,9,20,13,25,24,21} 7.3 QPSK 239,240,241,242
[6-17] {6,4,11,26,12,7,10,17} 7.4 QPSK 128,129,130,131 [17-22] {17,10,23,9,20,14,22} 7.6 QPSK 243,244,245,246
[6-18] {6,3,18} 11.1 QPSK 17,18,19,20 [17-23] {17,10,23} 14.8 16-QAM 101,102,103
[6-19] {6,3,18,19} 10.8 QPSK 21,22,23,24 [17-24] {17,10,23,9,20,13,25,24} 7.5 QPSK 247,248,249,250
[6-22] {6,4,11,26,12,8,22} 7.6 QPSK 139,140,141,142 [17-25] {17,10,23,9,20,13,25} 7.5 QPSK 251,252,253,254
[6-23] {6,4,11,26,12,7,10,23} 7.7 QPSK 143,144,145,146 [17-26] {17,10,7,12,26} 9.2 QPSK 265,266,267,268
[6-26] {6,4,11,26} 13.7 16-QAM 132,133,134 [17-28] {17,29,28} 15.7 16-QAM 47,48,49
[6-30] {6,4,11,16,30} 10.8 QPSK 189,190,191,192 [17-29] {17,29} 17.7 16-QAM 13,14,15
[7-8] {7,12,8} 10.1 QPSK 5,6,7,8 [17-30] {17,29,28,15,5,30} 8.5 QPSK 116,117,118,119
[7-9] {7,10,23,9} 10.9 QPSK 40,41,42,43 [18-19] {18,19} 24.4 64-QAM 17,18
[7-10] {7,10} 19.2 64-QAM 5,6 [18-22] {18,19,2,30,16,11,26,12,8,22} 7.2 QPSK 311,312,313,314
[7-11] {7,12,26,11} 10.3 QPSK 9,10,11,12 [18-23] {18,19,2,30,5,1,10,23} 8.4 QPSK 315,316,317,318
[7-12] {7,12} 15.0 16-QAM 13,14,15 [18-26] {18,19,2,30,16,11,26} 10.9 QPSK 319,320,321,322
[7-13] {7,10,23,9,20,13} 8.5 QPSK 44,45,46,47 [18-28] {18,19,2,30,5,15,28} 9.3 QPSK 323,324,325,326
[7-14] {7,10,23,9,20,14} 9.0 QPSK 70,71,72,73 [18-29] {18,19,2,30,5,15,28,29} 8.8 QPSK 327,328,329,330
[7-15] {7,10,17,29,28,15} 9.8 QPSK 20,21,22,23 [18-30] {18,19,2,30} 20.5 64-QAM 19,2
[7-16] {7,12,26,11,16} 9.1 QPSK 203,204,205,206 [19-22] {19,2,30,16,11,26,12,8,22} 7.3 QPSK 331,332,333,334
[7-17] {7,10,17} 14.6 16-QAM 7,8,9 [19-23] {19,2,30,5,1,10,23} 8.6 QPSK 335,336,337,338
[7-18] {7,10,1,5,30,2,19,18} 8.4 QPSK 203,204,205,206 [19-26] {19,2,30,16,11,26} 11.3 QPSK 339,340,341,342
[7-19] {7,10,1,5,30,2,19} 8.5 QPSK 207,208,209,210 [19-28] {19,2,30,5,15,28} 9.5 QPSK 343,344,345,346
[7-20] {7,10,23,9,20} 9.7 QPSK 104,105,106,107 [19-29] {19,2,30,5,15,28,29} 9.0 QPSK 347,348,349,350
[7-21] {7,10,23,9,20,13,25,24,21} 7.6 QPSK 108,109,110,111 [19-30] {19,2,30} 22.7 64-QAM 17,18
[7-22] {7,12,8,22} 8.8 QPSK 33,34,35,36 [20-21] {20,13,25,24,21} 13.5 16-QAM 62,63,64
[7-23] {7,10,23} 16.2 16-QAM 13,14,15 [20-22] {20,14,22} 14.4 16-QAM 13,14,15
[7-24] {7,10,23,9,20,13,25,24} 7.8 QPSK 116,117,118,119 [20-23] {20,9,23} 11.4 QPSK 93,94,95,96
[7-25] {7,10,23,9,20,13,25} 7.9 QPSK 120,121,122,123 [20-24] {20,13,25,24} 14.0 16-QAM 14,15,16
[7-26] {7,12,26} 11.6 QPSK 42,43,44,45 [20-25] {20,13,25} 14.2 16-QAM 17,18,19
[7-28] {7,10,17,29,28} 10.5 QPSK 24,25,26,27 [20-26] {20,9,8,12,26} 8.2 QPSK 269,270,271,272
[7-29] {7,10,17,29} 11.2 QPSK 33,34,35,36 [20-27] {20,13,25,24,21,27} 9.2 QPSK 20,21,22,23
[7-30] {7,10,1,5,30} 8.8 QPSK 135,136,137,138 [20-28] {20,9,23,10,17,29,28} 8.0 QPSK 257,258,259,260
[8-9] {8,9} 14.6 16-QAM 1,2,3 [20-29] {20,9,23,10,17,29} 8.4 QPSK 261,262,263,264
[8-10] {8,9,23,10} 9.4 QPSK 16,17,18,19 [21-22] {21,22} 15.3 16-QAM 5,6,7
[8-11] {8,12,26,11} 10.1 QPSK 13,14,15,16 [21-23] {21,24,25,13,20,9,23} 8.6 QPSK 128,129,130,131
[8-12] {8,12} 14.6 16-QAM 1,2,3 [21-24] {21,24} 23.5 64-QAM 8,9
[8-13] {8,22,21,24,25,13} 9.5 QPSK 1,2,3,4 [21-25] {21,24,25} 22.2 64-QAM 11,12
[8-14] {8,22,14} 11.5 QPSK 5,6,7,8 [21-26] {21,22,8,12,26} 8.1 QPSK 239,240,241,242
[8-16] {8,12,26,11,16} 8.9 QPSK 207,208,209,210 [21-27] {21,27} 13.7 16-QAM 1,2,3
[8-17] {8,9,23,10,17} 8.4 QPSK 48,49,50,51 [22-23] {22,14,20,9,23} 9.0 QPSK 143,144,145,146
[8-18] {8,12,26,11,16,30,2,19,18} 8.1 QPSK 211,212,213,214 [22-24] {22,21,24} 14.6 16-QAM 13,14,15
[8-19] {8,12,26,11,16,30,2,19} 8.3 QPSK 215,216,217,218 [22-25] {22,21,24,25} 14.4 16-QAM 45,46,47
[8-20] {8,9,20} 11.1 QPSK 9,10,11,12 [22-26] {22,8,12,26} 9.6 QPSK 243,244,245,246
[8-21] {8,22,21} 11.0 QPSK 9,10,11,12 [22-27] {22,27} 13.5 16-QAM 1,2,3
[8-22] {8,22} 16.2 16-QAM 13,14,15 [22-30] {22,8,12,26,11,16,30} 7.5 QPSK 273,274,275,276
[8-23] {8,9,23} 10.1 QPSK 36,37,38,39 [23-24] {23,9,20,13,25,24} 8.8 QPSK 179,180,181,182
[8-24] {8,22,21,24} 10.6 QPSK 16,17,18,19 [23-25] {23,9,20,13,25} 8.9 QPSK 190,191,192,193
[8-25] {8,22,21,24,25} 10.5 QPSK 20,21,22,23 [23-26] {23,10,7,12,26} 9.8 QPSK 277,278,279,280
[8-26] {8,12,26} 11.3 QPSK 81,82,83,84 [23-28] {23,10,17,29,28} 10.6 QPSK 269,270,271,272
[8-27] {8,22,27} 9.9 QPSK 24,25,26,27 [23-29] {23,10,17,29} 11.4 QPSK 273,274,275,276
[8-28] {8,9,23,10,17,29,28} 7.4 QPSK 97,98,99,100 [23-30] {23,10,1,5,30} 8.9 QPSK 285,286,287,288
[8-29] {8,9,23,10,17,29} 7.7 QPSK 112,113,114,115 [24-25] {24,25} 27.9 64-QAM 17,18
[8-30] {8,12,26,11,16,30} 8.5 QPSK 219,220,221,222 [24-26] {24,21,22,8,12,26} 7.9 QPSK 247,248,249,250
[9-10] {9,23,10} 13.8 16-QAM 1,2,3 [24-27] {24,21,27} 11.5 QPSK 36,37,38,39
[9-11] {9,8,12,26,11} 8.3 QPSK 124,125,126,127 [25-26] {25,24,21,22,8,12,26} 7.9 QPSK 251,252,253,254
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[9-12] {9,8,12} 9.9 QPSK 29,30,31,32 [25-27] {25,24,21,27} 11.3 QPSK 40,41,42,43
[9-13] {9,20,13} 13.9 16-QAM 1,2,3 [26-27] {26,12,8,22,27} 7.5 QPSK 281,282,283,284
[9-14] {9,20,14} 15.1 16-QAM 4,5,6 [26-28] {26,12,7,10,17,29,28} 8.0 QPSK 285,286,287,288
[9-15] {9,23,10,17,29,28,15} 8.3 QPSK 61,62,63,64 [26-29] {26,12,7,10,17,29} 8.4 QPSK 289,290,291,292
[9-16] {9,8,12,26,11,16} 7.5 QPSK 223,224,225,226 [26-30] {26,11,16,30} 13.5 16-QAM 269,270,271
[9-17] {9,23,10,17} 10.3 QPSK 124,125,126,127 [28-29] {28,29} 20.2 64-QAM 8,9
[9-18] {9,23,10,1,5,30,2,19,18} 7.2 QPSK 219,220,221,222 [28-30] {28,15,5,30} 9.8 QPSK 77,78,79,80
[9-19] {9,23,10,1,5,30,2,19} 7.4 QPSK 223,224,225,226 [29-30] {29,28,15,5,30} 9.3 QPSK 85,86,87,88

Table C.17. RMSA solution for the CONUS 30 optical network with BER=4×10−2.

Blocked
Demands

[1-21], [1-22], [1-24], [1-25], [1-27], [2-13], [2-14], [2-20], [2-21], [2-24], [2-25], [2-27], [3-9], [3-13],
[3-14], [3-20], [3-21], [3-22], [3-24], [3-25], [3-27], [4-13], [4-24], [4-25], [4-27], [5-13], [5-21], [5-22],
[5-24], [5-25], [5-27], [6-13], [6-14], [6-20], [6-21], [6-24], [6-25], [6-27], [6-28], [6-29], [7-27], [8-15],
[10-27], [11-13], [11-27], [13-15], [13-16], [13-18], [13-19], [13-30], [14-16], [14-18], [14-19], [14-30],
[15-21], [15-22], [15-24], [15-25], [15-27], [16-20], [16-21], [16-24], [16-25], [16-27], [17-27], [18-20],
[18-21], [18-24], [18-25], [18-27], [19-20], [19-21], [19-24], [19-25], [19-27], [20-30], [21-28], [21-29],
[21-30], [22-28], [22-29], [23-27], [24-28], [24-29], [24-30], [25-28], [25-29], [25-30], [27-28], [27-29],
[27-30]

Table C.18. Blocked demands in the RMSA solution for the CONUS 30 optical network
with BER=4×10−2.
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Demand
d

Path
OSNR
[dB]

Modulation
Format M

Frequency
slots

Demand
d

Path
OSNR
[dB]

Modulation
Format M

Frequency
slots

[1-2] {1,5,30,2} 13.2 QPSK 1,2,3,4 [8-27] {8,22,27} 9.9 QPSK 24,25,26,27
[1-3] {1,5,30,2,19,18,3} 11.0 QPSK 5,6,7,8 [9-10] {9,23,10} 12.1 QPSK 1,2,3,4
[1-4] {1,5,30,16,11,4} 9.9 QPSK 9,10,11,12 [9-12] {9,8,12} 9.9 QPSK 13,14,15,16
[1-5] {1,5} 19.1 16-QAM 13,14,15 [9-13] {9,20,13} 12.2 QPSK 1,2,3,4
[1-7] {1,10,7} 10.6 QPSK 1,2,3,4 [9-14] {9,20,14} 13.5 QPSK 9,10,11,12
[1-10] {1,10} 11.7 QPSK 5,6,7,8 [9-17] {9,23,10,17} 10.3 QPSK 36,37,38,39
[1-11] {1,5,30,16,11} 10.5 QPSK 16,17,18,19 [9-20] {9,20} 17.4 16-QAM 13,14,15
[1-15] {1,5,15} 11.0 QPSK 20,21,22,23 [9-21] {9,20,13,25,24,21} 10.3 QPSK 25,26,27,28
[1-16] {1,5,30,16} 12.3 QPSK 24,25,26,27 [9-22] {9,20,14,22} 11.0 QPSK 16,17,18,19
[1-17] {1,10,17} 10.0 QPSK 9,10,11,12 [9-23] {9,23} 13.4 QPSK 13,14,15,16
[1-18] {1,5,30,2,19,18} 12.3 QPSK 28,29,30,31 [9-24] {9,20,13,25,24} 10.7 QPSK 29,30,31,32
[1-19] {1,5,30,2,19} 12.7 QPSK 32,33,34,35 [9-25] {9,20,13,25} 10.8 QPSK 33,34,35,36
[1-23] {1,10,23} 10.8 QPSK 13,14,15,16 [10-11] {10,7,12,26,11} 9.5 QPSK 40,41,42,43
[1-26] {1,5,30,16,11,26} 9.5 QPSK 36,37,38,39 [10-12] {10,7,12} 11.8 QPSK 36,37,38,39
[1-28] {1,5,15,28} 10.3 QPSK 40,41,42,43 [10-14] {10,23,9,20,14} 9.7 QPSK 40,41,42,43
[1-29] {1,5,15,28,29} 9.7 QPSK 44,45,46,47 [10-15] {10,17,29,28,15} 10.7 QPSK 1,2,3,4
[1-30] {1,5,30} 13.4 QPSK 48,49,50,51 [10-17] {10,17} 16.7 16-QAM 5,6,7
[1-24] {2,19,18,3} 16.8 16-QAM 1,2,3 [10-20] {10,23,9,20} 10.5 QPSK 44,45,46,47
[2-4] {2,30,16,11,4} 12.2 QPSK 20,21,22,23 [10-23] {10,23} 19.5 16-QAM 9,10,11
[2-5] {2,30,5} 16.8 16-QAM 13,14,15 [10-26] {10,7,12,26} 10.5 QPSK 56,57,58,59
[2-6] {2,30,16,11,4,6} 10.6 QPSK 40,41,42,43 [10-28] {10,17,29,28} 11.5 QPSK 21,22,23,24
[2-11] {2,30,16,11} 13.3 QPSK 44,45,46,47 [10-29] {10,17,29} 12.5 QPSK 40,41,42,43
[2-12] {2,30,16,11,26,12} 10.3 QPSK 48,49,50,51 [11-12] {11,26,12} 13.4 QPSK 9,10,11,12
[2-15] {2,30,5,15} 10.3 QPSK 52,53,54,55 [11-16] {11,16} 16.8 16-QAM 1,2,3
[2-16] {2,30,16} 19.6 16-QAM 56,57,58 [11-18] {11,16,30,2,19,18} 12.4 QPSK 115,116,117,118
[2-18] {2,19,18} 21.1 16-QAM 9,10,11 [11-19] {11,16,30,2,19} 12.8 QPSK 119,120,121,122
[2-19] {2,19} 24.4 64-QAM 12,13 [11-26] {11,26} 18.2 16-QAM 13,14,15
[2-26] {2,30,16,11,26} 11.6 QPSK 59,60,61,62 [11-30] {11,16,30} 13.6 QPSK 4,5,6,7
[2-28] {2,30,5,15,28} 9.7 QPSK 63,64,65,66 [12-16] {12,26,11,16} 11.1 QPSK 75,76,77,78
[2-30] {2,30} 27.7 64-QAM 9,1 [12-17] {12,7,10,17} 10.1 QPSK 44,45,46,47
[3-4] {3,6,4} 10.8 QPSK 1,2,3,4 [12-18] {12,26,11,16,30,2,19,18} 9.8 QPSK 123,124,125,126
[3-5] {3,18,19,2,30,5} 12.1 QPSK 67,68,69,70 [12-19] {12,26,11,16,30,2,19} 10.1 QPSK 127,128,129,130
[3-6] {3,6} 12.4 QPSK 5,6,7,8 [12-22] {12,8,22} 10.6 QPSK 39,40,41,42
[3-11] {3,18,19,2,30,16,11} 11.1 QPSK 71,72,73,74 [12-23] {12,7,10,23} 10.8 QPSK 48,49,50,51
[3-16] {3,18,19,2,30,16} 13.3 QPSK 75,76,77,78 [12-26] {12,26} 18.1 16-QAM 13,14,15
[3-18] {3,18} 18.8 16-QAM 9,10,11 [12-30] {12,26,11,16,30} 10.5 QPSK 103,104,105,106
[3-19] {3,18,19} 17.7 16-QAM 12,13,14 [13-14] {13,20,14} 12.9 QPSK 5,6,7,8
[3-26] {3,18,19,2,30,16,11,26} 10.0 QPSK 79,80,81,82 [13-20] {13,20} 16.4 16-QAM 9,10,11
[3-30] {3,18,19,2,30} 16.4 16-QAM 16,17,18 [13-21] {13,25,24,21} 16.5 16-QAM 5,6,7
[4-5] {4,11,16,30,5} 10.7 QPSK 83,84,85,86 [13-22] {13,25,24,21,22} 11.2 QPSK 37,38,39,40
[4-6] {4,6} 17.4 16-QAM 5,6,7 [13-23] {13,20,9,23} 9.8 QPSK 48,49,50,51
[4-7] {4,11,26,12,7} 9.8 QPSK 1,2,3,4 [13-24] {13,25,24} 17.6 16-QAM 8,9,10
[4-8] {4,11,26,12,8} 9.6 QPSK 5,6,7,8 [13-25] {13,25} 18.0 16-QAM 11,12,13
[4-11] {4,11} 20.4 16-QAM 13,14,15 [13-27] {13,25,24,21,27} 10.2 QPSK 41,42,43,44
[4-12] {4,11,26,12} 12.3 QPSK 16,17,18,19 [14-20] {14,20} 19.0 16-QAM 1,2,3
[4-16] {4,11,16} 13.5 QPSK 24,25,26,27 [14-21] {14,20,13,25,24,21} 11.1 QPSK 24,25,26,27
[4-18] {4,11,16,30,2,19,18} 11.5 QPSK 87,88,89,90 [14-22] {14,22} 16.3 16-QAM 1,2,3
[4-19] {4,11,16,30,2,19} 11.8 QPSK 91,92,93,94 [14-23] {14,20,9,23} 10.5 QPSK 52,53,54,55
[4-26] {4,11,26} 16.1 16-QAM 28,29,30 [14-24] {14,20,13,25,24} 11.1 QPSK 56,57,58,59
[4-30] {4,11,16,30} 12.4 QPSK 31,32,33,34 [14-25] {14,22,21,24,25} 11.3 QPSK 20,21,22,23
[5-7] {5,1,10,7} 9.8 QPSK 52,53,54,55 [14-27] {14,22,27} 9.9 QPSK 9,10,11,12
[5-10] {5,1,10} 10.7 QPSK 56,57,58,59 [15-16] {15,5,30,16} 9.9 QPSK 131,132,133,134
[5-11] {5,30,16,11} 11.4 QPSK 95,96,97,98 [15-17] {15,28,29,17} 12.8 QPSK 17,18,19,20
[5-15] {5,15} 12.1 QPSK 1,2,3,4 [15-18] {15,5,30,2,19,18} 9.8 QPSK 135,136,137,138
[5-16] {5,30,16} 13.9 QPSK 99,100,101,102 [15-19] {15,5,30,2,19} 10.1 QPSK 139,140,141,142
[5-18] {5,30,2,19,18} 13.8 QPSK 103,104,105,106 [15-23] {15,28,29,17,10,23} 9.9 QPSK 52,53,54,55
[5-19] {5,30,2,19} 14.4 QPSK 107,108,109,110 [15-28] {15,28} 20.0 16-QAM 21,22,23
[5-23] {5,1,10,23} 9.9 QPSK 60,61,62,63 [15-29] {15,28,29} 17.0 16-QAM 25,26,27
[5-26] {5,30,16,11,26} 10.3 QPSK 111,112,113,114 [15-30] {15,5,30} 10.5 QPSK 56,57,58,59
[5-28] {5,15,28} 11.2 QPSK 5,6,7,8 [16-18] {16,30,2,19,18} 17.3 16-QAM 143,144,145
[5-29] {5,15,28,29} 10.4 QPSK 9,10,11,12 [16-19] {16,30,2,19} 18.3 16-QAM 146,147,148
[5-30] {5,30} 17.2 16-QAM 20,21,22 [1-26] {16,11,26} 12.7 QPSK 99,100,101,102
[6-11] {6,4,11} 14.0 QPSK 35,36,37,38 [16-30] {16,30} 20.4 16-QAM 1,2,3
[6-12] {6,4,11,26,12} 10.7 QPSK 44,45,46,47 [17-23] {17,10,23} 13.1 QPSK 56,57,58,59
[6-16] {6,4,11,16} 11.5 QPSK 52,53,54,55 [17-28] {17,29,28} 14.2 QPSK 5,6,7,8
[6-18] {6,3,18} 11.1 QPSK 19,20,21,22 [17-29] {17,29} 17.7 16-QAM 9,10,11
[6-19] {6,3,18,19} 10.8 QPSK 23,24,25,26 [18-19] {18,19} 24.4 64-QAM 19,2
[6-26] {6,4,11,26} 12.0 QPSK 63,64,65,66 [18-26] {18,19,2,30,16,11,26} 10.9 QPSK 149,150,151,152
[6-30] {6,4,11,16,30} 10.8 QPSK 67,68,69,70 [18-30] {18,19,2,30} 20.2 16-QAM 36,37,38
[7-8] {7,12,8} 10.1 QPSK 9,10,11,12 [19-26] {19,2,30,16,11,26} 11.3 QPSK 153,154,155,156
[7-9] {7,10,23,9} 10.9 QPSK 5,6,7,8 [19-30] {19,2,30} 22.7 64-QAM 24,25
[7-10] {7,10} 18.9 16-QAM 9,10,11 [20-21] {20,13,25,24,21} 11.8 QPSK 52,53,54,55
[7-11] {7,12,26,11} 10.3 QPSK 20,21,22,23 [20-22] {20,14,22} 12.8 QPSK 28,29,30,31
[7-12] {7,12} 13.3 QPSK 5,6,7,8 [20-23] {20,9,23} 11.4 QPSK 56,57,58,59
[7-15] {7,10,17,29,28,15} 9.8 QPSK 13,14,15,16 [20-24] {20,13,25,24} 12.3 QPSK 14,15,16,17
[7-17] {7,10,17} 12.9 QPSK 17,18,19,20 [20-25] {20,13,25} 12.5 QPSK 60,61,62,63
[7-20] {7,10,23,9,20} 9.7 QPSK 21,22,23,24 [21-22] {21,22} 13.6 QPSK 5,6,7,8
[7-23] {7,10,23} 16.2 16-QAM 25,26,27 [21-24] {21,24} 23.5 64-QAM 8,9
[7-26] {7,12,26} 11.6 QPSK 24,25,26,27 [21-25] {21,24,25} 22.2 64-QAM 11,12
[7-28] {7,10,17,29,28} 10.5 QPSK 28,29,30,31 [21-27] {21,27} 11.9 QPSK 1,2,3,4
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[7-29] {7,10,17,29} 11.2 QPSK 32,33,34,35 [22-24] {22,21,24} 13.0 QPSK 29,30,31,32
[8-9] {8,9} 12.9 QPSK 1,2,3,4 [22-25] {22,21,24,25} 12.7 QPSK 33,34,35,36
[8-11] {8,12,26,11} 10.1 QPSK 31,32,33,34 [22-26] {22,8,12,26} 9.6 QPSK 52,53,54,55
[8-12] {8,12} 12.9 QPSK 1,2,3,4 [22-27] {22,27} 11.8 QPSK 1,2,3,4
[8-13] {8,22,21,24,25,13} 9.5 QPSK 1,2,3,4 [23-26] {23,10,7,12,26} 9.8 QPSK 64,65,66,67
[8-14] {8,22,14} 11.5 QPSK 5,6,7,8 [23-28] {23,10,17,29,28} 10.6 QPSK 68,69,70,71
[8-20] {8,9,20} 11.1 QPSK 5,6,7,8 [23-29] {23,10,17,29} 11.4 QPSK 72,73,74,75
[8-21] {8,22,21} 11.0 QPSK 9,10,11,12 [24-25] {24,25} 27.9 64-QAM 18,19
[8-22] {8,22} 16.2 16-QAM 13,14,15 [24-27] {24,21,27} 11.5 QPSK 45,46,47,48
[8-23] {8,9,23} 10.1 QPSK 9,10,11,12 [25-27] {25,24,21,27} 11.3 QPSK 60,61,62,63
[8-24] {8,22,21,24} 10.6 QPSK 16,17,18,19 [26-30] {26,11,16,30} 11.8 QPSK 107,108,109,110
[8-25] {8,22,21,24,25} 10.5 QPSK 20,21,22,23 [28-29] {28,29} 20.1 16-QAM 32,33,34
[8-26] {8,12,26} 11.3 QPSK 35,36,37,38 [28-30] {28,15,5,30} 9.8 QPSK 71,72,73,74

Table C.19. RMSA solution for the CONUS 30 optical network with BER=10−2.

Blocked
Demands

[1-6], [1-8], [1-9], [1-12], [1-13], [1-14], [1-20], [1-21], [1-22], [1-24], [1-25], [1-27], [2-7], [2-8], [2-9], [2-10],
[2-13], [2-14], [2-17], [2-20], [2-21], [2-22], [2-23], [2-24], [2-25], [2-27], [2-29], [3-7], [3-8], [3-9], [3-10],
[3-12], [3-13], [3-14], [3-15], [3-17], [3-20], [3-21], [3-22], [3-23], [3-24], [3-25], [3-27], [3-28], [3-29], [4-9],
[4-10], [4-13], [4-14], [4-15], [4-17], [4-20], [4-21], [4-22], [4-23], [4-24], [4-25], [4-27], [4-28], [4-29], [5-6],
[5-8], [5-9], [5-12], [5-13], [5-14], [5-17], [5-20], [5-21], [5-22], [5-24], [5-25], [5-27], [6-7], [6-8], [6-9], [6-10],
[6-13], [6-14], [6-15], [6-17], [6-20], [6-21], [6-22], [6-23], [6-24], [6-25], [6-27], [6-28], [6-29], [7-13], [7-14],
[7-16], [7-18], [7-19], [7-21], [7-22], [7-24], [7-25], [7-27], [7-30], [8-10], [8-15], [8-16], [8-17], [8-18], [8-19],
[8-28], [8-29], [8-30], [9-11], [9-15], [9-16], [9-18], [9-19], [9-26], [9-27], [9-28], [9-29], [9-30], [10-13], [10-16],
[10-18], [10-19], [10-21], [10-22], [10-24], [10-25], [10-27], [10-30], [11-13], [11-14], [11-15], [11-17], [11-20],
[11-21], [11-22], [11-23], [11-24], [11-25], [11-27], [11-28], [11-29], [12-13], [12-14], [12-15], [12-20], [12-21],
[12-24], [12-25], [12-27], [12-28], [12-29], [13-15], [13-16], [13-17], [13-18], [13-19], [13-26], [13-28], [13-29],
[13-30], [14-15], [14-16], [14-17], [14-18], [14-19], [14-26], [14-28], [14-29], [14-30], [15-20], [15-21], [15-22],
[15-24], [15-25], [15-26], [15-27], [16-17], [16-20], [16-21], [16-22], [16-23], [16-24], [16-25], [16-27], [16-28],
[16-29], [17-18], [17-19], [17-20], [17-21], [17-22], [17-24], [17-25], [17-26], [17-27], [17-30], [18-20], [18-21],
[18-22], [18-23], [18-24], [18-25], [18-27], [18-28], [18-29], [19-20], [19-21], [19-22], [19-23], [19-24], [19-25],
[19-27], [19-28], [19-29], [20-26], [20-27], [20-28], [20-29], [20-30], [21-23], [21-26], [21-28], [21-29], [21-30],
[22-23], [22-28], [22-29], [22-30], [23-24], [23-25], [23-27], [23-30], [24-26], [24-28], [24-29], [24-30], [25-26],
[25-28], [25-29], [25-30], [26-27], [26-28], [26-29], [27-28], [27-29], [27-30], [29-30].

Table C.20. Blocked demands in the RMSA solution for the CONUS 30 optical network
with BER=10−2.
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Demand
d

Path
OSNR
[dB]

Modulation
Format M

Frequency
slots

Demand
d

Path
OSNR
[dB]

Modulation
Format M

Frequency
slots

[1-2] {1,5,30,2} 13.2 QPSK 1,2,3,4 [9-20] {9,20} 15.8 QPSK 9,10,11,12
[1-5] {1,5} 19.1 16-QAM 5,6,7 [9-23] {9,23} 13.4 QPSK 5,6,7,8
[1-16] {1,5,30,16} 12.3 QPSK 8,9,10,11 [10-17] {10,17} 14.9 QPSK 8,9,10,11
[1-18] {1,5,30,2,19,18} 12.3 QPSK 12,13,14,15 [10-23] {10,23} 19.5 16-QAM 5,6,7
[1-19] {1,5,30,2,19} 12.7 QPSK 16,17,18,19 [10-29] {10,17,29} 12.5 QPSK 12,13,14,15
[1-30] {1,5,30} 13.4 QPSK 20,21,22,23 [11-12] {11,26,12} 13.4 QPSK 8,9,10,11
[1-24] {2,19,18,3} 15.1 QPSK 1,2,3,4 [11-16] {11,16} 15.1 QPSK 1,2,3,4
[2-4] {2,30,16,11,4} 12.2 QPSK 20,21,22,23 [11-18] {11,16,30,2,19,18} 12.4 QPSK 52,53,54,55
[2-5] {2,30,5} 15.2 QPSK 24,25,26,27 [11-19] {11,16,30,2,19} 12.8 QPSK 56,57,58,59
[2-11] {2,30,16,11} 13.3 QPSK 28,29,30,31 [11-26] {11,26} 16.4 QPSK 16,17,18,19
[2-16] {2,30,16} 19.6 16-QAM 5,6,7 [11-30] {11,16,30} 13.6 QPSK 12,13,14,15
[2-18] {2,19,18} 21.1 16-QAM 5,6,7 [12-26] {12,26} 16.3 QPSK 12,13,14,15
[2-19] {2,19} 24.1 16-QAM 8,9,10 [13-14] {13,20,14} 12.9 QPSK 9,10,11,12
[2-30] {2,30} 27.7 64-QAM 8,9 [13-20] {13,20} 14.7 QPSK 5,6,7,8
[3-5] {3,18,19,2,30,5} 13.3 QPSK 32,33,34,35 [13-21] {13,25,24,21} 14.9 QPSK 1,2,3,4
[3-6] {3,6} 12.1 QPSK 1,2,3,4 [13-24] {13,25,24} 16.0 QPSK 5,6,7,8
[3-16] {3,18,19,2,30,16} 12.4 QPSK 36,37,38,39 [13-25] {13,25} 16.4 QPSK 9,10,11,12
[3-18] {3,18} 18.8 16-QAM 5,6,7 [14-20] {14,20} 19.0 16-QAM 1,2,3
[3-19] {3,18,19} 15.9 QPSK 8,9,10,11 [14-22] {14,22} 14.6 QPSK 1,2,3,4
[3-30] {3,18,19,2,30} 14.7 QPSK 40,41,42,43 [15-17] {15,28,29,17} 12.8 QPSK 1,2,3,4
[4-6] {4,6} 15.8 QPSK 1,2,3,4 [15-28] {15,28} 20.0 16-QAM 5,6,7
[4-11] {4,11} 20.4 16-QAM 1,2,3 [15-29] {15,28,29} 15.5 QPSK 8,9,10,11
[4-12] {4,11,26,12} 12.3 QPSK 4,5,6,7 [16-18] {16,30,2,19,18} 15.7 QPSK 60,61,62,63
[4-16] {4,11,16} 13.5 QPSK 8,9,10,11 [16-19] {16,30,2,19} 16.7 QPSK 64,65,66,67
[4-26] {4,11,26} 14.4 QPSK 12,13,14,15 [16-26] {16,11,26} 12.7 QPSK 24,25,26,27
[4-30] {4,11,16,30} 12.4 QPSK 16,17,18,19 [16-30] {16,30} 20.4 16-QAM 1,2,3
[5-15] {5,15} 12.1 QPSK 1,2,3,4 [17-23] {17,10,23} 13.1 QPSK 16,17,18,19
[5-16] {5,30,16} 13.9 QPSK 40,41,42,43 [17-28] {17,29,28} 14.2 QPSK 16,17,18,19
[5-18] {5,30,2,19,18} 13.8 QPSK 44,45,46,47 [17-29] {17,29} 16.1 QPSK 5,6,7,8
[5-19] {5,30,2,19} 14.4 QPSK 48,49,50,51 [18-19] {18,19} 24.1 16-QAM 16,17,18
[5-30] {5,30} 15.6 QPSK 28,29,30,31 [18-30] {18,19,2,30} 20.2 16-QAM 68,69,70
[6-11] {6,4,11} 14.0 QPSK 24,25,26,27 [19-30] {19,2,30} 22.4 16-QAM 71,72,73
[6-26] {6,4,11,26} 12.0 QPSK 28,29,30,31 [20-22] {20,14,22} 12.8 QPSK 13,14,15,16
[7-10] {7,10} 18.9 16-QAM 1,2,3 [20-24] {20,13,25,24} 12.3 QPSK 13,14,15,16
[7-12] {7,12} 13.3 QPSK 1,2,3,4 [20-25] {20,13,25} 12.5 QPSK 17,18,19,20
[7-17] {7,10,17} 12.9 QPSK 4,5,6,7 [21-22] {21,22} 13.6 QPSK 1,2,3,4
[7-23] {7,10,23} 14.5 QPSK 8,9,10,11 [21-24] {21,24} 23.1 16-QAM 5,6,7
[8-9] {8,9} 12.9 QPSK 1,2,3,4 [21-25] {21,24,25} 21.8 16-QAM 9,10,11
[8-12] {8,12} 12.9 QPSK 1,2,3,4 [22-24] {22,21,24} 13.0 QPSK 12,13,14,15
[8-22] {8,22} 14.5 QPSK 1,2,3,4 [22-25] {22,21,24,25} 12.7 QPSK 17,18,19,20
[9-10] {9,23,10} 12.1 QPSK 1,2,3,4 [24-25] {24,25} 27.9 64-QAM 21,22
[9-13] {9,20,13} 12.2 QPSK 1,2,3,4 [28-29] {28,29} 20.1 16-QAM 5,6,7
[9-14] {9,20,14} 13.5 QPSK 5,6,7,8

Table C.21. RMSA solution for the CONUS 30 optical network with BER=10−3.
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Blocked
Demands

[1-3], [1-4], [1-6], [1-7], [1-8], [1-9], [1-10], [1-11], [1-12], [1-13], [1-14], [1-15], [1-17], [1-20], [1-21], [1-22], [1-23], [1-24],
[1-25], [1-26], [1-27], [1-28], [1-29], [2-6], [2-7], [2-8], [2-9], [2-10], [2-12], [2-13], [2-14], [2-15], [2-17], [2-20], [2-21],
[2-22], [2-23], [2-24], [2-25], [2-26], [2-27], [2-28], [2-29], [3-4], [3-7], [3-8], [3-9], [3-10], [3-11], [3-12], [3-13], [3-14],
[3-15], [3-17], [3-20], [3-21], [3-22], [3-23], [3-24], [3-25], [3-26], [3-27], [3-28], [3-29], [4-5], [4-7], [4-8], [4-9], [4-10],
[4-13], [4-14], [4-15], [4-17], [4-18], [4-19], [4-20], [4-21], [4-22], [4-23], [4-24], [4-25], [4-27], [4-28], [4-29], [5-6], [5-7],
[5-8], [5-9], [5-10], [5-11], [5-12], [5-13], [5-14], [5-17], [5-20], [5-21], [5-22], [5-23], [5-24], [5-25], [5-26], [5-27], [5-28],
[5-29], [6-7], [6-8], [6-9], [6-10], [6-12], [6-13], [6-14], [6-15], [6-16], [6-17], [6-18], [6-19], [6-20], [6-21], [6-22], [6-23],
[6-24], [6-25], [6-27], [6-28], [6-29], [6-30], [7-8], [7-9], [7-11], [7-13], [7-14], [7-15], [7-16], [7-18], [7-19], [7-20], [7-21],
[7-22], [7-24], [7-25], [7-26], [7-27], [7-28], [7-29], [7-30], [8-10], [8-11], [8-13], [8-14], [8-15], [8-16], [8-17], [8-18],
[8-19], [8-20], [8-21], [8-23], [8-24], [8-25], [8-26], [8-27], [8-28], [8-29], [8-30], [9-11], [9-12], [9-15], [9-16], [9-17],
[9-18], [9-19], [9-21], [9-22], [9-24], [9-25], [9-26], [9-27], [9-28], [9-29], [9-30], [10-11], [10-12], [10-13], [10-14],
10-15], [10-16], [10-18], [10-19], [10-20], [10-21], [10-22], [10-24], [10-25], [10-26], [10-27], [10-28], [10-30], [11-13],
[11-14], [11-15], [11-17], [11-20], [11-21], [11-22], [11-23], [11-24], [11-25], [11-27], [11-28], [11-29], [12-13], [12-14],
[12-15], [12-16], [12-17], [12-18], [12-19], [12-20], [12-21], [12-22], [12-23], [12-24], [12-25], [12-27], [12-28], [12-29],
[12-30], [13-15], [13-16], [13-17], [13-18], [13-19], [13-22], [13-23], [13-26], [13-27], [13-28], [13-29], [13-30], [14-15],
[14-16], [14-17], [14-18], [14-19], [14-21], [14-23], [14-24], [14-25], [14-26], [14-27], [14-28], [14-29], [14-30], [15-16],
[15-18], [15-19], [15-20], [15-21], [15-22], [15-23], [15-24], [15-25], [15-26], [15-27], [15-30], [16-17], [16-20], [16-21],
[16-22], [16-23], [16-24], [16-25], [16-27], [16-28], [16-29], [17-18], [17-19], [17-20], [17-21], [17-22], [17-24], [17-25],
[17-26], [17-27], [17-30], [18-20], [18-21], [18-22], [18-23], [18-24], [18-25], [18-26], [18-27], [18-28], [18-29], [19-20],
[19-21], [19-22], [19-23], [19-24], [19-25], [19-26], [19-27], [19-28], [19-29], [20-21], [20-23], [20-26], [20-27], [20-28],
[20-29], [20-30], [21-23], [21-26], [21-27], [21-28], [21-29], [21-30], [22-23], [22-26], [22-27], [22-28], [22-29], [22-30],
[23-24], [23-25], [23-26], [23-27], [23-28], [23-29], [23-30], [24-26], [24-27], [24-28], [24-29], [24-30], [25-26], [25-27],
[25-28], [25-29], [25-30], [26-27], [26-28], [26-29], [26-30], [27-28], [27-29], [27-30], [28-30], [29-30]

Table C.22. Blocked demands in the RMSA solution for the CONUS 30 optical network
with BER=10−3.
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Abstract—Nowadays, with the increase in traffic demands due
to, the growth of cloud-based and 5G applications, emerging solu-
tions are arising to improve optical networks spectrum efficiency
and transmission capacity. The promising multiband solution
improves the fiber capacity by expanding the optical spectrum
beyond the C-band. So, efficient multiband planning tools are
paramount to explore network resources efficiently.The planning
tool developed in this work solves the routing, modulation format
and spectrum assignment (RMSA) in a static network scenario.
Using this tool, we discuss the influence of the network physical
topology on several parameters, such as, on the number of paths
utilized in the most used link or on the number of frequency
slots assigned, considering four optical networks, different target
bit error rates (BERs) and transmission capacities. We conclude
that, using lower BERs and higher information bit rates, lead
to greater percentage of blocked demands, due to decrease of
the maximum reach, which, limits the maximum hops between
nodes, specially, in networks with longer links. It is also concluded
that for higher request scenarios, networks with more demands
require more spectrum capacity, and the flexible grid utilizes the
network resources more efficiently than the fixed grid.

Index Terms—Flexible grid, multiband transmission, optical
networks, physical layer impairments, RMSA.

I. INTRODUCTION

The need for more capacity in the optical transport network,
due to, for example, the growth of cloud-based and 5G ap-
plications demands, nowadays, new solutions [1]. The imple-
mentation of spatial division multiplexing (SDM) techniques
in optical domain [2] is seen as a long term solution, whereas
the exploitation of the unused bands on the widely deployed
G.652.D fibers, called multiband solution, is seen as a near
term solution [2].

Several authors have already studied the signal transmission
on these multiband systems, and it is well known that some
physical layer impairments (PLIs) are more pronounced than
in C-band only systems. For example, the effect of the stim-
ulated Raman scattering (SRS), that causes a power transfer
from higher to lower frequency signals, can be neglected on
C-band only systems, but must be considered in multiband
systems [1].

The capacity increase given by the multiband solution in
comparison with C-band only systems needs to be used in
the most efficient way, so that a cost effective solution could
be attained. In this way, well designed multiband planning

tools are of paramount importance in optimizing the transport
capacity. This optimization is typically performed in a two-step
procedure, first the routes for the demands having in mind the
PLIs are found and the signal modulation format is chosen,
and then the spectrum assignment is performed, i.e., a given
number of frequency slots (FSs) is assigned to a particular
demand. This two-step procedure is called a routing, modula-
tion format and spectrum assignment (RMSA) problem. Some
authors, [2], [3] have already developed, both heuristic and
integer linear programming (ILP) tools for solving this RMSA
problem.

In this work, a C+L multiband heuristic planning tool is
designed for solving RMSA problems. This tool is used in four
network topologies (COST 239, NSFNET, UBN and CONUS
30) considering three different request scenarios. The first
scenario uses the common 100 Gbps bit rate and a detailed
analysis is performed, in particular the percentage of blocked
demands, the number of FSs used, as well as parameters
like the path with the highest and lowest optical signal-to-
noise ratio (OSNR), and the usage of the different types of
modulation formats are discussed. Moreover, we discuss the
influence of the network physical topology on the various
parameters analyzed, like the number of paths that utilize the
most used link, an analysis that has not been done in [2] and
[3], that consider only a single network topology, the German
network in [2] and the British network in [3].

This work is organized in four sections. Section II presents
the multiband planning tool used to solve the RMSA problem
aware of PLIs. Section III shows the results of the RMSA
problem for several network topologies, and discusses them,
considering requests for different bit rates (100, 200 and 400
Gbps), in terms, for example, of the number of FSs used
and blocked demands percentage. A comparison between the
flexible and fixed grid scenarios is also presented. Finally, in
section IV, the conclusions of this work are drawn.

II. MULTIBAND NETWORK PLANNING TOOL

In this section, we present and explain our C+L multiband
network planning tool aware of the PLIs. We start by highlight-
ing the lightpath OSNR evaluation procedure and then explain
the flowchart of the developed multiband network simulator
used to solve the RMSA problem.
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A. Lightpath OSNR evaluation

The total OSNR in the lightpath p in a C+L multiband
scenario can be given by [4],

1

osnrtot,p
=

nlinks∑

i=1

(
1

osnrNLI,i
+

1

osnrpos,i
+

1

osnrpre,i
+

Nin,i∑

j=1

1

osnrin,i,j
)

(1)

where nlinks is the number of links in path p, Nin,i, is the
number of in-line amplifiers in link i, osnrk with k=pre,i or
pos,i or in,i,j is the OSNR at the output of, respectively, the
pre-amplifier, pos-amplifier and in-line amplifiers in link i, and
osnrNLI,i is the OSNR due to the nonlinear interference noise
(NLI) in link i. The osnrk can be given by,

osnrk =
pm

2pASE,k
k = pre, i, or pos, i, or in, i, j. (2)

where pase,k is the amplified spontaneous emission (ASE)
noise introduced by each type of amplifier (pre, in-line or post
amplifier) and pm is optical power of channel m. The Erbium-
Doped Fiber Amplifiers (EDFAs) used, have a maximum gain
(Gmax) of 25 dB and the noise figure (Fn) depends on the span
loss and is estimated with a linear interpolation considering
Fn=5 dB with the EDFA maximum gain and 7 dB for the 15
dB gain [4]. Likewise, the osnrNLI,i is given by,

osnrNLI,i =
pm

pNLI,i
(3)

where the pNLI,i is the NLI noise power introduced in link
i. This NLI noise that includes the SRS effect is calculated
with a closed-form formula based on the Gaussian noise (GN)
model, that considers the impact of the modulation format, so
that pNLI can be given by [5],

pNLI = (ηGN + ηcorr) · p3m (4)

where ηGN is the GN model contribution and ηcorr is the
modulation format correction.

B. Simulator flowchart

The C+L multiband network simulator was developed in
Matlab and has two main steps in order to solve the RMSA
problem, first routing and modulation format assignment and,
then, spectrum assignment. The simulator inputs are the net-
work physical topology, the traffic matrix, the number of
candidate paths, the available bands, the total number of FSs
per band, the bit error rate (BER) and the information bit rate.

The first step consists in computing the list of the k-th
candidate paths for each demand (or request), as described
in the flowchart shown in Fig. 1 a). These paths are com-
puted with the Yen’s k-shortest path algorithm [6]. After, the
OSNR of each candidate path is calculated considering the
ASE noise along the path and the NLI noise. The following
simplifications are assumed in the OSNR calculation:

1) the NLI noise at the end of a link is calculated consid-
ering that all FSs are being used in the C+L band;

2) the NLI noise accumulates incoherently [5], which
means that the NLI noise is calculated at the end of each
link independently of the NLI noises calculated for the
other links of a given path;

3) the channel launch power is optimized for the longest
candidate path in the network [3] for each modulation
format and is used in all channels across the network
that use that specific modulation format;

4) the NLI noise and corresponding OSNR are calculated
for the center channel, since there is no knowledge of
how the spectrum will be assigned.

Then, it is checked, starting from the highest to the low-
est modulation format (64-Quadrature-amplitude modulation
(QAM), 16-QAM and Quaternary phase-shift keying (QPSK)),
if the required OSNR (ROSNR) is achieved. If none of the
modulation formats meets the ROSNR, the corresponding
candidate path is not used. Moreover, if no candidate paths for
the demand satisfy the ROSNR, that demand is blocked. After
calculating the OSNR for all demands and candidate paths and
assigning the modulation format, the paths are sorted based on
the OSNR in descending order, for each demand.

Are all k-paths 
checked?

Select  next  candidate path

Are all modulat ion       
format  checked

Calculate the candidate 
path OSNR

Is the           
ROSNR guaranteed?

Save path in list

No

No

No

Yes

Yes

Order the candidate paths 
from highest  OSNR to the 

lowest .

Yes

R out ing and modulat ion for mat  assignment

Per demand

Is the path list  
empty?

No

Yes

Block Demand

Fig. 1 a). Flowchart of the Matlab simulator for the routing and modulation
format assignment.
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In the second step, the path list just built is used by the
spectrum assignment algorithm to assign the FSs using the
First-Fit (FF) algorithm, as shown in Fig. 1 b). It starts with
the candidate path with the highest OSNR, and tries different
candidate paths in descending order of OSNRs. Since we
are considering a flexible grid scenario, the FSs assigned to
each demand must be contiguous, and must be the same in
every link of a specific optical path [2]. The number of FSs
allocated for each demand depends on the symbol rate, which
depends on the modulation format used in the candidate path
[2]. Therefore, depending on the modulation format, the FF
algorithm tries to assign the corresponding FSs. If those FSs
cannot be assigned in the whole C+L band, then another
candidate path from the list is chosen. If the FSs are not
assigned to any of the candidate paths corresponding to a
specific demand, then that demand is blocked, as represented
in Fig. 1 b).

Determine the number of 
FSs needed for the path

Are all FSs 
checked?

Select  the next  cont inuous
available FSs using 
First -Fit  algorithm

Are the FSs 
available in all links used by 

the path?

Assign to the demand the 
rout ing path, modulat ion 

format  and FSs

No

No

Yes

Block Demand

YesAre all paths 
checked?

Yes

R out ing and modulat ion for mat  assignment

Spect r um assignment

Per demand

Fig. 1 b). Flowchart of the Matlab simulator for the spectrum assignment.

III. RESULTS AND DISCUSSION

In this section, we are going to use the multiband planning
tool presented in section II in several network topologies
scenarios - COST 239, NSFNET, UBN and CONUS 30 [7]
- considering a static traffic matrix and a full mesh logical
topology. In particular, we solve the RMSA problem for each
one of the network topologies studied considering three BER
values (4×10−2, 1×10−2 and 1×10−3) for 100, 200, and 400
Gbps requests. A detailed analysis for the 100 Gbps requests
case is given in subsection A, whereas in subsection B the

200 and 400 Gbps scenarios are considered. In subsection C,
a comparison between the fixed and flexible grids scenario is
performed. Table I presents some physical (number of nodes,
number of links, average node degree, average link length) and
logical (number of demand requests for full mesh topology)
parameters of the network topologies considered.

TABLE I
PHYSICAL AND LOGICAL FEATURES OF THE NETWORK TOPOLOGIES.

Network #Demands #Nodes #Links Average
node degree

Average link
length [km]

COST 239 55 11 26 4.73 463
NSFNET 91 14 21 3 1081

UBN 276 24 43 3.58 996
CONUS 30 435 30 36 2.40 696

As can be observed in Table I, the network with more nodes
is the CONUS 30, and therefore, this is the network that
has more traffic demands, while the network with the longest
links in average is the NSFNET network. The network that
presents nodes with an higher degree is the COST 239, which
is the smallest size network. Table II presents the ROSNR for
the three BER values and for the three modulation formats
considered in this study - QPSK, 16-QAM and 64-QAM, as
in [2]. Table III shows the system and network parameters
considered in this section.

TABLE II
ROSNR FOR THE DIFFERENT BERS.

BER ROSNR [dB]
64-QAM 16-QAM QPSK

4×10−2 18.9 13.3 7.1
1×10−2 21.9 16.1 9.5
1×10−3 24.8 18.6 12

TABLE III
SYSTEM PARAMETERS USED TO SOLVE THE RMSA PROBLEM.

Parameters Values
Number of candidate paths k 5

Total number of FSs in the C+L band 862
Frequency slot width 12.5 GHz

Amplifier maximum gain Gmax 25 dB
Fiber attenuation coefficient α 0.25 dB/km

Fiber effective area Aeff 80 µm2

Dispersion Dλ0 17 ps/nm/km
Dispersion slope S0 67 fs/nm2/km

Reference wavelength λ0 1550 nm
Raman gain slope Cr 0.028 1/W/km/THz

Nonlinear refractive index n2 2.6× 10−20 m2/W
Coherent factor ε 0

A. 100 Gbps requests scenario

In this subsection, the 100 Gbps requests scenario is an-
alyzed. Table IV shows the transmitted signal features that
depend on the chosen modulation format and the required FSs
to transmit 100 Gbps requests including one FS used as a
guard-band between channels.

The solution for the RMSA problem considering 100 Gbps
requests is given in Table V for the four network topologies
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TABLE IV
SYSTEM PARAMETERS USED TO CALCULATE THE OSNR FOR 100 GBPS.

Parameters 64-QAM 16-QAM QPSK
Channel Spacing 25 GHz 37.5 GHz 50 GHz

Symbol rate 10.67 Gbaud 16 Gbaud 32 Gbaud
#FSs allocated 2 3 4

and three BER values. In particular, Table V shows the number
of blocked demands, the number of allocated FSs, the highest
and lowest OSNR values, the path with the longest distance
served, the number of unused links and the usage of the
different modulation formats in the whole network.

As observed in Table V, the COST 239 network is the
only network that successfully serves all demands, i.e. the
blocked demands percentage is zero. In this network, as the
BER decreases, slightly more FSs are allocated, since lower
BERs demand higher ROSNRs (see Table II), resulting on
the assignment of lower modulation formats that require more
FSs. For the other three networks, the number of FSs allocated
decreases for lower BERs, since the number of blocked
demands increases, being the QPSK format predominant in the
successful demands. In the CONUS 30 and UBN networks,
more than half of the demands are blocked for BER=10−2 or
lower. The UBN network has the higher number of blocked
demands, with a maximum of demands blocked of 84% for the
lowest BER. Also observed in Table V, none of the networks
use more than 40% of the multiband spectrum, despite the
existence of blocked demands for NSFNET, UBN and CONUS
30 topologies. The reason for blocking the demands is the
insufficient OSNR, and not the unavailability of FSs. The
maximum spectrum allocated is in the CONUS 30 network
with 40.6%, which corresponds to 350 FSs of the 862 available
in the C+L multiband. This network is the only one that
assigns FSs in the L-band using only 5 FSs in this band.

We have checked that the highest OSNR estimated pre-
sented in Table V is always obtained for the same demand in
the networks considered, independently of the BER, whereas
the lowest OSNR can be reached with different demands.
Moreover, the highest OSNR is obtained in all four networks
in the direct path that uses the shortest link in the network.
On the other hand, the lowest OSNR is obtained in one of the
longest paths in the network, that has not been blocked due
to not fulfilling the ROSNR. In the three larger networks, the
path reach is similar for all BERs, the maximum distance with
BER=4×10−2 is around 4000 km, for BER=10−2 is about
2500 km, and around 1500 km for BER=10−3. This maximum
reach limits the number of hops in networks with longer links,
like in the UBN network where the average link length is
996 km (see Table I). This means that, in this network, for
BER=4×10−2, where the maximum range is 4000 km in
average, the source and destination nodes can have at most
four links between them for a demand to be served, without
resorting to the more expensive regeneration solution [4].

From Table V, it can also be observed that, in general, the
number of paths utilized in the most used link is higher for

higher BERs, since other paths with lower OSNRs tend to be
blocked (i.e. the ROSNR is not achieved) when the BER is
lower. The link with the most paths assigned, in general, is also
the one with the most FSs allocated. Generally, the number
of unused links increases for lower BERs, since the unused
links are some of the longest in the network, experience higher
OSNR degradation and do not meet the ROSNR. In networks
with higher average node degree, like the COST 239 and UBN
network, (see Table I) some links are never used, since these
links lead to an enhanced performance degradation due to PLIs
in the network, but as these nodes are more interconnected the
demands can be routed using a different link.

Finally, in Table V, it can be observed that the QPSK format
is the most used format, except for the COST 239 network for
BER=4×10−2 and 10−2, where the 16-QAM format is the
most used modulation format. The only scenario where the
QPSK format is not used in the COST 239 network occurs
when BER=4×10−2, which is also the scenario where the
64-QAM modulation format is assigned more times, corre-
sponding to 36.4% of the assigned optical paths. The CONUS
30 network is the only network where the 64-QAM format is
assigned when the BER=10−3. In this case, the two paths
with 64-QAM are direct links that do not require in-line
amplification.

B. Higher than 100 Gbps requests scenario

In this subsection, the RMSA planning tool is used for
studying higher than 100 Gbps requests, in particular, 200 and
400 Gbps requests are considered. In Table VI, the channel
spacing, symbol rate and number of FSs allocated are shown,
for the three modulation formats.

Fig. 2. Blocked demands percentage for three BERs, 4×10−2, 10−2, and
10−3 considering three bit rate request scenarios (100, 200 and 400 Gbps)
and four network topologies.

In Fig. 2, the blocked demands percentage for three BER
values, considering three bit rate request scenarios (100, 200
and 400 Gbps) and four network topologies (COST 239,
NSFNET, UBN and CONUS 30) is represented. As it can
be observed in Fig. 2, the percentage of blocked demands
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TABLE V
RMSA SOLUTION FOR THE COST 239, NSFNET, UBN, AND CONUS 30 TOPOLOGIES CONSIDERING THREE DIFFERENT BERS FOR 100 GBPS

REQUEST.

Network BER #Blocked
demands

#FSs
allocated

Highest
OSNR

Lowest
OSNR

Longest
path served

Higher #paths
assigned to link

Higher #FSs
allocated to link

#Unused
links

#Paths using
64-QAM format

#Paths using
16-QAM format

#Paths using
QPSK format

COST 239

4×10−2 0
(0%)

62
(7.2%)

24.0 dB
(64-QAM)

14.1 dB
(16-QAM) 1452 km 18 paths

(32.7%)
50 FSs
(5.8%) 4 20 paths

(36.4%)
35 paths
(63.6%)

0 paths
(0%)

1×10−2 0
(0%)

62
(7.2%)

24.0 dB
(64-QAM)

12.4 dB
(QPSK) 1452 km 18 paths

(32.7%)
62 FSs
(7.2%) 4 10 paths

(10.9%)
32 paths
(58.2%)

17 paths
(30.9%)

1×10−3 0
(0%)

70
(8.1%)

23.6 dB
(16-QAM)

14.1 dB
(QPSK) 1452 km 18 paths

(32.7%)
68 FSs
(7.9%) 4 0 paths

(0%)
20 paths
(36.4%)

35 paths
(63.6%)

NSFNET

4×10−2 2
(2.2%)

114
(13.2%)

22.8 dB
(64-QAM)

7.2 dB
(QPSK) 4467 km 30 paths

(33.0%)
113 FSs
(13.1%) - 4 paths

(4.5 %)
28 paths
(31.5 %)

57 paths
(64 %)

1×10−2 32
(35.2%)

71
(8.2%)

22.8 dB
(64-QAM)

9.6 dB
(QPSK) 2885 km 18 paths

(19.8%)
71 FSs
(8.2%) 1 1 path

(1.7 %)
12 paths
(20.3 %)

46 paths
(78 %)

1×10−3 62
(68.1%)

28
(3.2%)

22.6 dB
(16-QAM)

12.3 dB
(QPSK) 1545 km 6 paths

(6.6%)
15 FSs
(1.7%) 6 0 paths

(0%)
4 paths

(13.8 %)
25 paths
(86.2 %)

UBN

4×10−2 66
(23.9%)

133
(15.4%)

22.6 dB
(64-QAM)

7.1 dB
(QPSK) 4150 km 33 paths

(12.0%)
131 FSs
(15.2%) 3 2 paths

(1 %)
46 paths
(21.9 %)

162 paths
(77.1 %)

1×10−2 168
(60.9%)

44
(5.1%)

22.8 dB
(64-QAM)

9.5 dB
(QPSK) 2300 km 10 paths

(3.6%)
39 FSs
(4.5%) 3 1 path

(0.9 %)
9 paths
(8.3 %)

98 paths
(90.7 %)

1×10−3 232
(84.1%)

16
(1.9%)

22.5 dB
(16-QAM)

12.0 dB
(QPSK) 1300 km 4 paths

(1.4%)
15 FSs
(1.7%) 5 0 paths

(0%)
2 paths
(4.5 %)

42 paths
(95.5 %)

CONUS 30

4×10−2 91
(20.9%)

350
(40.6%)

27.9 dB
(64-QAM)

7.6 dB
(QPSK) 4850 km 75 paths

(17.2%)
289 FSs
(33.5%) - 19 paths

(5.5 %)
73 paths
(21.2 %)

252 paths
(73.3 %)

1×10−2 249
(57.2%)

156
(18.1%)

27.9 dB
(64-QAM)

9.5 dB
(QPSK) 2835 km 35 paths

(8.0%)
132 FSs
(15.3%) - 7 paths

(3.8 %)
35 paths
(18.8 %)

144 paths
(77.4 %)

1×10−3 350
(80.5%)

73
(8.5%)

27.9 dB
(64-QAM)

12.0 dB
(QPSK) 1602 km 19 paths

(4.4%)
71 FSs
(8.23%) 3 2 paths

(2.4 %)
17 paths
(20 %)

66 paths
(77.6 %)

TABLE VI
SYSTEM PARAMETERS USED TO CALCULATE THE OSNR FOR 200 AND

400 GBPS REQUESTS.

Information bit Channel Spacing [GHz]
rate 64-QAM 16-QAM QPSK

200 Gbps 37.5 50 87.5
400 Gbps 62.4 87.5 150

Symbol Rate [Gbaud]
200 Gbps 21.3 32 64
400 Gbps 42.7 64 128

#FSs allocated
200 Gbps 3 4 7
400 Gbps 5 7 12

increases with the increase of the information bit rate and as
the BER lowers. The highest percentage increase (14.3%) of
blocked demands is observed in the NSFNET network, when
BER=4×10−2, and we replace the 100 Gbps requests by 200
Gbps requests. This can be explained, since the maximum
reach is around 3000 km for the 200 Gbps requests (1000
km less than with 100 Gbps requests), limiting the distance
between nodes so paths with longer distances are blocked.
From the four topologies analyzed, the UBN network has the
highest percentage of blocked demands - 92% for BER=10−3

and 400 Gbps requests- since the maximum reach served in
this network is 959 km, which is shorter than the average
link (996 km, see Table I). This is also the scenario where
the COST 239 network exhibits a non zero blocked demand
percentage - 9.1% of blocked demands -, due to shorter path
reach.

In Fig. 3, the allocated FSs percentage for three BER values,
considering three bit rate request scenarios (100, 200 and 400
Gbps) and four network topologies (COST 239, NSFNET,
UBN and CONUS 30) is represented. From Fig. 3, it can
be observed that the higher the information bit rate, more per-
centage of FSs is allocated, as the BER increases, even though

Fig. 3. Allocated FSs percentage for three BERs, 4×10−2, 10−2, and 10−3

considering three bit rate request scenarios (100, 200 and 400 Gbps) and four
network topologies.

more demands are blocked than in the 100 Gbps requests
(see Fig. 2), since these information bit rates, need higher
symbol rates, resulting in more allocated FSs. Only for the
COST 239 network, the percentage of FSs allocated increases
from BER=4×10−2 to BER=10−3 and then decreases from
BER=10−2 to BER=10−3, since, for this last scenario, the
percentage of demands served is no longer 100%, as observed
in Fig. 2. Likewise in 100 Gbps scenario request, the CONUS
30 topology continues to be the only topology that assigns
spectrum in the L-band. For BER=4×10−2 and 400 Gbps
requests, 85% of the available multiband spectrum is assigned,
which corresponds to 735 FSs of the 862 available.

C. Comparison between the fixed and flexible grid scenarios

In this subsection, the spectrum allocation in the flexible
and fixed grids scenarios, for BER=4×10−2, is compared
considering the three information bit rates used previously
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(100, 200 and 400 Gbps). Table VII shows some transmitted
signal features that depend on the modulation format.

TABLE VII
SYSTEM PARAMETERS USED TO CALCULATE THE OSNR WITH FIXED

GRID FOR 100, 200 AND 400 GBPS REQUESTS.

Information bit Channel Spacing [GHz]
rate 64-QAM 16-QAM QPSK

100 Gbps 50 50 50
200 Gbps 50 50 100
400 Gbps 100 100 200

#FSs allocated
100 Gbps 4 4 4
200 Gbps 4 4 8
400 Gbps 8 8 16

Fig. 4. Allocated FSs percentage in the fixed and flexible grids when
BER=4×10−2 for three information bit rates, 100 Gbps, 200 Gbps, and 400
Gbps.

In Fig. 4, the percentage of FSs allocated as a function
of the information bit rate, for the four network topologies
considering the fixed and flexible grid scenarios is shown. As
observed in Fig. 4, in general, the percentage of allocated FSs
grows with the increase of the information bit rate. Also, from
Fig. 4 it can be observed that in the fixed grid scenario the
percentage of allocated FSs is higher than in the flexible grid
scenario. This can be explained since with the fixed grid the
estimated OSNR is higher, due to a larger channel spacing
and, consequently, less interfering from other channels. This
results in less blocked demands due to the paths not satisfying
the ROSNR and also because more FSs are require to transmit
requests with this grid. However, in the COST 239 network
case less FSs are allocated with the fixed grid than with the
flexible grid for the 400 Gbps request scenario, since higher
modulation formats, that require less FSs, are assigned in fixed
grid, due to higher estimated OSNR.

We have also checked that in the fixed grid scenario
NSFNET, UBN and CONUS 30 topologies fill all the C-
band spectrum and also assign spectrum in the L-band for the
400 Gbps requests case. In particular, for 400 Gbps requests,
in the CONUS 30 topology only 6 FSs are not allocated,

which corresponds to a FSs allocated percentage of 99.3%,
nevertheless there are 32 blocked demands due to spectrum
unavailability.

IV. CONCLUSIONS

In this work, we studied the influence of the network
physical topology on the planning of multiband C+L optical
networks. For that, we have developed a RMSA tool to explore
several network parameters: number of blocked demands, FSs
allocated and unused links, dominant modulation format and
longest paths served, as a function of the network considered.
The RMSA tool has been applied to four optical networks,
considering different target BERs and bit rates.

For 100 Gbps transmission, with full mesh logical topolo-
gies networks with more nodes and longer links, as the BER
decreases, the number of blocked demands grows, and, con-
sequently, less FSs are allocated and lower order modulation
formats are predominant. The COST 239 network, which has
shorter links in average and less nodes, serves all demands
for the BERs considered, and the QPSK format reaches a
spectral occupation of 63.6% of the available FSs, for the
BER=4×10−2.

For higher bit rates, that require more FSs to transmit the
signal, we have also shown that the number of blocked de-
mands increases, reaching a maximum of 14.3%, for networks
with longer links due to lower maximum reach for higher
request scenarios.

The flexible grid, for networks with more demands, allocate
the network resources more efficiently than the fixed grid.
With this grid, for 400 Gbps request, 7.4% of the demands
in the CONUS 30 network are blocked, due to spectrum
unavailability.
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