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Abstract. Recent years have shown an increase in the importance of emotions applied to the 

Design field - Emotional Design. In this sense, the emotional design aims to elicit (e.g., pleasure) 

or prevent (e.g., displeasure) determined emotions, during human product interaction. That is, 

the emotional design regulates the emotional interaction between the individual and the product 

(e.g., robot). Robot design has been a growing area whereby robots are interacting directly with 

humans in which emotions are essential in the interaction. Therefore, this paper aims, through a 

non-systematic literature review, to explore the application of emotional design, particularly on 

Human-Robot Interaction. Robot design features (e.g., appearance, expressing emotions and 

spatial distance) that affect emotional design are introduced. The chapter ends with a discussion 

and a conclusion. 

 

Keywords: Emotional Design, Human-Robot Interaction, emotion expressions, facial expressions, 

vocal expressions. 

 

1. Introduction 

 

Some products have positive traits (e.g., appealing, engaging, exciting, tempting) while others 

have negative traits (e.g., repulsive, displeasing, undesirable, unattractive), thus, products can 

evoke several different emotions. Although, studies on product design focused on more 

functionality and utility of the product than emotional factor (Khalid & Halander, 2006), for 

sustained interaction it is vital to make experiences pleasurable and enjoyable (Wensveen & 

Overbeeke, 2003). Pleasure can make the importance of emotions more apparent. 

 

Tielman, Neerincx, Meyer and Looije (2014) indicate that expressive behavior (e.g., emotions) is 

a crucial aspect of human interaction. Emotions can allow humans to establish a relationship with 

others as well as the environment (e.g., objects, machines). In this sense, interaction with 



technology (i.e., robots) should be guided by the same principle (Valli, 2008). Currently, robots 

are designed to become a part of people’s lives and creating emotional engagement with robots 

can shape the involvement of people during an interaction. In particular tasks (e.g., 

entertainment and playing), the robot will interact closely with people in their daily environment. 

Within this context, it is essential to create natural, engaging, pleasurable and intuitive 

communication between humans and robots. 

 

Walter (2011) emphasizes that emotional experiences (positive or negative) make deep 

influences on people’s long-term memory. Negative emotional experiences can cause unpleasant 

and unappealing interaction with the products whereas positive emotional experiences can 

cause pleasure and enjoyment. Pleasure and enjoyment have a critical role to make an 

appropriated bridge between people and robot’s feature and characteristics which support a 

continuous interaction. The main concern during an interaction between a robot and a person is 

how the person feels about the experience which can be positive or negative. Is the person 

happy, satisfied, scared or stressed? Another concern is how the robot can reveal positive or 

negative experience by its appearance, behavior, expressions. In order to comprehend these 

concerns, first emotional design will be introduced followed by its applications in Human-Robot 

Interaction.  

 

2. Emotional Design 

Gorp and Adams (2012) explains emotional design as directing the attention of a person to create 

an emotional response to the right thing at the right time. Emotional design is mostly about 

creating positive emotions and preventing negative ones. According to Norman (2004), as 

aesthetics, attractiveness and beauty collaborate so do pleasure, and usability within emotional 

design. Designing emotionally meaningful products can change the experience with the products. 

Personal experiences and emotional meanings complete the appearance and functions of a 

product.  

Walter (2011) indicates that emotional design captivates ordinary people, thus they would be 

ready to tell others about their positive experience. 

There are also other terms which seek to build an emotional connection with people: affective 

design, pleasurable design, and hedonomics. Helander and Khalid (2012) define affect as the 

judgmental system and emotion as the conscious experience of affect. According to Demirbilek 

and Sener (2003), affect is the user’s psychological response to product design.  

According to Picard (1997), machines and robots, in particular, should associate intelligence with 

emotion, thus giving rise to affective computing. The field of artificial intelligence aims to study 

how machines (e.g., computers, robots) can process and express emotions. According to Norman 



(2004), affective computing is an attempt to evolve machines which can sense the emotions of 

the people and respond accordingly. Hence, affective design arose from affective computing 

which endeavors to improve human-computer interaction with emotional information that is 

communicated by the users in a natural and comfortable way.  

 

Jordan (2003) defined pleasure as the emotional, hedonic and practical benefits related with 

products where emotional benefit is how things related with a product affects people’s emotions, 

hedonic benefits refer to the sensory and aesthetic appreciation whereas practical benefits are 

outcomes of tasks that the product is for.  

Tiger (2000) proposed a framework that classifies positive emotions into four type types of 

pleasures. First, the physical pleasure derives from the five senses (e.g., touching a robot during 

interaction). Second is the social pleasure that is related to relationships (e.g., social interactions 

with a robot). The third one is the psychological pleasure which refers to people’s cognitive and 

emotional reactions (e.g., robots stimulating interaction for a certain satisfaction). The last one 

is the ideological pleasure that expresses the values that a product represents (e.g., robot made 

of sustainable material). The four pleasures can be useful to design pleasurable robots, thereby, 

motivate people to enhance HRI.  

Hancock, Pepe and Murphy (2005) defined hedonomics as the scientific study which is dedicated 

to promote pleasurable human-technology interaction. Mokdad and Abdel-Moniem (2017) 

noted that ergonomics was more focused on physical and cognitive aspects of a system, though 

later ergonomists became enthusiastic about making the human-machine system pleasurable. 

Helander (2002) denotes that hedonomics concerns with pleasurable products and tasks. Each 

product can evoke various emotions and depend on the emotions, a person can enjoy 

using/interacting with the product. 

Desmet (2002) explained three characteristics concerning product emotions which are personal 

(i.e., people differ and consequently so does the emotional response toward the same product), 

temporal (i.e., a person can have different emotions independent of time toward the same 

product) and mixed (i.e., a person can have various emotions towards a product). Gorp and 

Adams (2012) state that emotions can be effective in inducing people to alter attention and 

change their behaviors. Also, experiences and realities are dominated by emotions and emotions 

play a role in human reasoning (Demasio, 1994).  

3. Emotional Design in HRI  

 

Changing emotional states of people can increase the possibility of performing the desired 

behavior (e.g., securely approaching a robot). Creating positive emotional states/experiences 

between people and robots would eventually influence the interaction between them.  



Gorp and Adams (2012) supports that whatever the desired behavior, emotional design can be 

guide people’s attention to the right place at the right time to initiate and extend the interaction 

into a relationship. A relationship can be created between people and robots for cogent 

interactions. 

Emotional design is also relevant in the robot design process because people’s needs must be 

taken into account and the most important features from their point of view, thus facilitating 

greater user acceptance of the robot (Hameed, Tan, Thomsen  & Duan, 2016). Demirbilek and 

Sener (2003) state that for high-tech products (i.e., robots) emotional needs have been a basis. 

Moreover, Norman (2004) emphasizes the importance of robots to display emotions for 

successful interaction. 

 

Helander and Khalid (2012) refer that there are two purposes to understand the emotions and 

affect. The first purpose is how to measure and analyze human reactions (i.e., emotions) to 

affective and pleasurable design. Limited studies (e.g., Rosenthal-von der Pütten, Krämer, 

Hoffmann, Sobieraj & Eimler, 2013) can be found dedicated to measure emotional reactions of 

people towards the design of robots though mainly behavior and attitudes towards robots. In 

Chapter 9, methods to measure people’s emotions are detailed. The second purpose is how to 

produce affective design features of a product (e.g., robots). Constituting affective/pleasurable 

robots, besides appearance (e.g., human-like robots), is mostly fulfilled by making them capable 

of expressing emotions. Though emotions need to appear as natural and ordinary as human 

emotions or they look fake and will be more irritating than useful (Norman, 2004).  

 

There are different interaction scenarios where in some cases, people need to touch robots 

(e.g., Nakata, Sato & Mori, 1998; McGlynn, Kemple, Mitzner, King & Rogers, 2017) which can 

influence emotional design in HRI. Emotional design can be affected by various characteristics of 

robots, i.e., in order to create positive emotions and experiences on a person, robot design 

features (e.g., appearance, expressing emotions and spatial distance) can be manipulated. 

Moreover, the robot’s design features are crucial for attaining HRI. 

 

3.1 Appearance 

 

Emotional design can be affected by various components of the appearance of a robot. Leite, 

Martinho and Paiva (2013) emphasize that embodiment can play an important role in the first 

impressions and future expectations about a robot. Campa (2016) supports that the appearance 

is fundamentally important, due to interacting with humans on an emotional level, and this type 

of interaction is grounded in visual and tactile perception no less than in verbal communication.  

 



Robots can appear in different forms, sizes, colors, and even genders, age, ethnicity and outfits 

due to having anthropomorphous (e.g., humanoids and androids) features. Mori (1970) states 

that when the appearance of a robot is similar to a human, emotional response to the robot 

becomes positive until a point in which the robot looks too much like a human. It is still desirable 

for natural interactions that robots share some physical characteristics with humans. The 

appearance of a robot is important to distinguish social expectations. Bartneck, Croft, and Kulic 

(2008) state that appearance can evoke expectations (e.g., human-like robots are expected to 

listen and talk) and that if the robot is not be able to fulfill those expectation it can cause 

disappointment.  

 

Form of robots can be categorized into four classes: human-like, semi human-like (i.e., limited 

lower body movements), pet-like and character-like. Concerning the resemblance of 

characteristics of a human, social robots, mostly, have a torso, hands, and a head. On one hand, 

Dautenhahn (2004) indicates that anthropomorphism might create incorrect expectations 

related with the cognitive and social abilities that the robot cannot perform. On the other hand, 

several authors (e.g., Bartneck, Bleeker, Bun, Fens & Riet, 2010; Kanda & Ishiguro, 2013) point 

out that human brain does not react emotionally to artificial objects but reacts positively to 

resemblance to the human likeness. As such, robots should be designed taking into account their 

behavioral and social capabilities, as well as the robot’s functions (Leite, Martinho & Paiva, 2013). 

 

3.2 Expressing Emotions 

 

Expression of emotions allows for the existence of a realistic HCI and/or HRI, and for this reason, 

HRI currently aims to provide robots with human characteristics. Some studies have revealed that 

the humans are able to establish an empathic relationship with human-like robots (Riek, 

Rabinowitch, Chakrabarti & Robinson, 2009) easier than with non-human-like robots (e.g., 

Bartneck, Bleeker, Bun, Fens & Riet, 2010). In HRI, it is effective and necessary that the robot, no 

matter what it looks like, is able to express emotions, and also recognize the emotions expressed 

by humans and respond to them appropriately (e.g., empathetically, complicit) (Picard, 2000).  

 

A robot should be capable of interacting naturally with humans as a social partner and adapt its 

behavior according to the given states. Fong, Nourbakhsh, and Dautenhahn (2002) support that 

the robot must manifest believable behavior such as establishing appropriate social expectations, 

regulating social interaction (using dialogue and action), and following social convention and 

norms. Emotions are also an important factor in reflecting the given states. However, it should 

be noted that when referring to the robots that recognize emotions, this recognition is not the 

same as in humans. That is, a robot is unable to attribute meaning or analyze cognitively an 

experience or interaction as a human does (e.g., Blow, Dautenhahn, Appleby, Nehaniv & Lee, 



2006). Thus, Picard and Klein (2002) defined two types of requirements for interaction between 

users and machines (which can refer to robots): (1) emotional needs (e.g., empathy); (2) 

emotional experience (e.g., frustration). It is at the level of emotional experience that machines 

play an important role. With its artificial intelligence and endowed with affective computing, 

machines help the user to have a positive experience while interacting, allowing the user to not 

have a negative experience and preventing frustrating situations (Klein, Moon & Picard, 2002).  

 

Equipping machines with the ability to respond to emotions and to express them is a way to 

create intelligent machines (artificial intelligence) (Picard, 1997). Thus, the biggest challenge is to 

build machines (i.e., robots) that are able to infer emotional states through behaviors and 

emotional expressions of the user and respond to them appropriately. According to Picard (1997) 

there are four factors that explain the need for robots to present emotions: (1) the presence of 

emotions facilitates the communication (emotional communication) with the user; (2) the need 

to develop applications that control emotional information; (3) growing interest in developing 

robots with social and emotional skills, and; (4) the presence of emotions in robots makes the 

interaction with user, a more interesting experience and less frustrating for the user. These 

components are particularly important when referring to service robots. Service robots are 

autonomous systems equipped with artificial intelligence, which enable them to perform many 

of the daily activities carried out by humans (Khan, 1998). This type of robots which provide 

assistance are having an increased focus recently, due to uncertainties in the industrialized world 

(e.g., increasing number of the elderly, diseases). These robots are intended to help people in 

their daily tasks but also to be, for example, companion robots for the elderly without family. 

Currently, there are some robots which are able to express emotions and/or recognize emotions 

expressed by humans while doing their tasks. 

 

From a design perspective, the emotion system would implement the style and the personality 

of a robot, encoding and conveying its attitudes and behavioral inclinations toward the events it 

counters (Breazeal & Brooks, 2005). Designing robots with personality may help provide people 

a good mental model (Breazeal & Brooks, 2005), similar to what occurs in the interaction 

between humans. Breazeal (2002) discusses an important and related aspect in HRI which is the 

readability of the behavior. The author supports the fact that the robot’s behavior and manner 

of expression (facial expressions, shifts of gaze and posture, gestures, actions, etc.) should be 

well matched to the robot’s cues and movements so that people would understand and predict 

its behavior (e.g., their theory-of-mind and empathy competencies). For better readability, the 

robot anthropomorphizes itself to make its behavior familiar and more understandable.  

 

It is in this context that social robots appear and are able to express and recognize emotions and 

human behaviors.  Adams, Breazeal, Brooks and Scassellati (2000) discuss that two skills are 



required for a social robot to have an emotional model that understands and manipulates the 

environment around it. First is the ability to attain social input to understand the cues which 

humans provide about their emotional state. Second is the ability to manipulate the environment 

which can be done by the robot expressing its own emotions. Therefore, expressing emotions 

can be the key to improved interaction.  

 

Bartneck (2001) states that for humans one of the ways to express emotions is by using body 

language (i.e., facial expression, gesture and body movement). Picard (1997) also supports that 

emotions can be expressed through body movement, facial expressions, and physiological 

responses. Since some social robots’ bodies are built to resemble human’s, this allows more 

natural interactions while using their body language. Breazeal (2003) declares that robots should 

have a social interface which naturally employs human-like social cues and communication 

modalities. According to  DiSalvo, Gemperle, Forlizzi and Kiesler (2002), the addition of a nose, 

eyelids, and a mouth gives a robot more human characteristics. On one hand, robots are 

expected to resemble human for natural interactions, on the other hand, it is also encouraged 

that robots should maintain as much of a robotic appearance feeling as possible while remaining 

human-friendly in order to avoid an uncanny valley effect (Mori, 1970).  

 

Expressiveness of robots can be a key to keep natural interactions in HRI. Robots can use facial 

expressions, vocal expressions and body movements while expressing emotions similar to a 

human. 

 

3.2.1 Facial Expressions 

Facial expressions are particularly important in the communication between humans because it 

allows easily identifying emotions through small changes in the face (e.g., Russell, 1997; Plutchik, 

1984; Woodworth, 1938). Facial expressions provide a basic means by which people can detect 

emotion (Ekman, Friesen and Ellsworth, 1972) and are used in nonverbal communication. There 

are distinctive clues of the face to each basic emotion though depending on the intensity and the 

meaning more areas can be involved and according to intensity signals are adapted (Ekman, 

2003a, 2003b). Facial expressions can be reduced to changes in eyes, eyebrows, mouth, nose and 

so on.  

Argyle (1994) specifies that facial expressions work better as a way of providing feedback on what 

the other person is saying. According to the author, the eyebrows provide a continuous running 

commentary; the mouth area adds to the running commentary by diversifying between turned 

up (i.e., pleasure) and turned down (i.e., displeasure); eye movements (e.g., eye contact, eye 

gaze, blinking, pupil size) have an important role in sustaining the flow of interaction between 

humans. While a person is in a conversation with another person, eye movements are a natural 

https://en.wikipedia.org/wiki/Human_body
https://en.wikipedia.org/wiki/Human_body


and important part of the communication process. Eye movements such as eye gaze, blinking, 

and pupil size can be implemented to robots as ocular behaviors to express emotions. Eye gaze 

is especially important while approaching a person and should be implemented to robots for 

natural interactions (e.g., Yamazaki et al., 2008; Mutlu, 2009; Mohammad, Okada & Nishida, 

2010). 

Since, nonverbal emotional feedback plays a very important role in human interaction (Salichs et 

al., 2006), it should be extended to HRI as well. If a similar type of human-human communication 

is anticipated to be interpreted by robots, the facial expressions and the corresponding emotions 

should be clearly defined so that they are recognized reliably. Usually, the programming of facial 

expressions in robots (e.g., Loza, Marcos Pablos, Zalama Casanova, Gómez García-Bermejo & 

González, 2013) is based on FACS (Ekman & Friesen, 1978), which is validated (in humans) for the 

six basic emotions. Instead of visualizing emotions in a static manner, dynamic methods and 

additional visualization methods (e.g., blinking, blushing) can be used to generate robot 

emotions. Some common features to include robot expressiveness can be making direct eye 

contact (e.g., prolonged eye contact can cause distress) or averting gaze (e.g., this might indicate 

distraction or discomfort), blinking (e.g., often or rarely, rapid or slow), or dilated pupils (e.g., 

highly dilated eyes can indicate interest or arousal).  

3.2.2 Vocal expressions 

Vocal expressions can be divided as linguistic (e.g., speech) and nonlinguistic vocalizations 

(e.g., laughing, crying, yawning, whispering sounds). Douglas-Cowie, Cowie and Schröder (2000) 

indicate that vocal expression is linked to facial expression, gestures and verbal content. 

Speech is the most natural method of communication between human and the same method can 

apply to human and machine (Feil-Seifer & Mataric, 2005; El Ayadi, Kamel & Karray, 2011). 

Speech is also used as a way to transmit emotional state for humans (e.g., Engberg, Hansen, 

Andersen & Dalsgaard, 1997; Amir, Ron & Laor, 2000). According to Burkhardt, Paeschke, Rolfes,  

Sendlmeier and Weiss (2005), emotional cues in speech gained attention due to new 

developments with respect to human-machine interfaces that see applications of automatic 

recognition and simulation of emotional expression within reach. Moreover, speech emotion 

recognition is useful in human-machine interfaces (El Ayadi, Kamel & Karray, 2011). Feil-Seifer 

and Mataric (2005) suggest robots may use synthetic speech generation or pre-loaded human 

voice which is another factor to change the emotional design. 

Darwin (1872) described various nonlinguistic vocalizations for specific emotions, such as deep 

sighs for grief, snorts for contempt and little coughs for embarrassment. Russell, Bachorowski 

and Fernández-Dols (2003) hypothesize that since there are different variations of laughter, 

different types of laughs correspond to different emotional states. Depending on the expressed 



emotion the sound can be slower/faster or have a lower/higher pitch. There are studies 

(e.g., Schröder, 2000; Sauter & Scott, 2007; Simon-Thomas, Keltner, Sauter, Sinicropi-Yao & 

Abramson, 2009) about vocal bursts (e.g., “yeeey” for amusement, “ahhh” for fear) while people 

are expressing emotions. These studies support the fact that most vocal expressions are 

accurately categorized for the intended emotion. Furthermore, Kraus (2017) found that hearing 

(i.e., voices) may be more reliable than sight (i.e., facial expressions) to accurately detect 

emotions. 

For more natural interactions, robots are expected to mirror or mimic humans. Thus, during 

interactions, robots can use diverse vocal expressions with or without facial expressions to show 

their emotional states. Thereby, it would be easier to identify the emotions that the robot is 

representing and, people can react accordingly.  

3.2.3 Body Movements 

De Gelder, de Borst and Watson (2015) specify that historically the human body has been 

perceived primarily as a tool for actions, there is now increased understanding that the body is 

also an important medium for emotional expression.  Montepare, Koff, Zaitchik and Albert (1999) 

emphasized that research on the communication of emotion has generally supposed that the 

perception of emotion is more engaged with facial or vocal expressions than with body 

movements. Bodily emotion communication is an old though neglected topic in emotion research 

regarding humans (Dael, Mortillaro & Scherer, 2012). Although movement of the body or its parts 

makes a considerable contribution to nonverbal communication for humans (e.g., Atkinson, 

Dittrich, Gemmell & Young, 2004; Zieber, Kangas, Hock & Bhatt, 2014), there is conclusive 

support that specific facial expressions exist for certain emotions (e.g., Ekman, Friesen & 

Ellsworth, 1972).  

Atkinson, Dittrich, Gemmell and Young (2004) found that exaggerating body movements increase 

both the recognition of emotions and intensity. Wallbott (1998) denotes that there is evidence 

that specific body movements accompany specific emotions and, also, movements might be the 

indication of the intensity of emotion. Moreover, Aviezer, Trope and Todorov (2012) found that 

peak emotions are detected more accurately from body movements than facial expressions.  

Body movements can be divided into two for robots: movements of parts of body and 

translocation. Compared to other machines, body movements are one of the most distinguishing 

features of robots. Hence, introducing body movements in robots could support the emotion 

that is indicated by facial expressions. Furthermore, it is necessary to understand robot 

abilities/limitations to use the movement information to distinguish different emotions.  

Mobility (i.e., translocation) is an important feature for robots to execute tasks. Most of the social 

robots are mobile (e.g., Bonarini et al., 2016). Robots can use location change as an additional 



component to reveal the emotional state, though, using only translocation to express emotions 

can be inefficient and strange. Hence, it should be introduced with other expression methods. 

4. Spatial Distance 

Hall (1966) categorized the distance people keep with each other in four: intimate, personal, 

social and public. According to Hall, the distance between people is determined depending on 

what they do, the relationship between them, mutual feelings, and culture. According to Gillespie 

and Leffler (1983), age, gender and place are also factors that affect the distance.  

Feil-Seifer and Mataric (2012) suggested that if a robot is to be an effective socially, its actions, 

including interpersonal distance, must be appropriate for the given social situation. Van 

Oosterhout and Visser (2008) stated that when one interaction partner is a robot, it is not well 

known to what extent the different factors of human distances still apply and what new factors 

play a role. Though, robots should still follow similar distances to interact with people (Yamaji, 

Miyake, Yoshiike, De Silva & Okada, 2011) in order not to make people uncomfortable or 

disturbed and cause miscommunication. Walters et al. (2005) found out that when approaching 

a robot, or when being approached by a robot, prefer approach distances that are compatible 

with those expected for human-human interaction. Oosterhout and Visser (2008) defined 

possible factors that influence the spatial distance in HRI: robot type (i.e., to know the intention), 

person’s height, gender and age, and occupancy of the interaction space (e.g., crowded). 

Therefore, the spatial distance would change according to the robot. 

The spatial distance can have an impact on emotional design. Based on the distance between a 

robot and a person, people can have negative or positive emotions towards robots. Furthermore, 

the way and speed of approaching could also influence emotional design. Kato, Kanda and 

Ishiguro (2015) defined two types of approaches. The passive approach is when a robot waits 

until a person initiates interaction with the robot which can cause hesitation or uncertainty for 

the person. The proactive approach is when a robot seeks people to initiate conversation 

(e.g., Satake et al., 2009) in which people can feel annoyed or disrespected.  

The direction of approach can also be important in HRI. For instance, Dautenhahn et al. (2006) 

found out that when people are seated, they preferred a robot to approach from either the left 

or right side and they found frontal approach uncomfortable, impractical, and even threatening 

or confrontational. Moreover, sometimes, interactions require a robot to follow (approach 

behind) its human companion (e.g.,  Hüttenrauch, Eklundh, Green & Topp, 2006; Hu, Wang, & 

Ho, 2014). Sünderhauf et al. (2018) define person-following scenarios as the result of a common 

task in which a robot needs to follow a person. The spatial distance during the interaction should 

also be taken into account to perceive the emotions of the person followed. 



Furthermore, if the spatial distance is too close between a robot and a person, this might end up 

with physical interaction.  In most healthcare cases (e.g., Mukai et al., 2010; Chen, King, Thomaz, 

& Kemp, 2011; McGlynn, Kemple, Mitzner, King & Rogers, 2017), physical contact is needed in 

which the robot is in the intimate space of a person. Physical contact can affect the emotional 

state of the people, though it depends on other variables such as whether the robot or the person 

initiates the contact, cause of the contact and forms of touch that Weiss (1992) referred, such as 

the location, intensity, modality, and duration of the touch. Additionally, psychological 

discomfort caused by any factors, as well as a robotic violation of social conventions and norms 

during an interaction, can also have serious negative effects on people over time (Lasota, Fong & 

Shah, 2017). 

5. Related Studies  

As mentioned, several theories on the existence and nature of basic and fundamental emotions 

have been proposed (e.g., James, 1884; Plutchik, 1980; Schachter & Singer, 1962). At the same 

time, robots are mainly expected to help and assist during activities of daily living and to achieve 

the outcome, personal robots should be capable of human-like emotion expressions (Endo, 

Momoki, Zecca, Itoh & Takanishi, 2008).  

Different studies were performed to assess emotions in HRI. Studies about expressions of 

emotions by robots (e.g., Cañamero & Fredslund, 2000; Breazeal, 2003; Blow, Dautenhahn, 

Appleby, Nehaniv & Lee, 2006; Sosnowski, Bittermann, Kuhnlenz & Buss, 2006; Hashimoto, 

Hitramatsu, Tsuji & Kobayashi, 2006; Salichs et al., 2006; Endo, Momoki, Zecca, Itoh & Takanishi, 

2008; Zecca et al., 2009; Beck, Cañamero & Bard, 2010; Oh and Kim, 2010; Cohen, Looije & 

Neerincx, 2011; Giambattista, Teixeira, Ayanoğlu, Saraiva & Duarte, 2016) and human reactions 

and attitudes toward robots (e.g., Bruce, Nourbakhsh & Simmons, 2002; Nomura, Kanda, Suzuki 

& Kato, 2004; Woods, Dautenhahn & Schulz, 2004; Ray, Mondada & Siegwart, 2008) are 

presented.  

In this sense, the studies about the expression of robot emotions can be differentiated as follows: 

(a) form; (b) emotion stimuli; c) ways of emotion expression; (d) robot stimuli; (e) participants in 

the study; (f) measures; and (g) results revealed.  

(a) Form. Human-like robot examples are Feelix (Cañamero & Fredslund, 2000), iCub (Beira et al., 

2006; Tanevska, Rea, Sandini & Sciutti, 2017), KASPAR (Blow, Dautenhahn, Appleby, Nehaniv & 

Lee, 2006), Kismet (Breazeal & Aryananda, 2002; Breazeal, 2003), Nao (Beck, Cañamero & Bard, 

2010; Häring, Bee & André, 2011), Saya (Hashimoto, Hitramatsu, Tsuji & Kobayashi, 2006), Kobian 

(Zecca et al., 2009), Tiro (Oh & Kim, 2010), Doldori (Kwon et al., 2007; Lee, Park & Chung, 2007), 

Eddie (Sosnowski, Bittermann, Kuhnlenz & Buss, 2006). 



Semi human-like robots examples are Ifbot (Kanoh, Iwata, Kato & Itoh, 2005), Maggie (Salichs et 

al., 2006), Monarch (Giambattista, Teixeira, Ayanoğlu, Saraiva & Duarte, 2016; Ferreira & 

Sequeira, 2017), Pepper (Dignan, 2014), WE-4RII (Zecca et al., 2004; Endo, Momoki, Zecca, Itoh 

& Takanishi, 2008) 

iCat (Kessens, Neerincx, Looije, Kroes & Bloothooft, 2009; Cohen, Looije & Neerincx, 2011), Probo 

(Saldien, Goris, Vanderborght, Vanderfaeillie & Lefeber, 2010) and Sparky (Scheeff, Pinto, 

Rahardja, Snibbe & Tow, 2002) have a pet-like appearance while eMuu (Bartneck, 2002) is an 

example of character-like.  

(b) Emotion Stimuli. The emotions that are implemented in many robots as stimuli (e.g., Ifbot, 

Eddie, Probo, Doldori) correspond to the ones known as the 6 basic emotions (Ekman, Friesen, & 

Ellsworth, 1972) which are joy, sadness, fear, surprise, anger and disgust. Furthermore, there are 

some robots that exclude the disgust emotion (e.g., Feelix, iCat) or used extra emotions such as 

calm, pride, excitement and perplexity (e.g., Saya, Kobian, Nao) or sorrow, interest, and curiosity 

(e.g., Tiro, Kismet, Monarch) additional to the 6 basic emotions. It is worth to mention that there 

is a common use of a neutral emotion in many studies. 

(c) Ways of emotion expression. 4 different ways of emotional expression can be found which 

are implemented to a robot: (i) facial expressions; (ii) body movements; (iii) translocation; and, 

(iv) vocal expressions. These ways are used by themselves or simultaneously. The first and most 

common way is to manipulate facial expressions. Most of the robots use their eyes and mouth 

(e.g., Ifbot, eMuu) to express emotions. Changing color in facial features, such as eye color (see 

Chapter 10) or, cheek color (WE-4RII), is an extra feature for adapting different emotions.  

Additionally, to these features, some robots use the eye brows (e.g., Feelix, iCat) or the eyelids 

(e.g., Saya, WE-4RII, Maggie). Nose (e.g., Probo) and ears (e.g., Kismet and Eddie) are used when 

the robots resemble a character. The second way of expression is by using body movements. Arm 

rotations are extensively used for several robots (e.g., Maggie, Kaspar), while, rotation of the 

head is also frequently applied (e.g., Doldori, Monarch). Even though many of the robots lack 

legs, some are using leg movements to express emotions (e.g., Kobian, Nao). Translocation is the 

third way in which robots express emotions, by changing their positions while expressing an 

emotion (e.g. Kobian, Monarch). Furthermore, some robots are also using tablets on their body 

(e.g. Monarch, Pepper) as an extra element to interact with people. Care-o-Bot 4’s head is 

working as a touch screen besides expressing facial emotions (Kittmann et al., 2015). While vocal 

expressions are not studied in detail, there are some robots which can talk to communicate 

(e.g., Breazeal & Aryananda, 2002; Salichs et al., 2006); Dignan, 2014) or use various sounds (e.g., 

an animal or weather event) to express emotions (e.g., Wagner, 2015).  



(d) Robot stimuli. In the studies about expressions of robot emotions, it is possible to verify that 

there are, at least, four different ways of presenting robots in tests with participants: (i) the robot 

itself - the real robot was used (e.g., Eddie, eMuu, Feelix, iCat, Ifbot, Nao, Probo) to express 

emotions; (ii) images - the robot’s expressions were photographed (e.g., Kismet, Saya) and shown 

to participants; (iii) videos - the robots performed an expression and this video was recorded 

(Kaspar, Kismet, Kobian, Saya) and presented to participants; and (iv) virtual models - the robot 

was demonstrated as a computerized 3D model (e.g., Probo, Monarch).  

Some of the studies (e.g., Tsui, Desai, Yanco, Cramer & Kemper, 2010) did not use any particular 

robot and focused on the idea of the robots specialized in different tasks (i.e., service robots, 

medical robots, military robots).  

(e) Participants. The expressions of emotions in robots has been studied with participants of 

different ages, including children aged between 5-14 years old (e.g., iCat, Probo, Feelix, Kismet, 

Eddie, Tiro), adults aged 15-58 (e.g., Kaspar, Saya, Kobian, Nao), and elderly (e.g., Kobian). 

Moreover, some studies (e.g., Feelix, Eddie, Kismet) had two groups of participants, namely 

children and adults.  

(f) Measures. There are essentially three forms of measure in the studies: (i) Free test in which 

the participants observe the robot’s performance to express a sequence of emotions and then 

identify the emotions that were expressed (e.g., Feelix); (ii) Multiple choice in which participants 

are asked to label a sequence of expressions, but this time they are given a list of emotions (e.g., 

Feelix, Eddie, Kismet, Kobian, Nao, Probo, Saya); and (iii) Likert scale in which the participants 

rated, on a scale, the level of the emotion expressed by the robot (e.g., Kaspar).  

(g) Results. Many of these studies (e.g., Kismet, eMuu, Eddie, Nao) were done in labs, though 

there are some studies (e.g., Tiro, Monarch) that took place in different contexts (e.g., school and 

hospital) or contexts that were given as stories (e.g., iCat). Results related to context revealed 

that emotions expressed in a specific context were significantly better recognized than emotions 

expressed without a context (e.g., iCat). 

In terms of robot stimuli, the data showed that in studies with videos, participants using had an 

overall stronger recognition of emotions performance than with static images (e.g., Kismet, 

Saya). Another result (e.g., WE-4RII, Kobian) showed the importance of combining different cues 

(e.g., face and body) to promote the recognition of emotions expressed by the robot. The most 

recognized emotions are happiness, sadness and surprise (e.g., Saldien, Goris, Vanderborght, 

Vanderfaeillie & Lefeber, 2010; Giambattista, Teixeira, Ayanoğlu, Saraiva & Duarte, 2016) and 

fear is the least recognizable emotion for many robots (e.g., Breazeal, 2002; Zecca et al., 2004; 

Kanoh, Iwata, Kato & Itoh, 2005). If disgust is included in the list of emotions expressed, it also 

has a lower rate (e.g., Kanoh, Iwata, Kato & Itoh, 2005; Saldien, Goris, Vanderborght, 



Vanderfaeillie & Lefeber, 2010). Furthermore, in some studies (e.g., Ifbot, Kismet, Monarch), 

there are some emotions that are confused with others. For instance, surprise was confused with 

fear or despair and fear was confused with disgust, anxiety or sadness. 

As it was referred, many robots are expressing the emotions in their own ways. However, the 

interest should also focus on the emotions of the human towards robots. There are some studies 

that concern about human emotions which can be recognized by robots (e.g., Maggie, Pepper). 

Furthermore, studies concerning human reactions/attitudes towards robots can be found as well 

(e.g., Woods, Dautenhahn & Schulz, 2004; Nomura, Kanda, Suzuki & Kato, 2006; Syrdal, 

Dautenhahn, Koay & Walters, 2009). Nomura, Kanda, Suzuki and Kato (2004) created the NARS 

scale (Negative Attitudes Toward Robots) to measure human attitudes towards robots in various 

studies (e.g.,  Nomura, Yamada, Kanda, Suzuki & Kato, 2009; Wang, Rau, Evers, Robinson & Hinds, 

2010; Riek & Robinson, 2011; Schaefer, Sanders, Yordon, Billings & Hancock, 2012; Nomura, 

2017). The NARS scale consists of 3 subordinate scales, 5-point Likert scales, which are negative 

attitudes toward situations of interaction with robots, negative attitudes toward the social 

influence of robots, and negative attitudes toward emotions in interaction with robots. Besides 

the NARS scale, questionnaires were also used to collect data about attitudes towards robots 

(e.g., Khan, 1998; Fong, Nourbakhsh & Dautenhahn, 2003; Woods, Dautenhahn & Schulz, 2004; 

Ray, Mondada & Siegwart, 2008; Sanders et al., 2017). 

Discussion and Conclusion  

The chapter provides information about emotional design and how it is applied to Human-Robot 

Interaction (HRI). Appearance, expressing emotions and spatial distance are defined factors that 

can influence emotional design. Displaying emotions is the most common and effective way to 

affect the emotional design, through facial expressions, vocal expressions, and body movements. 

Manipulating the expressiveness of a robot’s emotions can lead to pleasurable and enjoyable 

experiences during HRI. Also, studies related to emotional design in HRI, namely, expressions of 

emotions by robots and human reactions and attitudes towards robots, are presented. 

Spatial distance should be considered as another factor affecting emotional design. Mumm and 

Mutlu (2011) emphasize that robots must be designed to follow societal norms of physical and 

psychological distancing to seamlessly integrate into human environments. Also, Kim and Mutlu 

(2014) emphasize that robots which are deployed in a social setting should be aware of the social 

norms (i.e., social distance). Though, if the distance is not as expected, people may experience 

negative emotions (e.g., anxiety, annoyance, fear, frustration) which is another research branch 

to be considered/included in HRI concerning emotional design.  

The expectations of people regarding robots are changing due to robots increasingly participating 

in daily life. Besides functionality, usability and safety, people would desire robots to enhance 



their lives and evoke emotions. Also, DiSalvo, Hannington and Forlizzi (2004) support the idea 

that people look for more dimensions that go beyond usability and the necessity to create an 

emotional resonance between people and products (i.e., robots) increases. In fact, in many 

products, designers are challenged to manipulate the emotional impact. Likewise, Cupchik (1999) 

claims that the emotional process begins with an initial impression (i.e., appearance) of a product 

and continues with experiences of usage and culminate with an emotional attachment to it. 

Hereby, appearance can be a very powerful affirmative approach and encourage experiences 

between people and robots. Bartneck, Croft and Kulic (2008) suggest that the emotional 

response becomes positive as the appearance and movements of robots become less 

distinguishable from those of a human. Moreover, Fong, Nourbakhsh and Dautenhahn (2003) 

state that the physical appearance biases interaction and most research in HRI is not focused on 

design of the robot. Additionally, Koay et al. (2007) revealed that humans let robots without 

human traits approach themselves more than humanoid robots. Therefore, the design of the 

robot is quite important to achieve a substantial emotional experience and it is essential to 

include design areas (e.g., product, graphics and interaction design) to the field of HRI. 

Emotional design, creating positive emotions and pleasurable experience, is an important 

approach in HRI. Norman (2004) indicates that emotional expressions of robots would notify 

people about their motivations, desires, accomplishments, and frustrations which increase 

people’s satisfaction and appreciation. Desmet (2002) states that people are expert at 

interpreting emotional expressions. In this sense, introducing emotional design in HRI should, 

first, demonstrate the interpretation of expressed emotions by robots. One way to manipulate 

emotions elicited by the design of a robot is to implement emotions to robots. Generating 

emotions in robot design can be implemented by using facial expressions, vocal expressions, 

body movements, and spatial distance. Ekman, Friesen and Ellsworth (1972) denote that as 

sound and speech are intermittent, the face can be informative. The studies in the HRI field 

support that the most common way used to convey emotions is by manipulating facial 

expressions. Eyes and mouth are mainly studied due to the limitations of robots (i.e., not having 

more facial features). However, with more facial features to convey emotions, they could be 

easier for people to perceive (e.g., Kühnlenz, Sosnowski & Buss, 2010) and, accordingly, 

interaction becomes less effortful. The main issue is to find realistic and accepted combinations 

of modalities during emotional expression. 

There are various robots functioning in diverse environments. Depending on the context and 

functions, robots may/should be designed to address specific emotions. Desmet, Porcelijn and 

van Dijk (2007) found that it was possible to design products that target specific types of 

emotions by measuring emotional responses. Moreover, understanding the context might 

enhance and stimulate the emotional experience and make the experience more pleasing, 

agreeable and favorable.  



Emotions, obviously, play an important role in people’s lives.  Triberti, Chirico, La Rocca and Riva 

(2017) state that emotions are cognitive processes with a significant influence on the overall 

quality of interaction and accordingly new technologies (i.e., robots) can be treated as 

opportunities to manipulate, enhance and trigger different discrete, and even complex emotional 

states. Helander and Khalid (2012) denote that there is not a neutral design, thus any design will 

reveal emotions. Though, DiSalvo, Hannington and Forlizzi (2004) specify that products cannot 

be designed to generate specific emotional experiences and according to Desmet (2002) 

designers can only predict the emotional impact of a design. While many studies (e.g., Fong, 

Nourbakhsh and Dautenhahn, 2003; Dautenhahn, 2004) support that robots should behave in a 

socially acceptable manner to increase acceptance in human-occupied environments, the 

analysis of the impact of robot designs during HRI is a lacking area of HRI research. Hence, 

including people is essential when designing HRI trials (Koay, Syrdal, Walters & Dautenhahn, 

2007) whereby it is essential to consider that accurately foreseeing emotional responses is 

difficult for various factors and emotions are not dependent on the instant perceptual situation 

(Helander and Khalid, 2012). 

 

With advanced technology, it is easier to achieve usability as well as encourage pleasure for 

people. Designers are advised to thoughtfully address the link between emotions and HRI. This 

would facilitate communication and interaction with robots; consequently, it would lead to the 

desired experience. As HRI employs emotional design more effectively, better and more positive 

experiences will emerge, though, as Walter (2011) emphasizes the emotional design should 

never interfere with usability, functionality, or reliability.  
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