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 
Abstract— Location of passive RFID tags in the HF regime 

presents significant problems, because of the absence of radiating 
fields at the low frequencies involved. Here we present a solution 
for one-dimensional localization based on magneto-inductive (MI) 
waves. Passive tags are interrogated using a travelling wave 
antenna based on a MI waveguide, a magnetically coupled array 
of 𝑳 − 𝑪 resonators supporting travelling waves. Load modulation 
signals generated by the tag during its unique identifier response 
are coupled into the waveguide and travel to either end with low 
group velocity. Signal timings are measured by cross-correlation, 
and the tag position is estimated to the nearest resonant loop from 
the difference in their arrival times. Correlation detection is 
demonstrated using a system model, and theoretical predictions 
are confirmed using an experimental system containing eleven 
transformer-coupled resonators operating at 13.56 MHz 
frequency. Accurate localization is obtained up to the tag reading 
limit using <1W RF power.  
 

Index Terms— Magneto-inductive waveguide, near-field 
communication, RFID, travelling wave antenna. 

I. INTRODUCTION 

ADIO-FREQUENCY identification (RFID) is a method of 
asset identification, also applied to tickets, smart cards and 

smart wallets [1], [2]. Communication takes place between a 
single reader and a tag, which is itself powered by the reader 
[3]. In the high frequency (HF) regime, the reader and tag 
antennas are resonant inductive loops, and communication is in 
the near field, often based on the ISO/IEC 14443 standard [4]. 
Powering and communication both have poor range scaling [5]. 
The lack of phase information limits algorithms to exploitation 
of relative signal strength (RSS) and prevents accurate range- 
and direction-finding. Despite this, antennas with improved 
spatial selectivity [6]-[9] and antenna arrays [10, 11] have both 
been developed. HF RFID tag location has been used for 
inventory management [12], [13], and tag arrays have been used 
for navigation [14]-[19]. In each case, systems operate by 
detection of the nearest tag using a single moving reader and 
ranges are limited to a few cm. UHF RFID has seen a 
proliferation of localization schemes based on signal strength 
or phase derived from single or multiple tags and acquired by 
single or multiple readers, for example as summarized in Table 
I [20]-[27]. Reviews can be found in [28]-[30]. In contrast, HF 
RFID tracking methods are relatively undeveloped. 
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TABLE I 
METHODS OF UHF RFID LOCALIZATION 

Located 
object 

Reference system Method Reference 

Reader Multiple fixed tags Signal strength 20, 22 

Reader Multiple fixed tags Signal phase 24 

Tag Multiple fixed antennas Signal phase 21, 23, 27 

Tag Single moving antenna Signal strength 25 

Tag Single moving antenna Signal phase 26 

One solution to HF RFID localization may be conversion to 
a non-radiative travelling wave, such as a magneto-inductive 
(MI) wave, a slow wave that propagates in arrays of 
magnetically coupled resonant loops [31]-[33]. Low-loss 
flexible MI cables [34] and broadband coupling transducers 
[35] have both been developed. MI waves have been used for 
communication [36]-[38] and load position sensing [39]-[42], 
and a HF RFID receiver based on a MI antenna has been 
demonstrated [43]. The aim of this paper is to explore the use 
of MI waves for tag location, to enable asset or user tracking in 
one dimension. As in radar and sonar, position is estimated 
from time-of-flight (TOF) measurement. Key differences are 
that the signals are emitted by the tags, at unknown times, and 
vary from tag-to-tag. Despite this, we show that correlation 
detection [44] can allow localization based on the TOF 
difference between signals detected at either end of a MI 
antenna during the unique identifier (UID) response. 

Fig. 1 shows a block diagram of the proposed system. The 
antenna is a magneto-inductive waveguide, a linear array of 
magnetically coupled 𝐿 − 𝐶 resonators [31]-[33]. The transmit 
(TX) signal from the reader is coupled into the antenna at one 
end using a frequency-selective filter coupler tuned to the 
carrier frequency, and a similar coupler is used to transfer 
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Fig. 1.  System block diagram for tag localization by cross-correlation of 
magneto-inductive waves.  
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residual carrier to an absorber at the other. TX signals power 
the tag, which acts as a localized load that may in principle be 
used for position sensing [40]-[42]. When interrogated, the tag 
uses a subcarrier to induce a time-varying load in an antenna 
element, which results in reflected and transmitted slow waves 
at carrier sideband frequencies. Such signals can be extracted 
from either end of the antenna. In the absence of loss, the signals 
are position-independent, so the antenna can be axially 
extended to increase capture volume without detriment to 
efficiency [43]. High antenna bandwidth removes the need to 
artificially load resonators, and losses can be kept low by 
maximizing element Q-factors. The sidebands are separated 
from the carrier using the filter couplers and detected by two 
receivers (RX1 and RX2). Software notch and bandpass pre-
filters are used to suppress residual carrier and out-of-band 
noise [44]. Envelopes are recovered, UIDs are decoded, the 
signals are correlated together [45], and position is determined 
from the TOF difference Δ𝑡 of the two signals thus obtained. 

The use of a slow-wave structure reduces demands on 
electronics. However, limits to localization must be set by 
dispersion, which reduces the intrinsic similarity of the two 
signals. Performance must also depend on the signal-to-noise 
ratio (SNR) and the nature of the noise. Fig. 2 shows three 
possible noise sources, which include 1) uncorrelated receiver 
noise, 2) partly correlated noise from the antenna itself and 3) 
ambient RF noise detected by the antenna. Obvious sources of 
internal noise are thermal and shot noise. External noise sources 
include switches, motors, vehicle ignition, plasma processing 
[46] and, increasingly, computers [47]. External noise must 
generate strongly correlated outputs, which may lead to a false 
correlation at Δ𝑡 = 0. 

These limitations will be explored in the following sections. 
The design of MI antennas is reviewed in Section 2, and the 
method of time-of-flight estimation is introduced. The 
autocorrelation properties of UID responses (which must vary 
from tag to tag) are studied in Section 3. Simulations based on 
an approximate system model are presented in Section 4. 
Predictions are verified experimentally in Section 5 using a 
custom reader and a small-scale MI antenna with an overall 
length of ~2𝑚. Conclusions are drawn in Section 6. 

II. ANTENNA DESIGN 

In this section we consider the properties of an MI antenna, 
one example of an extended structure capable of creating and 
detecting magnetic fields suitable for HF RFID. 

Each loop in Fig. 1 is assumed to have inductance 𝐿 (with 
associated resistance 𝑅) and capacitance 𝐶, and be coupled to 

its nearest neighbors by mutual inductance 𝑀. In the absence of 
voltage sources, the circuit equation relating the current 𝐼௡ in 
element 𝑛 to the currents in elements 𝑛 − 1 and 𝑛 + 1 and at 
angular frequency 𝜔 is: 

൬𝑅 + 𝑗𝜔𝐿 +
1

𝑗𝜔𝐶
൰ 𝐼௡ + 𝑗𝜔𝑀(𝐼௡ିଵ + 𝐼௡ାଵ) = 0. (1) 

Assumption of travelling wave solutions in the form 𝐼௡ =
𝐼଴exp (−𝑗𝑛𝑘𝑎), where 𝐼଴ is the current amplitude, 𝑘 is the 
propagation constant and 𝑎 is the element spacing, leads to the 
dispersion equation [32]: 

1 −
𝜔଴

ଶ

𝜔ଶ
− 𝑗

𝜔଴

𝜔𝑄
+ 𝜅 cos(𝑘𝑎) = 0. (2) 

Here 𝜔଴ = 1 √𝐿𝐶⁄  is the angular resonant frequency, 𝜅 =
2 𝑀 𝐿⁄  is the coupling coefficient and 𝑄 = 𝜔଴𝐿 𝑅⁄  is the quality 
factor. In the absence of losses, 𝑘 is real in band, and may be 
positive or negative depending on the sign of the mutual 
inductance 𝑀. Propagation is then band-limited to the range: 

1

ඥ1 + |𝜅|
≤

𝜔

𝜔଴

≤
1

ඥ1 − |κ|
. (3) 

The effect of loss (when 𝑅 is non-zero and 𝑄 is finite) is to 
render the propagation constant complex, so that 𝑘 = 𝑘ᇱ − 𝑗𝑘′′. 
Waves are then attenuated, and out-of-band propagation arises. 

The bandwidth should be sufficient to allow propagation of 
the whole ISO/IEC 14443 spectrum. For example, Fig. 3 shows 
the variations of 𝑘’𝑎 and 𝑘’’𝑎 with frequency for a waveguide 
with 𝑓଴ = 𝜔଴ 2𝜋⁄ = 13.56 𝑀𝐻𝑧, 𝜅 = −0.50 and 𝑄 = 200, 
chosen for comparison with later experiments. Here the portion 
of the dispersion diagram showing positive group velocity has 
been plotted. The slope of the dispersion characteristic (upper 
diagram) is close to zero near the band edges when 𝑘’𝑎 =
 0 or 𝜋, and rises to a maximum within the band. The value of 
𝑘’’𝑎 (lower diagram) is low within the propagating band but 
rises rapidly outside it. For high Q-factors, propagation losses 
are minimised at 𝑓଴. The dotted lines, which show the two sub-
carrier frequencies, indicate the approximate bandwidth 
needed. This guide is suitable but guides with lower values of 
|𝜅| may not be. 

For lossless systems, the characteristic impedance is [33]: 

𝑍଴ = 𝑗𝜔𝑀 exp (−𝑗𝑘𝑎) (4) 

Generally, the characteristic impedance is complex; 

Fig. 3.  Theoretical variations of 𝑘′𝑎 (upper diagram) and 𝑘′′𝑎 (lower) with 
frequency for a MI waveguide with 𝑓଴ = 13.56 𝑀𝐻𝑧, 𝜅 = −0.5 and 𝑄 = 200.
 

 
Fig. 2.  Noise sources in a MI waveguide: 1) uncorrelated, 2) weakly correlated 
and 3) strongly correlated. 
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however, at resonance, it reduces to the real value 𝑍଴ெ =
𝜔଴|𝑀|, allowing matching to conventional systems. Improved 
matching may be obtained using terminating elements with 
inductance 𝐿/2 and capacitance 2𝐶 [35]. Full system 
simulations may be carried out by solving circuit equations of 
the type in (1) or by constructing transfer functions. 

Differentiating the lossless dispersion equation, the group 
velocity 𝑣௚ = 𝑑𝜔 𝑑𝑘⁄  of MI waves may be found as [42]: 

𝑣௚ =
𝜅𝑎 sin (𝑘𝑎)𝜔ଷ

2𝜔଴
ଶ  (5) 

The upper diagram in Fig. 4 shows variations of 𝑣௚/𝑎 with 
frequency, for the same parameters. The group velocity rises 
from zero at the band edges to a maximum at intermediate 
frequency. For small |𝜅|, this maximum is located at 𝜔଴; 
however, it shifts to higher frequency as |𝜅| increases. The slow 
wave factor 𝑆𝑊𝐹 can be found by comparing 𝑣௚ with the 
velocity 𝑐 of an electromagnetic wave in free space. The lower 
diagram in Fig. 4 shows the variation of 𝑎𝑐/𝑣௚ with frequency. 
The group velocity at resonance is 𝑣௚଴ = |𝜅|𝑎𝜔଴/2. For the 
previous parameters we then obtain, 𝑎𝑐/𝑣௚଴ = 2𝑐/= |𝜅|𝜔଴ ≈

15. For 𝑎 = 15𝑐𝑚, say, we then obtain 𝑆𝑊𝐹 = 100, a 
relatively large value that improves timing accuracy. For 𝑎 =
1.5𝑚, the slow wave factor reduces to 10. 

The TOF differences Δ𝑡 that must be measured to detect 
distance-of-flight (DOF) differences Δ𝑥 have the form Δ𝑡 =

Δ𝑥/𝑣௚. Since the tag can only be displaced from the waveguide 
center by a whole number of loops, Δ𝑥 = 2𝜈𝑎, where 𝜈 is 
integer. At resonance, Δ𝑡 = 4𝜈/|𝜅|𝜔଴. In terms of the period 
𝑇 = 2𝜋/𝜔଴, we obtain Δ𝑡/𝑇 = 2𝜈/|𝜅|𝜋. For 𝜅 = −0.50, the 
minimum TOF difference that must be detected is then Δ𝑡/𝑇 ≈
4/𝜋 ≈ 1.273. To reduce timing errors below 10%, sampling 
must be carried out at a frequency 𝑓௦ > 12.73𝑓଴, or at least 
173 𝑀𝑆𝑎/𝑠. However, reduced accuracy may be sufficient. 

With low signal distortion, it should then be possible to 
estimate values of Δ𝑡 using correlation detection.  However, 
because of the wide signal bandwith, localization accuracy will 
be degraded by envelope changes. The group velocity 
dispersion 𝐺𝑉𝐷 = 𝑑(1/𝑣௚)/𝑑𝜔 is: 

𝐺𝑉𝐷 =
−2𝜔଴

ଶ

𝜅𝑎𝜔ସsin (𝑘𝑎)
ቊ3 +

2𝜔଴
ଶcos (𝑘𝑎)

𝜅𝜔ଶ𝑠inଶ(𝑘𝑎)
ቋ (6) 

The 𝐺𝑉𝐷 is zero when the contents of the curly bracket above 
vanish, allowing the frequency of zero dispersion 𝜔௓ to be 
found as: 

𝜔௓ 

𝜔଴

=
1

ඥ2 − √1 + 3𝜅ଶ
 (7) 

This ratio is unity when |𝜅| is low, but gradually rises as |𝜅| 
increases. Our studies have shown that operation at 𝜔௓ rather 
than 𝜔଴ allows some reduction in envelope distortion, but at a 
price of higher losses; consequently, there is little obvious 
advantage in operating away from resonance. 

III. TAG RESPONSES 

In this section, we consider the correlation properties of tag 
responses defined by ISO/IEC 14443, a common standard for 
proximity-coupled cards that uses the unlicensed industrial, 
scientific, and medical (ISM) band at f0 = 13.56 MHz [4]. 
Attention is focused on the UID response since this must be 
recovered in any reader. Tag position is assumed to be found by 
correlation due to the large processing gain available. 

For Type A transponders, reader queries are transmitted in 
modified Miller code on sub-carriers separated by 𝑓଴ =

13.56 𝑀𝐻𝑧 from the carrier using close to 100% amplitude 
shift key (ASK) at 𝑓଴/128 = 106 𝑘𝐵/𝑠. Tags respond using 
Manchester code with on-off key (OOK) sub-carrier load 
modulation. Although this protocol was not designed for tag 
location, autocorrelation envelopes suitable for timing can be 
obtained from 4-byte Type A UID responses, as we now show. 
Fig. 5 shows the binary equivalent of the tag responses. The 
response begins with a start bit 𝑆. Each 𝑈𝐼𝐷 byte is followed by 
a separate parity bit 𝑃, and the last byte is followed by a block 
check code 𝐵𝐶𝐶, obtained as a bitwise exclusive OR of the four 
𝑈𝐼𝐷 bytes and again followed by a parity bit. The binary 
response is Manchester-coded with a ‘one’ as a 1-0 transition 
and a ‘zero’ as a 0-1 transition, doubling the bandwidth. The 
binary response then contains 1 + 5 x 9 = 46 bits, and the 
Manchester coded response contains 92 chips. 

Performance of such responses in a correlation detection 
system may be estimated as follows. The processing gain 𝐺 may 
be estimated as the bandwidth expansion factor, namely 92𝑁ௌ, 
where 𝑁ௌ is the number of samples per chip. If 𝑁ௌ is only 
moderate, the processing gain can be large (for example, 𝐺 >
2000 for 𝑁ௌ =48). Because half of the chips are zero, the peak 
of each autocorrelation is 46𝑁ௌ times the signal strength. 
Correlation detection is therefore an intrinsically low noise 
operation. 

In contrast to radar responses, 𝑈𝐼𝐷 autocorrelations are not 
ideal delta functions. Ability to locate the correlation peak then 
depends on the sidelobe ratio (SLR). Its value may be estimated 
by assuming a two-chip offset for binary codes consisting 
entirely of ‘ones’ as 𝑆𝐿𝑅 = 46/45 = 1.0222. However, the 
𝐵𝐶𝐶 byte prevents this case arising in practice. For example, 
Fig. 6a shows the baseband response and ideal autocorrelation 

Fig. 4.  Theoretical variations of 𝑣௚/𝑎 (upper diagram) and 𝑎𝑐/𝑣௚ (lower) with 
frequency for a MI waveguide with 𝑓଴ = 13.56 𝑀𝐻𝑧, 𝜅 = −0.5 and 𝑄 = 200.

 
Fig. 5. Construction of binary tag UID response. 
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of 𝑈𝐼𝐷 =  𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹, where 𝐵𝐶𝐶 has introduced 
discontinuities in the otherwise regular code. These have 
increased the sidelobe ratio to 46/43 = 1.0698. Despite this, the 
envelope of the autocorrelation function is still broad.  

The UID above is the worst case we have identified. Using a 
numerical search of one eighth of all possible UIDs (which 
number 2564 = 4.29 x 109), we have found that 𝑆𝐿𝑅 does not 
fall below 1.0698, and that the autocorrelation peak sharpens as 
the code becomes more random, with a maximum 𝑆𝐿𝑅 =

46/22 = 2.0909. In this case, the autocorrelation consists of a 
sharp peak generated by the code itself, superimposed on a 
triangular base arising from its average level. For example, Fig. 
6b shows the baseband response and autocorrelation for 𝑈𝐼𝐷 =
 010𝐷354𝐴, which has the peak 𝑆𝐿𝑅 found. Similar 
autocorrelations are common, allowing timing by location of 
the sharp central peak, whose shape is largely determined by 
the autocorrelation of a single bit. 

IV. SYSTEM SIMULATION 

In this section, we describe a simulation of the system in Fig. 
1, carried out in Matlab®. Tag loading effects are ignored, and 
the frequency variation of the propagation constant is first 
found by solving the MI dispersion equation for a uniform 
waveguide with 𝑓଴ = 13.56 𝑀𝐻𝑧 and given 𝜅 and 𝑄. For any 
tag position 𝑃, this variation is used to calculate transfer 
functions for the two counter-propagating waves, in the form 
𝑇ଵ = exp (−𝑗𝑁ଵ𝑘𝑎) and 𝑇ଶ = exp (−𝑗𝑁ଶ𝑘𝑎), where 𝑁ଵ = 𝑃 −
1 and 𝑁ଶ = 𝑁 − 𝑃. The effect of the filter couplers is ignored 
since it is similar to the notch filters. Transfer functions 𝑇ிே and 
𝑇ி஻ for the notch and bandpass filters are also calculated. Here 
notch filters were used to achieve 60 dB carrier suppression 
with minimal sideband attenuation, while high-order 
Butterworth filters were used to reject out-of-band noise. A 
small trade-off between dispersion- and noise-induced errors 
obtained by adjusting their bandwidth was noted. 

The baseband Manchester code equivalent 𝑠் of a given 𝑈𝐼𝐷 
is first constructed and used to modulate at the subharmonic 
frequency a vector representing a carrier sampled at 𝑓௦ = 96𝑓଴. 
The resulting vector 𝑠଴ is used to represent the load-modulation 
signal. Propagation and filtering are simulated by using the 
discrete Fourier transform to obtain the frequency domain 
equivalent 𝑆଴, multiplying by the transfer functions of the MI 
waveguide (𝑇ଵ or 𝑇ଶ) and filters (𝑇ிே  and 𝑇ி஻), and using the 
inverse Fourier transform to generate time domain signals 𝑠ଵ 
and 𝑠ଶ. A Tukey window is used to remove artifacts at window 
edges. Baseband envelopes are extracted by rectification and 
convolution with a rectangular window. Envelopes are 
converted to binary by correlation with Manchester transitions 
and UIDs are recovered after checking parity and BCC. 𝑠ଵ and 
𝑠ଶ are cross-correlated, and Δ𝑡 is found from the difference in 
peak times obtained from each correlation order. The tag 
position 𝑃௘௦௧ is estimated using the group velocity 𝑣௚, and 
correct localisation is assumed if the position error Δ𝑃 = 𝑃௘௦௧ −
𝑃 satisfies |Δ𝑃| < 0.5. 

The following results show noiseless simulations of an 11-
element MI waveguide with 𝜅 = −0.5 and 𝑄 =  200, 
assuming carrier and modulation amplitudes of 1 and 0.05. A 
tag with 𝑈𝐼𝐷 = 𝐹38𝐹𝐸𝐴95 is assumed to be at 𝑃 = 1. Fig. 7 
shows simulated signals 𝑠ଵ and 𝑠ଶ after filtering and down-
conversion, both clearly representing binary codes. 

Fig. 8 shows the result of processing these signals to check 
parity (here, both pass) and BCC (‘PP’ = both pass) and extract 
the UIDs (both are correct), together with the two possible 
correlations. The complete variation (upper plot) shows that the 
correlation envelopes are extremely similar. However, 
expansion of the peak over a shorter timescale (lower plot) 
shows a small time-difference, which can be used to estimate 
the tag position. The error Δ𝑃 is clearly low. Its cause is group 
velocity dispersion, which has rounded the correlation peaks. 

The effect of dispersion is reduced with stronger coupling. 
For example, Fig. 9 shows the variation of Δ𝑃 with 𝑃, for 11- 
element guides with different 𝜅. In each case, Δ𝑃 varies linearly 
with 𝑃 − 𝑃஼ , where 𝑃஼ = 6 is the central element, and the slope 
is reduced towards zero by increasing |𝜅|. Simulations of longer 
guides with 𝑁 up to 41 showed similar trends, and localization 
with |Δ𝑃| < 0.5 was possible merely provided |𝜅| was large 

Fig. 6.  Baseband Manchester coded UID responses (upper diagrams) and their 
autocorrelations (lower), for UIDs with a) low and b) high sidelobe ratios. 

Fig. 7.  Simulated noiseless signals after filtering and down-conversion for 
𝑈𝐼𝐷 = 𝐹38𝐹𝐸𝐴95, assuming 𝑁 = 11 and 𝑃 = 1, assuming carrier and 
modulation amplitudes of 1.0 and 0.05. 
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enough. If the tag is laterally offset, especially at non-zero 
range, load modulation signals may be induced in more than 
one element. It is simple to modify the model to include signals 
from a neighbor element. Their effect is to pull the estimated 
tag position toward the neighboring loop. 

We have performed an initial investigation of the noise 
models in Fig. 2, using data from multiple simulations with the 
tag at position 1. In each case, noise defined by a standard 
deviation 𝜎 was added in the frequency domain before filtering. 
In Model 1, noise has a white spectrum; Model 2 noise is band-
limited by the MI waveguide, and Model 3 noise is both band-
limited and modulated by resonances. For Model 1, a single 
value of 𝑃௘௦௧  close to unity was obtained for 𝜎 = 0 as described 
above. As 𝜎 rose, the probability density function (pdf) 
broadened into a Gaussian distribution. For Model 3, the pdf 
again broadened as 𝜎 increased. However, due to the correlated 
nature of the noise, the mean gradually shifted to the center of 
the array. Intermediate behavior was observed for Model 2, 
with the mean shifting more slowly towards the center. 

V.  EXPERIMENTAL VERIFICATION 

In this section, we present an experimental verification of tag 
localization using a demonstration magneto-inductive antenna 
and a custom HF RFID transceiver. 

Experiments were carried out using an 11-element MI 
antenna with an overall length just below 1.8𝑚. The number of 

elements was large enough to demonstrate operation, while use 
of an odd number provided a midpoint element with zero time 
of flight difference. Each resonant element was constructed 
from 1/8” outer diameter copper pipe, bent to shape and held in 
a planar arrangement using 3D-printed mounts fabricated using 
polylactic acid with relative a permittivity of approximately 2.5 
[48]. Each element measured 𝑊 = 15 𝑐𝑚 x 𝐻 = 6 𝑐𝑚, and 
adjacent elements were spaced apart by ~1.3 𝑐𝑚. This 
arrangement minimised coupling by free-space fields, reducing 
the likelihood of a tag being detected simultaneously by two 
elements. Nearest neighbor magnetic coupling was achieved 
using transformers based on low-loss ferrite toroidal elements 
(5967000601, Fair-Rite Products Corp.), wound so that 𝑀 < 0. 
Coupling was mechanically adjustable over the range −0.3 ≤
𝜅 ≤ −0.6 by using a rapid prototyped mechanism to alter the 
relative position of the two coil windings. Fig. 10 shows the 
complete system in operation with the tag placed at element 6 
at 3cm separation.  A short section of waveguide is seen at the 
bottom. 

Tuning and matching were carried out using an electronic 
network analyzer (Agilent E5061B). The inductance was 𝐿 =
2.45𝜇𝐻, and resonance was achieved at 13.56 MHz with a 
quality factor of 𝑄 = 180 using mica capacitors with 𝐶 =
56 𝑝𝐹. The coupling coefficient was adjusted to give a mid-
band characteristic impedance of 𝑍଴ெ = 50 Ω, which required 
𝜅 =  −0.48. To minimize unwanted reflections due to antenna 
imperfections, resonators were individually tuned to 13.56 
MHz self-resonant frequency using varicaps, and mutual 
inductance was kept uniform through pair-wise tuning of 
coupling coefficients between elements. The upper diagram in 
Fig. 11 compares the theoretical dispersion characteristic from 
(2) (dotted line) with the measured resonant frequencies of an 
un-loaded 9-element guide (points), which lie at 𝑘𝑎 = 𝜈𝜋/10, 
where 𝜈 = −9 … − 1; agreement is excellent.  

The lower diagram compares the theoretical frequency 
dependence of S-parameters for an 11-element guide obtained 
by solving the circuit equations (dotted line) with the 
experimental measurement (full line). The results show good 

Fig. 8.  Simulated noiseless cross-correlation plots over long and short 
timescales for 𝑈𝐼𝐷 = 𝐹38𝐹𝐸𝐴95, assuming 𝑁 = 11 and 𝑃 = 1, assuming 
carrier and modulation amplitudes of 1.0 and 0.05. 

Fig. 9.  Simulated variation of error Δ𝑃 with position 𝑃 for noiseless 11-
element guide with different coupling coefficient 𝜅 as given in the legend. 

 
 
Fig. 10.  HF RFID location detection system in operation with processed 
results displayed on PC screen and tag UID responses shown on oscilloscope.
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matching and low-loss propagation between ~11𝑀𝐻𝑧 and 
~18.5𝑀𝐻𝑧 with a minimum loss of 1.5𝑑𝐵, ~0.5𝑑𝐵 below the 
theory estimate. 

A transceiver was constructed with the functionality of Fig. 
1. Interrogation codes compliant with ISO/IEC 14443 Type A 
were generated using a personal computer and passed via a 
unique serial bus (USB) to a microcontroller (Arduino Uno) 
acting as a function generator. Output from the microcontroller 
was used to modulate a carrier at 13.56 MHz derived from a 
signal generator (TTi TGR6000) via an RF analogue switch 
(Minicircuits ZFSWHA-1-20+) to generate ASK at 106 kB/s. 
A quartz crystal filter was used to denoise the carrier. Signal 
strength was increased to a maximum 1 W using a power 
amplifier (Minicircuits ZHL-2-8), and a low-pass filter with a 
cutoff at 20 MHz was used to suppress harmonics. Signals were 
transferred into and out of the MI waveguide using lumped 
element filter couplers [49]. Detection of OOK tag responses 
was carried out using a digital storage oscilloscope (Keysight 
InfiniiVision DSOX3024T) sampling at 1.25 Gsa/sec, which 
acted as a signal acquisition buffer. Digitized signals were 
passed back to the PC via USB. Matlab-based filtering was used 
to suppress carrier and noise, and a Tukey window was again 
used to remove artifacts at window edges. UIDs were recovered 
by rectification, filtering and correlation with Manchester 
transition templates, and tag positions were estimated by 
correlation as described in Section 5. 

Experiments were carried out using 1k Mifare Classic RFID 
tags measuring 85𝑚𝑚 𝑥 54𝑚𝑚 with a resonance at 14.5 𝑀𝐻𝑧 
and an unloaded Q-factor of  ~30, with the card placed at the 
center of each loop. The earlier Fig. 10c shows typical traces 
for 𝑈𝐼𝐷 = 𝐹38𝐹𝐸𝐴95 during signal acquisition, highlighting 
the weak signals generated by load modulation. Despite this, 
tag responses were recovered easily. Fig. 12 shows recovered 
response envelopes with the tag at position 𝑃 = 1 at 1𝑊 RF 
power. Signal 2 has slightly lower amplitude, due to the larger 
numbers of elements traversed. 

Fig. 13 demonstrates successful parity and BCC checks and 
correct UID recovery from each channel. Cross-correlations 
plotted on long and short timescales indicate accurate 
localization with small position error (here, Δ𝑃 ≈ −0.13). 
Rounding of the correlation peaks is insignificant, and 
substantial agreement with Fig. 8 validates both the theoretical 
model and the general approach of timing by cross-correlation 
of UID responses. 

As expected, the time delay between the two signals 
increased linearly with distance from the array center, with a 
peak delay of ~1𝜇𝑠. Fig. 14 shows the experimental variation 
of Δ𝑃 with 𝑃, obtained at zero range and different RF powers 
between 0.05𝑊 and 1𝑊. In each case, the tag UID was 
recovered correctly, and position was estimated with |Δ𝑃| <
0.5. At higher powers, the slope of the error variation is in good 
agreement with results in Fig. 9 for 𝜅 = −0.5; however, the 
slope reduced slightly as the RF power and SNR reduced. 

Fig. 11.  a) Comparison of the theoretical dispersion characteristic with the 
experimental measurement of the resonances of a 9-element MI waveguide; 
b) Comparison of the theoretical variation of S-parameters with frequency 
with experimental measurement of an 11-element MI waveguide. 
 

Fig. 12.  Experimental measurement of down-converted signals obtained using 
the 11-element waveguide, for 𝑈𝐼𝐷 = 𝐹38𝐹𝐸𝐴95 and 𝑃 = 1. 
 

Fig. 14.  Experimental variation of error Δ𝑃 with position 𝑃 obtained using the 
11-element MI waveguide at different RF powers as in the legend. 
 

Fig. 13.  Experimental cross-correlation signals over long (upper diagram) and 
short (lower) timescales obtained for 𝑈𝐼𝐷 = 𝐹38𝐹𝐸𝐴95 and 𝑃 = 1. 
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Fig. 15 shows pdfs of estimated position obtained from 100 
measurements with the tag at position 1, for 1𝑊 power and 
different transverse ranges. As the range increases and the SNR 
deteriorates, the distribution broadens and shifts towards the 
array center, implying that the most likely noise sources are 
Models 2 and 3 in Fig. 2. Tags were correctly localized up to 
5 𝑐𝑚 range, but errors fell outside acceptable limits at 6 𝑐𝑚, the 
conductor separation, when the UID was no longer recovered 
correctly. Results were similar for other Mifare tags, including 
best and worst cases with 𝑈𝐼𝐷 = 010𝐷354𝐴 and 𝑈𝐼𝐷 =
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 identified earlier. Localization of small fob-type 
tags was possible, but only for zero range at 1𝑊 RF power. 
Similar results were obtained by cross-correlation of 
reconstructed UID templates. Although correlation peaks were 
sharper, no convincing improvement in the mean or standard 
distribution of the estimated position was obtained. 

VI. DISCUSSION AND FUTURE WORK 

Experiments have shown that accurate location can be 
achieved at transverse ranges up to 6 cm at 1 W input power, 
matching the horizontal conductor separation of the resonator 
inductors. Larger separations resulted in insufficiently strong 
magnetic fields for interrogation. The tag footprint must lie 
within a single element to prevent coupling to neighboring 
loops; otherwise, two elements can be loaded simultaneously, 
creating two sets of reflected and transmitted sidebands. 
Localization accuracy is then degraded, and the tag position can 
only be determined to the nearest element. Positioning within a 
single element did not affect performance. 

While highly effective at tag location, the current system has 
several limitations: the travelling wave antenna is rigid, 
maximum number of resonators is limited by group velocity 
dispersion, and location of multiple tags is not supported. 
Future work would involve the design of flexible waveguides 
based on loaded transmission lines with reduced group delay 
dispersion over HF RFID interrogation frequencies. The 
location method can be extended to multiple tags by 
sequentially interrogating UIDs. Investigation of architectures 
beyond the one-dimensional case is also of interest. 
Additionally, algorithms for location of tags loading pairs of 
elements simultaneously could be found, allowing spatially 
continuous detection regions along the antenna axis as in [43]. 

VII. CONCLUSION 

A new method of one-dimensional HF RFID tag localization 
based on time-of-flight measurement of tag responses in a 
magneto-inductive travelling wave antenna has been proposed 
and demonstrated. The autocorrelations of ISO/IEC 14443 
Type A UID responses have been investigated. A correlation 
detection scheme has been proposed, and simulations using a 
transfer function model with practical parameters have shown 
that flight times may be estimated by correlation of responses 
from either end of the antenna, provided the magnetic coupling 
coefficient is sufficiently high. TOF difference may be 
converted into distance-of-flight difference and thence to tag 
position using the MI wave group velocity, allowing 
localization to be combined with identification despite 
uncertainty in either the exact nature or the timing of the tag 
signal. Theoretical predictions have been confirmed 
experimentally using an 11-element model waveguide with 
small loop dimensions, and tag positions have been estimated 
accurately at transverse ranges up to the tag reading limit using 
RF power levels below 1𝑊. 

There is potential to increase overall capture volume by 
scaling to larger loops and longer waveguides. Other waveguide 
formats such as lumped element 𝐿 − 𝐶 transmission lines or 
𝐿 − 𝐶 resonators linked to continuous transmission lines could 
also be used, merely provided they combine external field 
regions suitable for tag powering and communication with low 
group velocity. Flexible printed antennas would reduce weight 
and bulk, improve consistency of resonant frequency and 
coupling and allow more general layouts. Meander waveguide 
layouts would enable quasi 2D tracking, while arrays might 
enable full 2D tracking based on the propagation of cylindrical 
waves. Such systems would enable asset or personnel tracking 
over much greater longitudinal distances than those currently 
used in HF RFID, without the need for large numbers of 
distributed transceivers. Alternative applications include the 
location of mobile devices for recharging purposes. 
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