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A B S T R A C T   

Modern geological practices, in both industry and academia, rely largely on a legacy of observational data at a 
range of scales. However, widespread ambiguities in the petrographic description of rock facies reduce the 
reliability of descriptive data. Previous studies have demonstrated a great potential for the use of convolutional 
neural networks (CNNs) in the classification of facies from digital images; however, it remains to be determined 
which of the available CNN architectures performs best for a geological classification task. We evaluate the 
ability of top-performing CNNs to classify carbonate core images using transfer learning, systematically devel-
oping a performance comparison between these architectures on a complex geological dataset. Three datasets 
with orders of magnitude difference in data quantity (7000–104,000 samples) were created that contain images 
across seven classes from the modified Dunham Classification for carbonate rocks. Following training of nine 
different CNNs of four architectures on these datasets, we find the Inception-v3 architecture to be most suited to 
this classification task, achieving 92% accuracy when trained on the larger dataset. Furthermore, we show that 
even when using transfer learning the size of the dataset plays a key role in the performance of the models, with 
those trained on the smaller datasets showing a strong tendency to overfit. This has direct implications for the 
application of deep learning in geosciences as many papers currently published use very small datasets of less 
than 5000 samples. Application of the framework developed in this research could aid the future of deep learning 
based carbonate classification, with further potential to be easily modified to suit the classification of cores 
originating from different formations and lithologies.   

1. Introduction 

Descriptions of observed geological features play a large role in 
driving applications and research within the Earth Sciences; for 
example, when facies descriptions of core data are used to derive 
regional stratigraphic trends, or as the basis for petrophysical classifi-
cations (Hull et al., 2015; John and Kanagandran, 2019). The modified 
Dunham classification (Dunham, 1962; Embry and Klovan, 1971) is 
acknowledged as one of the most commonly used classification schemes 
for the systematic description of carbonate rocks. However, recent 
studies have shown that even with the well-established and clearly 
defined divisions of the scheme, experienced sedimentologists may often 
classify alike facies using different textural names (Lokier and Al 
Junaibi, 2016). Deep learning presents a data-driven approach to 
deriving predictive models from observational data. 

The use of machine learning and deep learning in geoscience is 
rapidly growing; however, progression has been relatively uneven and, 

despite increasing popularity within the geoscientific community, 
practitioners have been comparatively slow to engage with these recent 
advancements (Bergen et al., 2019; Reichstein et al., 2019). Previous 
classification tasks have focused largely on interpreting data from 
seismic or from wireline logs (e.g. Hall, 2016; Qian et al., 2018; Saporetti 
et al., 2018; Halotel et al., 2020). A pilot study in our research group 
(John and Kanagandran, 2019) tested the effectiveness of neural net-
works in recognising carbonate rock facies according to the Dunham 
classification scheme. Using high-resolution core images from Ocean 
Drilling Program (ODP) Leg 194, the convolutional neural network 
(CNN) model achieved 89.2% accuracy across seven classes. The results 
from this study show great potential for the use of deep learning in 
carbonate classification from digital images. Several studies now have 
applied CNN models to broad lithofacies classifications in both core and 
thin section images (Baraboshkin et al., 2020; Pires de Lima et al., 2020; 
Koeshidayatullah et al., 2020; Chawshin et al., 2021). However, it re-
mains to be determined which of the available CNN architectures 
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performs best for the classification of carbonate core images. 
Herein, this paper evaluates the ability of a selection of the top 

performing CNNs to classify carbonate core images, systematically 
developing a performance comparison between these architectures on a 
complex geological dataset. This deep learning approach is applied to 
three datasets with orders of magnitude difference in data quantity (a 
104k dataset, a 42k dataset, and a 7k dataset), highlighting the impact of 
dataset size on the performance and reliable application of the models. 
The findings of this research serve as a necessary first step for further 
research into training deep learning algorithms for carbonate textural 
classifications. Application of these advanced digital technologies has 
the potential to revolutionise descriptive geology, with more accurate 
and uniform facies descriptions, faster analysis times, and reduction of 
natural biases. 

1.1. Background 

Machine learning has been successfully applied to various sub-
disciplines of the Earth Sciences for over three decades (e.g., Baldwin 
et al., 1990; Brown et al., 2000; de Matos et al., 2007; Pires de Lima 
et al., 2019). Current deep learning applications within the geoscientific 
community include, but are not limited to, seismic facies classification 
(e.g. West et al., 2002; Chevitarese et al., 2018), lithofacies classification 
from wireline logs (e.g. Bestagini et al., 2017; Halotel et al., 2020), 
volcanic ash detection (e.g. Shoji et al., 2018; Torrisi et al., 2021), 
seismology (Kortström et al., 2016; Mousavi et al., 2019), and inverse 
problems (e.g. Mosser et al., 2020). 

Despite these successes, many existing datasets from long- 
established sources remain largely unexplored; partly due to the lack 
of properly labelled data and due to the inefficiency of traditional 
analytical techniques, which are typically resource intensive (Oikono-
mou et al., 2017). One of the key advantages of using deep learning for 
geoscience is the ability to process large volumes of multidimensional 
data, making these analytical techniques ultimately more time and cost 
effective. It is anticipated that the application of machine learning will 
see dramatic progress in the automation of complex prediction tasks, the 
solution of inverse problems through multiscale modelling, and the 
discovery of new or alternative patterns and relationships that are not 
readily visible to humans (Karpatne et al., 2019; Mosser et al., 2020). 
Recent efforts to promote the use of benchmark geoscientific datasets in 
global and local competitions have the potential to drive deeper, 
broader, and more collaborative efforts e.g. the SEG Machine Learning 
Facies Classification Contest (Hall, 2016; Hall and Hall, 2017) and the 
TGS Salt Identification Challenge (Kaggle, 2019). 

CNNs have dominated computer vision research in recent years, with 
deep CNNs becoming one of the most widely adopted methods for image 
classification across various domains (Nguyen et al., 2018). With an 
increase in depth of a neural network, performance is indeed improved, 
but this also results in an increase in computational resources and 
training time. Training CNNs from the ground up also typically require 
datasets containing millions of images across thousands of classes, such 
as ImageNet (http://www.image-net.org/; Deng et al., 2009). 

Although many geoscience applications may involve large amounts 
of data, a common problem is the paucity of datasets with ground-truth 
labels. This is, in part, due to the laborious and expensive nature of 
geological data collection (Klump and Robertson, 2015). Datasets may 
also contain noise and missing values; while many variables cannot be 
measured directly, but only inferred from observations. Many geological 
applications rely on an iterative process of collecting different samples 
and subjectively applying descriptive geological interpretations to 
known instances. While data availability in geosciences is increasing, it 
is still comparatively small and sparse given the complexity of the 
phenomena under study. In deep learning, the limited representative 
training samples may result in poor performance of algorithms, for 
example due to. overfitting, where the model is overly complex relative 
to the small dataset. 

One promising method of applying deep CNNs to limited datasets 
and reducing training time is transfer learning (e.g. Pan and Yang, 2010; 
Shin et al., 2016; Tan et al., 2018), which utilises a pre-trained neural 
network to act as a feature extractor on a smaller dataset. The extracted 
features from a CNN structure, which has been trained on a significantly 
large image dataset, are thought to be generic and, therefore, applicable 
for learning on other image datasets (Yosinski et al., 2014). Several 
publications have successfully applied deep learning and transfer 
learning approaches to image-based lithological classifications of well 
logs, borehole images, thin sections, microtomographic (micro-CT) im-
ages, and core images (Table 1). Based on the results from these previous 
studies and owing to the relatively small size of geological datasets, 
transfer learning was identified as the best method for the image clas-
sification tasks in this work. This study will demonstrate how deep 
learning algorithms can be used to elicit information from digital car-
bonate core images to improve the reliability and objectivity of classi-
fications. It will also demonstrate that despite the clear benefit of 
transfer learning, dataset size plays an important role and many 
geological datasets are still considered too small to train an algorithm 
that generalises well to unseen data. 

2. Methodology 

2.1. Computing environment 

All training and evaluation stages were completed using Python 
version 3.8 (https://www.python.org) with the TensorFlow (version 2.0) 
(Abadi et al., 2016), tensorflow-keras backend (version 2.4) (Chollet, 
2015), FastAI (Howard and Gugger, 2020), Scikit-learn (version 0.22) 
(Pedregosa et al., 2011), NumPy (version 1.17) (Oliphant, 2006), 
OpenCV (version 4.1.2) (Bradski, 2000) and Matplotlib (version 2.2.4) 
(Hunter, 2007) libraries. The deep learning frameworks were imple-
mented using the CPU of a MacBook Pro 2019 model with a 2.4 GHz 
8-Core Intel Core i9 processor and 64 GB of RAM, running the macOS 
Catalina 10.15.7 operating system. 

2.2. Data preparation 

The dataset for this study has been created using high-resolution core 
images scanned to TIFF format from the upper to distal carbonate slope 
transects drilled during ODP Leg 133 (Davies et al., 1991) and ODP Leg 
194 (Isern et al., 2002) in the carbonate platforms and troughs of 
north-eastern Australia, and the platform carbonates drilled during 
IODP Expedition 359 in the Maldives archipelago (Betzler et al., 2017). 
High-resolution imaging of core sections has been routine since ODP Leg 
198, and the digital core scanners used during ocean drilling expeditions 
currently capture approximately 10–20 pixels per millimetre of core 
(Wilkens et al., 2009). For the cores drilled during ODP Legs 133 and 
194, the scans were performed by C. John in 2007 using a prototype line 
scanner at the Gulf Coast Repository, which is now onboard the JOIDES 
Resolution. 

The information from the digital core images is represented by a 3D 
tensor with separate red, green, and blue (RGB) channels. Digital core 
scan images of a 1.5 m section are approximately 31,600 pixels x 1750 
pixels; however, only the sediment core section itself is required here, 
which is on the order of 29,900 pixels x 1375 pixels within the image. 
These individual images can provide some of the highest resolution 
examples of core properties available at present. 

2.2.1. Image resizing 
Many deep learning algorithms, including CNNs, require all images 

in a dataset to be resized to a unified dimension. For the dataset to be 
compatible with the original dimensions of the pre-trained architec-
tures, and to leverage the natural-image features learned by the pre- 
trained networks, the core images used in this work were cropped 
using the slicing tool in Adobe Photoshop 2020) (version 21) (Adobe 
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Inc., 2020) to 224 × 224 pixels or 299 × 299 pixels, according to the 
network input size. Downscaling images can cause loss of resolution, so 
each core image was sliced into multiple smaller images to preserve the 
original features of the carbonate textures. Digital core scan images of a 
1.5 m section are approximately 31,600 pixels x 1750 pixels; however, 
only about 29,900 pixels x 1375 pixels within this image represent the 
core itself. A maximum of 400 images can, therefore, be produced from 
each whole core scan, dependent on recovery. Following the core 

descriptions provided by the original expedition scientists as a base for 
the classifications, each core was analysed for the present classes, any 
boundaries were marked on the core and then the scan was sliced to 
avoid sampling multiple textures within a single image. To ensure the 
networks were extracting and learning features from the cores as 
opposed to other articles, such as Styrofoam inserts and core liners, all 
images were manually inspected and any images containing less than 
70% core after slicing were removed from the dataset. This created a 

Table 1 
Summary of techniques and comparison between studies for lithological classification.  

Author(s) and Year Dataset Number of 
Classes 

Dataset Size Method Model/ 
Architecture 

Result 

Dubois et al. (2007) Carbonate-Siliciclastic 
Well Logs 

8 3647 Machine Learning Custom ANN 78% 
(Accuracy) 

Hall (2016) Carbonate-Siliciclastic 
Well Logs 

9 3232 Machine Learning SVM 43% 
(F1-Score) 

Tschannen et al. (2017) Carbonate-Siliciclastic 
Well Logs 

9 800 Transfer Learning(?) GoogLeNet 57.40% 
(F1-Score) 

Zhang et al. (2017) Mixed Lithology Borehole 
Images 

3 1500 Deep Learning Custom CNN 95% 
(Accuracy) 

Jobe et al. (2018) Carbonate Thin Sections 6 ~9000 Transfer Learning and Fine- 
Tuning 

Inception-v3 83% (Accuracy) 

Ivchenko et al. (2018) Mixed Lithology Cores 4 800 Deep Learning Custom CNN 88.7% 
(Accuracy) 

Imamverdiyev and Sukhostat 
(2019) 

Mixed Lithology Well Logs 9 4149 Deep Learning Custom 1D-CNN 93.2% 
(Accuracy) 

John and Kanagandran (2019) Carbonate Cores 7 35,197 Transfer Learning Inception-v3 89.2% 
(Accuracy) 

Pires de Lima et al. (2019) Carbonate-Siliciclastic 
Cores 

11 7039 Transfer Learning ResNetV2 95% (Accuracy) 

Baraboshkin et al. (2020) Mixed Lithology Cores 6 85,600 Transfer Learning GoogLeNet 57% 
(F1-Score) 

Pires de Lima et al. (2020) Siltstone Thin Sections 5 5515 Transfer Learning and Fine- 
Tuning 

ResNet50 
Inception-v3 

96% 
(Accuracy) 

Koeshidayatullah et al. (2020) Carbonate Thin Sections 6 ~13,000 Transfer Learning and Fine- 
Tuning 

Inception-ResNet 
v2 

92% 
(F1-Score) 

Jiang et al. (2021) Borehole-Resistivity 
Images 

2 5156 (cleaned 
dataset) 

Deep Learning Custom CNN 84.7% 
(Accuracy) 

dos Anjos et al. (2021) Carbonate Rock Micro-CT 
Images 

3 6000 Deep Learning Custom CNN 81.33% 
(Accuracy) 

Chawshin et al. (2021) Mixed Lithofacies Core CT 
Scans 

20 225,524 Deep Learning Custom CNN 51.60% 
(F1-Score)  

Fig. 1. The modified Dunham classification scheme showing the seven classes used in this research (after Dunham, 1962; Embry and Klovan, 1971).  
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dataset containing 104,306 images across seven classes from the 
modified Dunham Classification (Dunham, 1962; Embry and Klovan, 
1971): mudstone, packstone, wackestone, grainstone, floatstone, rud-
stone, and boundstone (Figs. 1 and 2). 

To the best of our knowledge, this is the largest carbonate core image 
dataset used for image classification to date. In geoscience applications, 
however, there are many instances where only limited training data may 
be available. Therefore, in this paper, three datasets with orders of 
magnitude difference in data quantity were created, to allow further 
comparison of model performance across datasets of different sizes: the 
original 104k dataset, a 42k dataset, and a 7k dataset (Fig. 3). 

2.2.2. Dataset splits 
Prediction reliability is one of the main concerns in the performance 

evaluation of supervised deep learning algorithms (Consonni et al., 
2010; Alsina et al., 2017). In this study, each dataset was split into 80% 
training data and 20% test data. We further used the training data with 
cross validation to create 5 folds of 80% training data and 20% valida-
tion data (i.e., validation set = 16% of the total dataset, Fig. 4). Since 
both the 48k and 104k datasets have a significant class imbalance, we 
used stratified k-fold cross-validation (k = 5), where the percentage of 
samples for each class is maintained in every fold, ensuring the class 
distribution in each fold matched the distribution in the complete 
training dataset. 

2.3. Model training 

In our application, we use the learned parameters from the CNN 
architectures trained on the ImageNet dataset to classify core images 
according to the modified Dunham Classification, where classes are 
defined based on textural observations (Fig. 1; Dunham, 1962; Embry 
and Klovan, 1971). Nine different convolutional neural networks 
(CNNs) of four different architectures were trained on the datasets 
(Table 2). The architectures selected for this comparison were DenseNet 
(Huang et al., 2017), Inception-v3 (Szegedy et al., 2016), ResNet (He 
et al., 2016) and VGG (Simonyan and Zisserman, 2014). Full details of 
the architectures are provided in their original references. 

The pre-trained weights and parameters of the base convolutional 
networks made it possible to perform generic feature extraction from the 

core images. The final layer of the network that performs classification 
was removed and replaced with a new classifier, which was trained on 
our carbonate core datasets (Fig. 5). The new classification head was 
implemented with the following architecture: an average pooling layer; 
a fully connected layer with 1024 hidden units and ReLU activation; a 
dropout rate of 0.2; and a final fully connected sigmoid layer. Following 
the fine-tuning method, each CNN was trained for a total of 25 epochs, 
whereby during the initial 15 epochs only the classification heads of the 
networks were trained. The uppermost layers of the networks were then 
unfrozen, and the models were trained as a whole for a further 10 
epochs. This allowed us to fine-tune the learned higher-order feature 
representations to adapt their relevance for the specific core classifica-
tion task. 

Model training is a process by which differences between the pre-
dicted labels and the true labels of the training dataset are minimised 
through adjustments to weights and biases within the kernels of the 
convolutional layers and the fully connected layers (Yamashita et al., 
2018). Network performance is evaluated during training using a cost 
function, which calculates a distance between the output predictions 
and the true label through forward-propagation. Since this is a 
multi-class classification, cross-entropy loss was used as our cost func-
tion, and the Softmax function was applied to the output of 
cross-entropy in order to derive a class for each sample. Learnable pa-
rameters are updated iteratively according to the loss value through 
backpropagation and gradient descent optimization algorithms, so as to 
minimise the loss. In this study, we evaluated the performance of two 
commonly used gradient descent algorithms: stochastic gradient descent 
(SGD) with momentum (Qian, 1999) and Adam (Kingma and Ba, 2014). 

Using the one-cycle policy to improve training, reduce overfitting 
and allow the network to converge faster (Smith, 2017, 2018), the 
optimal learning rate was determined to be between 1e - 2 and 1e - 3 for 
the first 15 epochs and between 1e - 5 and 1e - 6 for the rest of the 
training. The one-cycle policy gives particularly fast results to train 
complex models, using a linear warm-up and annealing for the learning 
rate between the specified minimum and maximum learning rate 
boundaries. Batch size was held constant at 32 for all models. Training 
was repeated for a total of five times and predictions were averaged, 
since CNN performance can exhibit random minor fluctuations. 

Fig. 2. Sample dataset images: (a) boundstone, (b) floatstone, (c) grainstone, (d) mudstone, (e) packstone, (f) rudstone, (g) wackestone.  
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2.4. Evaluation 

During training, the performance of the networks was evaluated by 
monitoring the changes in training and validation losses with each 
epoch. Following the completion of training, evaluation metrics (accu-
racy, precision and recall) and the confusion matrices (e.g. Ruuska et al., 
2018; Skansi, 2018) were used to compare the prediction performances 
of the different CNNs on the image classes of the carbonate core test 
dataset. Accuracy measures the ratio between the number of correctly 
predicted classifications and the total number of samples classified: 

Overall Accuracy : ACC =
TN + TP

TN + TP + FN + FP
(1)  

whereby TN is the number of true negative cases, TP is the number of 
true positive cases, FN is the number of false negatives, and FP is the 
number of false positives. Since overall accuracy makes no distinction 
between classes, with correctly predicted classifications for each class 
being treated equally, this could be viewed as a misleading metric. This 
is particularly true in the case of significant class imbalances, where 
classes containing more samples will dominate the statistic. For this 
reason, we use multiclass averaging to report the mean per class accu-
racy (MPCA), given as the unweighted mean of the sum of the accuracies 
for each independent class: 

MPCA =

∑
ACC of Each Class

Number of Classes
(2) 

Precision calculates the proportion of positive identifications that 
were correct i.e., the probability that the predicted class of the carbonate 
facies actually belongs to that class: 

Fig. 3. Distribution of core images for each class across the three datasets.  

Fig. 4. Stratified k-fold cross validation (k = 5) used in this study, where each 
dataset is divided into training, validation and test data. 

Table 2 
Summary of models used in this comparison.  

Model Size Parameters Depth Image Input Size 

DenseNet121 33 MB 8,062,504 121 224 × 224 
DenseNet169 57 MB 14,307,880 169 224 × 224 
DenseNet201 80 MB 20,242,984 201 224 × 224 
Inception-v3 92 MB 23,851,784 48 299 × 299 
ResNet50 98 MB 25,636,712 50 224 × 224 
ResNet101 171 MB 44,707,176 101 224 × 224 
ResNet152 232 MB 60,419,944 152 224 × 224 
VGG16 528 MB 138,357,544 16 224 × 224 
VGG19 549 MB 143,667,240 19 224 × 224  

Fig. 5. Schematic representation of the CNN parts used in transfer learning 
(based on the VGG16 architecture). The feature extraction part of a CNN 
(shown in blue) is composed of convolutional and pooling layers and is used as 
the convolutional base. The main purpose of the convolutional base is to 
generate features from images, such as edges, lines and curves in the lower 
layers and shapes in the upper layers. The classification part of a CNN (shown in 
green) is usually composed of fully connected and Softmax layers. The classifier 
predicts the class of the input image based on task-specific features. (For 
interpretation of the references to colour in this figure legend, the reader is 
referred to the Web version of this article.) 
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Precision : P=
TP

TP + FP
(3) 

Recall calculates the proportion of actual positives that were 
correctly identified: 

Recall : R=
TP

TP + FN
(4) 

We also consider how computational cost impacts classification 
performance by considering the model complexity, computational 
complexity, training time and classification speed of each architecture. 
By analysing the relationships between these metrics, we can further 
develop our understanding of the best practices for applying these 
models to geological images. Following Becker et al. (2021), model 
complexity is defined as the number of trainable parameters of the 
neural network. Computational complexity is defined in terms of 
floating-point operations (FLOPs) required by the model for a single 
forward pass. 

3. Results 

In most cases, for Dataset 42k and Dataset 104k, the best results were 
achieved using the Adam optimizer. For Dataset 7k, the SGD with mo-
mentum produced markedly better results for all but one of the models 
(Table 3). 

3.1. Performance evaluation for overall accuracy 

On the large dataset (Dataset 104k), within the individual architec-
tures, the deeper CNNs generally achieved a higher MPCA than shal-
lower networks (Table 3, Fig. 6A). When considering the MPCA against 
the computational complexity of the architectures, within the VGG and 
DenseNet architectures, we clearly see an increase in MPCA with 
increasing depth and complexity. However, increased computational 
complexity does not always translate directly into a proportional in-
crease in classification performance. A weak negative correlation be-
tween the MPCA and the FLOPs is present with an R2 value of 0.635. 
This is corroborated by the highest accuracy (91.59%) being obtained by 
Inception-v3, which shows comparatively lower model and computa-
tional complexities (Fig. 6A). The results observed for the larger dataset 
are similar to those for Dataset 42k (Fig. 6C), where Inception-v3 again 
achieves the highest accuracy (89.61%). 

For the small dataset (Dataset 7k), we see a clear increase in MPCA 
with increasing computational complexity for a single forward pass 
(Fig. 6E). This is evidenced by the highest accuracy (85.11%) being 
achieved by VGG19, the most computationally complex architecture 
evaluated (20 GFLOPs). Those architectures with lower complexity 
achieve a lower MPCA e.g., DenseNet201 requires only 4 GFLOPs, but 
obtains the lowest MPCA (66.70%). 

As is expected, within the individual architectures, we see the larger 

and more complex networks requiring a greater training time (Fig. 6). 
For Dataset 7k, there is clear trade-off existing between faster training 
and higher recognition performance, with VGG19 achieving 85.11% 
accuracy with the longest training time of 219 min. By contrast, 
ResNet50 produces the second lowest accuracy of 70.16% after the 
shortest training time of 56 min. Despite the trend seen in the smaller 
dataset, for Datasets 42k and 104k, the highest MPCAs are achieved by 
Inception-v3, 89.61% and 91.59% respectively, whilst requiring a 
middle-of-the-range training time, 146 min and 194 min respectively. 
After this point, there is a general decrease in MPCA, suggesting these 
models may be training for too long and, as a result, are starting to 
overfit the training data. 

3.2. Performance evaluation for each class 

We observe the top performing classifier (Inception-v3, Data-
set104k) predicts all of the classes (Dunham facies) with recall values 
above 0.86. The maximum precision observed was in the grainstone 
class (0.96) for DenseNet201 trained on Dataset 104k, and the best recall 
was in the mudstone class (0.97) for Inception-v3 trained on Dataset 
104k (Figs. 7 and 8). Across all architectures and datasets, the lowest 
precision is observed in the floatstone class (0.73) (Fig. 7). Similarly, 
rudstones have the lowest recall (0.74) across all architectures (Fig. 8). 
The highest precision and recall values are achieved in five out of the 
seven classes by Inception-v3. It should be noted, that for the small 
dataset, since each class has only 1000 images, misclassifications are 
likely to have more of an impact on measured performance than those 
occurring in Dataset 42k and 104k. 

4. Discussion 

4.1. Comparison with human performance and best model selection 

The most successful model (Inception-v3, Dataset 104k) achieved an 
accuracy of nearly 92% (Table 3), also outperforming the other archi-
tectures in terms of precision, recall and computing time and resources. 
This significantly exceeds results achieved in previous carbonate clas-
sification studies, namely the 79% accuracy of carbonates facies pre-
diction using random forest from physical properties (Insua et al., 2014) 
and the 89% accuracy achieved in the pilot neural network study (John 
and Kanagandran, 2019). This indicates that deep CNNs can provide a 
significant improvement on existing classifications, achieving a similar 
or better accuracy than experienced geologists (Lokier and Al Junaibi, 
2016) with at least a 250x gain in description speed (Fig. 9). 

The average classification speed of a person on the ImageNet dataset 
is estimated to be around 50 images per minute, which equates to 0.83̇ 
images per second (Markoff, 2012). It should be noted that the classi-
fication task from which this estimate was achieved, whilst relatively 
complex due to the large number of possible categories, is based on 
non-specialist images, and as such this estimate should be considered an 
upper bounding limit of the speed a person might be able to classify 
geological images. In comparison, an automated classification system 
based on the top performing model (Inception-v3, Dataset 104k) has a 
classification speed of 1179 images per second, calculated by inverting 
the inference time in which the test set (20,860 images) was classified. 
Even the model with the slowest classification speed on this dataset 
(VGG19) is able to classify 256 images per second (Fig. 9). In this 
manner, application of an automated system would allow for many more 
metres of core to be interpreted with lower human input and effort. As 
such, the role of a specialist geologist could be reallocated from 
lower-level descriptive tasks to QA/QC of automated classification, 
interpreting more complex images or exploring the broader meaning 
and implications of the data. 

The use of CNNs with either fewer layers or lower computational 
complexity draws advantages in shorter training times and lesser 

Table 3 
Performance evaluation of classification accuracy during the prediction stage. 
The results for both optimizers under each dataset are shown for comparison.  

Model Accuracy 

Dataset 7k Dataset 42k Dataset 104k 

SGDM Adam SGDM Adam SGDM Adam 

DenseNet121 74.48 65.64 83.24 85.16 89.29 90.1 
DenseNet169 77.37 67.12 84.47 88.94 91.22 90.76 
DenseNet201 66.7 67.23 82.06 87.77 90.74 90.91 
Inception-v3 73.12 65.99 89.13 89.61 91.14 91.59 
ResNet50 70.16 61.73 86.05 86.78 88.46 89.49 
ResNet101 71.92 63.18 86.53 87.09 89.07 90.03 
ResNet152 73.44 65.52 87.79 87.73 89.62 88.91 
VGG16 81.56 70.06 78.36 79.62 85.38 86.95 
VGG19 85.11 71.31 81.17 81.63 87.93 88.26  
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hardware requirements compared to their deeper, more complex 
counterparts. The overall training process can be facilitated by these 
shorter training times as this could enable the integration and imple-
mentation of improvement methods such as “human in the loop” an-
notations; for example, where training is supervised by an expert 
geologist, who may assess any misclassifications showing high losses 
above a defined threshold in the validation set for incorrect labels, 
helping to reduce label noise. This could also allow for images with 
increased resolution, since there is potential for more images to be 
processed in a shorter training time, meaning larger images could be 
cropped into multiple smaller divisions rather than being downscaled. 
This could be of particular relevance for carbonate classification ac-
cording to the Dunham classification, where specific divisions of the 
scheme are based on components measuring 2 mm or less; thus, 
requiring higher resolutions of input images, since crucial features could 
be lost due to downscaling. 

As previously mentioned, the availability of large, labelled datasets is 
a major limitation for the application of deep learning in the geo-
sciences. The comparisons in this paper are intended to aid anyone 
wanting to apply an image classification model to their own geological 

dataset. Therefore, we draw recommendations for each dataset of 
different magnitude, so the most suitable model may be found for each. 
Comparing the results for Datasets 42k and 104k, we recognise similar 
trends in accuracy, precision, recall and computational resources. We 
would, therefore, again recommend the Inception-v3 architecture for 
datasets of this magnitude. Considering the smaller dataset (Dataset 7k), 
a clear trade off exists between computational complexity and higher 
classification performance (Fig. 6F). Therefore, for a smaller magnitude 
dataset, despite requiring more training time and computing resources, 
we would recommend the use of VGG19 due to the significant difference 
in accuracy achieved by this model over the other architectures 
evaluated. 

4.2. Effect of dataset size on prediction performance 

There is an increase in prediction performance with increasing 
magnitude of the dataset size (Table 3) suggesting that dataset size af-
fects prediction accuracy, even in transfer learning with CNNs. This is an 
important finding, as the majority of current studies use deep learning 
on datasets with under 10,000 samples (Table 1). When trained on the 

Fig. 6. Performance evaluation of the CNN architec-
tures on the three datasets. (A) Average accuracy vs 
computational complexity vs model complexity for 
Dataset 104k. (B) Average accuracy vs training time 
vs computational complexity for Dataset 104k. (C) 
Average accuracy vs computational complexity vs 
model complexity for Dataset 42k. (D) Average ac-
curacy vs training time vs computational complexity 
for Dataset 42k. (E) Average accuracy vs computa-
tional complexity vs model complexity for Dataset 7k. 
(F) Average accuracy vs training time vs computa-
tional complexity for Dataset 7k.   
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smaller dataset (Dataset 7k), although the Inception-v3 and ResNet ar-
chitectures produce high training accuracies (>90%), much lower test 
accuracies are achieved (Table 3), suggesting likely overfitting, i.e. that 
the models are unable to generalise well to unseen data. Soekhoe et al. 

(2016) found that for smaller target datasets, when using a fine-tuning 
approach, it is possible to reduce overfitting by leaving more layers 
frozen in the base model. By contrast, for large datasets, models can be 
improved through unfreezing and training more layers. Our results 
support this dichotomy, with the CNNs trained on Dataset 104k proving 
to be much more robust to overfitting. 

Data augmentation is one way to artificially enlarge a training 
dataset, and reduce overfitting, by applying transformations to examples 
from the training data to create new images that belong to the same class 
as the original image. One of the most popular methods of data 
augmentation is the application of traditional affine and elastic trans-
formations. This involves generating new images by applying proced-
ures such as rotations, reflections, shifting, distortions, cropping, 
scaling, or colour shift. The tensorflow-Keras deep learning library in 
Python provides an easy way to incorporate augmentation using the 
ImageDataGenerator class (Keras Library); and the open-source Python 
library Albumentations offers a highly diverse set of more complex 
image transform operations that are optimised for different computer 
vision tasks, including image classification. Data augmentation tech-
niques can, ultimately, help to expand a limited dataset, reduce over-
fitting, and improve the robustness of a model. However, it is important 
to ensure that the transformations applied to the images do not alter 
them in such a way that they are no longer recognisable by a carbonate 
geologist as, or a realistic representation of, carbonate rocks. 

This study has highlighted that even when using transfer learning the 
size of the dataset plays a key role in the performance of the models, 
with those trained on the smaller datasets showing a strong tendency to 
overfit. Our results do, however, indicate that transferring features 
learned from a large source dataset to a much smaller target dataset still 
adds value by improving prediction performance and reducing risk of 
overfitting. It is shown that classification performance can continue to 
improve as more data is provided to the model; however, the capacity of 
the model needs to be regulated to support such data increases. Ulti-
mately, there may be a point of diminishing returns where more data 
will not provide more insight into how to better improve classifications. 
For future applications applying transfer learning to geological images, 
we would recommend a minimum dataset size of 100,000 images which, 
in the case of limited samples, could be achieved through data 
augmentation techniques. 

4.3. Understanding sources of error and model biases 

One of the major aims for this project is to reduce the subjectivity of 
carbonate facies classifications. Confusion matrix analysis highlights 
some specific errors affecting individual classes, which may be arising 
from sources of biases. We observe the main areas of misclassification 
are between the floatstone and rudstone classes, the boundstone and 
rudstone classes, the wackestone and packstone classes, and the 
mudstone and wackestone classes (Fig. 10). This suggests that the error 
is occurring between facies that are adjacent in the modified Dunham 
classification. Therefore, the trained networks errors are similar to er-
rors a geologist could make. Furthermore, the results show that the CNN 
misclassified images of floatstone for rudstone and wackestone for 
packstone more frequently than the reverse, thus more frequently mis-
classifying matrix-supported textures as grain-supported textures. 
Despite this small saliency bias, the CNN performs more consistently and 
more accurately than the human classification results in the study by 
Lokier and Al Junaibi (2016). 

The causes of this bias in the model are likely to stem from three 
possible sources. Firstly, the bias could have been introduced through 
the human labelling of the core images. Saliency is a known cognitive- 
psychological, ecological and evolutionary bias in humans (Korteling 
et al., 2018). As implemented in this study, when analysing a new image, 
a CNN will generate a set of probabilities that this image belongs to each 
of the learned microfacies. Since the current dataset consists solely of 
images classified by the lead author, it is plausible that an element of 

Fig. 7. Precision graph for Dataset 104k.  

Fig. 8. Recall graph for Dataset 104k.  

Fig. 9. MPCA vs images per second for architectures trained on Dataset 104k.  
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bias could have been introduced into the algorithm training and, 
therefore, the final model. We acknowledge that this cannot be 
completely eliminated as a source of inaccuracy in this study. We aim to 
reduce interpreter bias in future work through the compilation of a 
dataset consisting of multiple classifications made by many individuals 
through a project currently being developed on an online 
crowding-sourcing service. Citizen science already contributes to a va-
riety of scientific fields, including astronomy, environmental science, 
ecology, medicine, and seismology (Theobald et al., 2015; Haklay et al., 
2018). There are now thousands of projects collecting and processing 
data annually, with many contributing to peer-reviewed articles (Kelling 
et al., 2019; SciStarter.org, 2020). When properly designed, conducted, 
and evaluated, these projects can generate high-quality data to solve 
diverse problems. 

Secondly, it is possible that the CNN architecture itself is biased to-
wards salient features. Therefore, a cause of the error could be through 
image data encoding before classification. Where a geologist would rely 
upon a defined set of features and measurements to classify carbonate 
facies according to the modified Dunham scheme, the CNNs operate 
with no prior knowledge of specific attributes and, thus, perform the 
classifications based solely on image characteristics. Taking the mis-
classifications between mudstone and wackestone, for example, the 
feature vectors in an image of a mudstone would be sparse as mudstones 
tend to be relatively featureless. Hence, classification would be based on 
a sparse feature vector for this class. However, mudstones and wacke-
stones are both mud-supported classes, with a subtle threshold differ-
ence at 10% grains. For borderline cases e.g., grainier mudstones 
containing 5–9% grains, the grains would become a significant feature 
and the CNN may place larger weights on these features, thus leading to 
a misclassification as a wackestone. To address this issue, introducing 
more labelled images of borderline cases to the dataset could likely 
further improve accuracy, as well as having multiple individuals classify 
these images to highlight any differences. 

From this, it is logical to suggest that the bias may also be due to 
limited or imbalanced data. Considering the confusion matrix in Fig. 11, 
which is based on the balanced dataset, we observe that the mis-
classifications are again arising in the adjacent Dunham classes; float-
stone and rudstone, boundstone and rudstone, wackestone and 
packstone, mudstone and wackestone, and, additionally, grainstone and 
packstone. To this effect, it should be noted that the balanced dataset is 

considerably smaller in magnitude, so we cannot rule out that the error 
here could, in part, be due to lower sampling. 

5. Conclusions 

This study builds on a new approach to carbonate core classification 
though deep learning, where image classification algorithms aim to 
improve overall interpretation accuracy, as well as reducing subjectivity 
and interpretation time. This paper evaluated the ability of nine 
different CNNs of four architectures to classify carbonate core images, 
systematically developing a performance comparison between these 
architectures on three complex geological datasets with orders of 
magnitude difference in data quantity. Following a transfer learning and 
fine-tuning approach, we used the learned parameters from the pre- 
trained CNN architectures to classify the core images according to the 
modified Dunham Classification, where classes are defined based on 
textural observations (Dunham, 1962; Embry and Klovan, 1971). 

The results show great potential for the use of deep learning in 
automated carbonate classification from digital core images, where high 
level performance was achieved across all models, even with limited and 
unbalanced datasets. The highest overall accuracy of 92% was achieved 
by the Inception-v3 architecture when trained on the larger (104k) 
dataset. When considering all evaluation metrics presented, for textural 
carbonate core classification, we find the Inception-v3 architecture to be 
the most suitable model for medium to large datasets, and the VGG19 
architecture to be the most suitable for smaller datasets. Furthermore, 
we have shown that even when using transfer learning the size of the 
dataset plays a key role in the performance of the models, with those 
trained on the smaller datasets showing a strong tendency to overfit. 

The use of machine learning in geoscience is rapidly growing; 
however, the lack of large, labelled training datasets presents a pivotal 
challenge in improving the prediction performance of CNNs for 
geological applications. As data availability in geosciences increases, the 
deep-learning approach we present here can be further improved with 
additional information generated from more recent data and the digi-
talisation of existing datasets from long-established sources. Ultimately, 
the development and application of the framework laid out in this study 
could aid the future of deep learning based carbonate classification and 
can easily be modified for the classification of cores originating from 
different lithologies and formations. 

Fig. 10. Normalised confusion matrix for the Inception-v3 classifier on Dataset 
104k. Average model accuracy = 92% for 7 facies. 

Fig. 11. Normalised confusion matrix for the VGG19 classifier on Dataset 7k. 
Average model accuracy = 85% for 7 facies. 
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