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#### Abstract

We present a frequency-domain method for computing the sensitivities of time-averaged quantities of chaotic systems with respect to input parameters. Such sensitivities cannot be computed by conventional adjoint analysis tools, because the presence of positive Lyapunov exponents leads to exponential growth of the adjoint variables. The proposed method is based on the well established least-square shadowing (LSS) approach [1], that formulates the evaluation of sensitivities as an optimisation problem, thereby avoiding the exponential growth of the solution. All existing formulations of LSS (and its variants) are in the time domain. In the present paper, we reformulate the LSS method in the frequency (Fourier) space using harmonic balancing. The resulting system is closed using periodicity. The new method is tested on the Kuramoto-Sivashinsky system and the results match with those obtained using the standard time-domain formulation. The storage and computing requirements of the direct solution grow rapidly with the size of the system. To mitigate these requirements, we propose a resolvent-based iterative approach that needs much less storage. Application to the Kuramoto-Sivashinsky system gave accurate results with low computational cost. Truncating the large frequencies with small energy content from the harmonic balancing operator did not affect the accuracy of the computed sensitivities. Further work is needed to assess the performance and scalability of the proposed method. © 2022 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).


## 1. Introduction

Optimisation of engineering devices is based of the definition of an objective function, usually a time-average quantity $\bar{J}(\boldsymbol{s})$, and the evaluation of the problem parameters, $\boldsymbol{s}$, that minimise or maximise this function, depending on the application. During the optimisation process, the gradient of the objective function with respect to the parameters $d \bar{J}(\boldsymbol{s}) / d \boldsymbol{s}$ (also known as sensitivity) is usually required. This is obtained by solving the tangent equation (or the adjoint equations for multiple parameters). In either case, the equations are obtained by linearising the governing non-linear set describing the system around the solution obtained for the reference values of the parameters, $\boldsymbol{s}$. The tangent (or adjoint) equations are then integrated forward (or backward) in time respectively to obtain the desired sensitivities.

The aforementioned approach works very well when the governing set of equations describes a steady or a non-chaotic system. However, when the evolution of the system exhibits chaotic behaviour, this process fails. The reason is that chaotic systems have one or more positive Lyapunov exponents (PLEs), thus two solution trajectories starting from the same initial conditions and evaluated at $\boldsymbol{s}$ and $\boldsymbol{s}+\delta \boldsymbol{s}$ deviate from each other, leading to exponentially growing sensitivities, as ex-

[^0]plained in [2]. For this reason for example, model predictive control algorithms for transitional or turbulent flows employ the receding horizon approach, whereby the optimisation is performed over a receding window of finite time [3,4], thus sensitivities remain bounded and reliable. The sensitivity of time-average quantity $\bar{J}(\boldsymbol{s})$ to the mesh spacing can be also used for grid adaptation. The specific issues regarding mesh adaptation for chaotic systems and a proposed way for grid refinement/coarsening are discussed in [5].

Several approaches that can compute useful sensitivities in chaotic systems have been proposed. These are based on ensemble schemes [6], the fluctuation dissipation theorem [7], the Fokker-Planck equation [8], cumulant expansions [9], unsteady periodic orbits [10], or the more recent space-split sensitivity (S3) algorithm [11] that transform Ruelle's linear response formula [12] into a well-conditioned ergodic-averaging computation. One of the most promising approaches is Least Squares Shadowing (LSS) [1,13,14], which is based on the shadowing lemma [15,16]. For uniformly hyperbolic systems, this lemma guarantees the existence of a solution trajectory evaluated at $\boldsymbol{s}+\delta \boldsymbol{s}$ that shadows, i.e. remains close to, the reference trajectory evaluated at $\boldsymbol{s}$. This regularises the problem, avoids the exponential growth, and results in meaningful sensitivities.

This lemma is also central in establishing trust into the statistics of numerical solutions of chaotic systems. Due to round off errors, a computed trajectory will deviate from the true trajectory of the system (starting from the same initial condition). The shadowing lemma guarantees the existence of a true trajectory (with different initial condition) that will shadow the numerical one [17-19], thus the statistics of the computed solution can be trusted. Recent work however [20] has shown that the shadowing trajectories may not be physical, thus casting doubt on this central premise. Several chaotic systems (one dimensional perturbed tent maps) were examined; the shadowing trajectories were found to be physical in one system and non-physical in others. This finding raises important fundamental questions, such as under what conditions shadowing solutions are physical, what happens for higher dimensional systems etc. In this paper we take the standard view, that shadowing solutions are physical, and numerical simulations of chaotic systems reproduce the true statistics.

The original LSS method requires the solution of a two-point optimisation problem in time, and the cost and memory requirements grow rapidly with the number of degrees of freedom of the system. An important development in this respect is the non-intrusive Least Squares Shadowing (NILSS), [21-23] that constructs and solves a reduced-size optimization problem. This is achieved by recursive-in-time integration of a set of homogeneous tangent equations, which makes the method applicable to very large systems (the cost varies linearly with the number of degrees of freedom), but the number of equations to be integrated is equal to number of PLEs. Multiple Shooting Shadowing (MSS) is another variant applicable to large systems [24], but the cost of the pre-conditioner [25,26] also grows linearly with the number of PLEs.

The effect of the system parameters on the Lyapunov spectrum is therefore of critical importance. In the area of turbulent flows, this spectrum has been computed for low-Reynolds channel [27] and weakly chaotic Taylor-Couette flows [28]. A more recent study [29] has investigated the variation of the spectrum with Reynolds number for forced homogeneous isotropic turbulence (HIT). The Reynolds numbers examined (based on the Taylor microscale) were $R e_{\lambda}=15.5,21.3,25.6$. The number of PLEs were found to be about 25,60 and 100 respectively (see figure 2 of [29]). The decay rate of the Lyapunov spectrum was found to follow a power-law, $\lambda_{i} \approx \alpha(i-1)^{\beta}+\lambda_{1}$, with the exponent $\beta$ in the region 0.81-0.85 (with the smaller value for the higher $R e_{\tau}$ ). The maximum LE, $\lambda_{1}$, is expected to scale with the inverse of the Kolmogorov time scale, $\tau_{\eta}$, see theoretical arguments in [30]. This was tested in [31] for HIT and it was found that $\lambda_{1} \tau_{\eta}$ is not constant, but instead grows with $R e_{\lambda}$ following a power-law, $\lambda_{1} \tau_{\eta} \sim R e_{\lambda}^{\gamma}$. There is also growing evidence that covariant Lyapunov vectors (CLVs) corresponding to the largest LEs are spatially localised, see [23,32].

An alternative approach to tackle the sensitivity problem relies on exploitation of the underlying physical processes. For example, in the area of fluid flows, it is well known that momentum transfer is dominated by large scale structures, thus smaller scales (that correspond to the largest LEs) can be filtered out and have their effect modelled, hopefully without loss of accuracy in sensitivity. This is exactly what large eddy simulations (LES) are designed for [33]. In standard LES, the equations are filtered in space, but temporal filtering (with filter time scale $\Delta$ ) is also possible [34]. In the limit of $\Delta \rightarrow$ $\infty$, the temporally-averaged LES (TLES) equations tend to the standard Reynolds-Averaged Navier-Stokes (RANS) equations (section 2.3 of [34]). We conjecture therefore that as $\Delta$ increases, application of LSS to the TLES equations will recover the sensitivities predicted by the tangent (or adjoint) method applied to RANS. Thus, parameter $\Delta$ bridges two limits, LSS applied to unfiltered Navier-Stokes $(\Delta=0)$ and the RANS equations $(\Delta \rightarrow \infty)$. As $\Delta$ increases, the number of PLEs decreases and the problem becomes more tractable. However, accuracy is traded for computational efficiency, because as $\Delta$ increases the effect of more scales needs to be modelled.

The above approach thus relies on accurate modelling of the filtered scales. An approach that allows truncation of small scale structures (and thus of the effect of largest PLEs) without the need for modelling is required. This has been achieved recently by projecting out the unstable CLVs from the tangent solutions, [35]. In the present paper, we follow a different approach; we formulate the LSS in the frequency domain (all previous variants have been derived in the time domain) and we show that it allows truncation of the highest frequencies (corresponding to smallest scales) without modelling. Moreover, it provides deep physical insight onto the system.

Frequency domain approaches have been applied from the perspective of linear [36] and non-linear input-output analysis [37], the frequency response of periodically time-varying base flows [38], or model-based design of transverse wall oscillations for turbulent drag reduction in a channel flow [39].

The paper is organised as follows. Section 2 sets scene and presents the standard LSS algorithm in the time domain. The formulation of the algorithm in the frequency domain is derived in section 3 followed by application to the

Kuramoto-Sivashinsky equation in section 4. A resolvent-based iterative algorithm to solve the resulting system is presented in section 5 and the results are further analysed in section 6 , where we show that truncating frequencies with small energy content do not affect the accuracy of the results. We conclude in section 7.

## 2. Sensitivity analysis of chaotic systems using the shadowing approach

Consider a dynamical system governed by a set of ordinary differential equations of the form,

$$
\begin{align*}
& \frac{d \boldsymbol{u}}{d t}=f(\boldsymbol{u} ; \boldsymbol{s})  \tag{1}\\
& \boldsymbol{u}(0 ; \boldsymbol{s})=\boldsymbol{u}_{0}(\boldsymbol{s})
\end{align*}
$$

where $\boldsymbol{u}(t ; \boldsymbol{s}) \in \mathbb{R}^{N_{u}}$ is the vector of state variables and $\boldsymbol{s} \in \mathbb{R}^{N_{s}}$ is the set of control parameters that define the dynamics of the system. System (1) can arise for example after spatial discretisation of a set of conservation laws that describe mathematically the problem under investigation. We assume that the vector field $\boldsymbol{f}(\boldsymbol{u} ; \boldsymbol{s}): \mathbb{R}^{N_{\boldsymbol{u}}} \times \mathbb{R}^{N_{\boldsymbol{s}}} \rightarrow \mathbb{R}^{N_{u}}$ varies smoothly with $\boldsymbol{u}$ and $\boldsymbol{s}$.

In many applications we are interested in evaluating the sensitivity of a time-averaged quantity $\bar{J}(\boldsymbol{s}): \mathbb{R}^{N_{s}} \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\bar{J}(\boldsymbol{s})=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} J(\boldsymbol{u} ; \boldsymbol{s}) d t \tag{2}
\end{equation*}
$$

to the parameters $\boldsymbol{s}$. For example, in the area of aerodynamics, $\bar{J}(\boldsymbol{s})$ can be the drag coefficient and $\boldsymbol{s}$ the set of variables that describe the shape of an airfoil. The gradient of $\bar{J}(\boldsymbol{s})$ with respect to $\boldsymbol{s}$ is defined as

$$
\begin{align*}
\frac{d \bar{J}}{d \boldsymbol{s}} & =\lim _{\delta \boldsymbol{s} \rightarrow 0} \frac{\bar{J}(\boldsymbol{s}+\delta \boldsymbol{s})-\bar{J}(\boldsymbol{s})}{\delta \boldsymbol{s}} \\
& =\lim _{\delta \boldsymbol{s} \rightarrow 0} \lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \frac{J(\boldsymbol{u}(t ; \boldsymbol{s}+\delta \boldsymbol{s}) ; \boldsymbol{s}+\delta \boldsymbol{s})-J(\boldsymbol{u}(t ; \boldsymbol{s}) ; \boldsymbol{s})}{\delta \boldsymbol{s}} d t \tag{3}
\end{align*}
$$

In chaotic systems, the limit and differentiation operations do not commute, i.e.

$$
\begin{align*}
& \frac{d \bar{J}}{d \boldsymbol{s}} \neq \lim _{T \rightarrow \infty} \lim _{\delta \boldsymbol{s} \rightarrow 0} \frac{1}{T} \int_{0}^{T} \frac{J(\boldsymbol{u}(t ; \boldsymbol{s}+\delta \boldsymbol{s}) ; \boldsymbol{s}+\delta \boldsymbol{s})-J(\boldsymbol{u}(t ; \boldsymbol{s}) ; \boldsymbol{s})}{\delta \boldsymbol{s}} d t  \tag{4}\\
& {\left[=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \frac{d J(\boldsymbol{u}(t ; \boldsymbol{s}) ; \boldsymbol{s})}{d \boldsymbol{s}} d t=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T}\left(\frac{\partial J}{\partial \boldsymbol{u}} \boldsymbol{v}+\frac{\partial J}{\partial \boldsymbol{s}}\right) d t\right]}
\end{align*}
$$

where

$$
\begin{equation*}
\boldsymbol{v}(t)=\frac{d \boldsymbol{u}}{d \boldsymbol{s}}=\lim _{\delta \boldsymbol{s} \rightarrow 0} \frac{\boldsymbol{u}(t ; \boldsymbol{s}+\delta \boldsymbol{s})-\boldsymbol{u}(t ; \boldsymbol{s})}{\delta \boldsymbol{s}} \tag{5}
\end{equation*}
$$

is the sensitivity of the solution $\boldsymbol{u}(t ; \boldsymbol{s})$ to a change $\delta \boldsymbol{s}$ of $\boldsymbol{s}$. The reason is that chaotic systems have one or more PLEs. This means that the distance in phase space between $\boldsymbol{u}(t ; \boldsymbol{s}+\delta \boldsymbol{s})$ and $\boldsymbol{u}(t ; \boldsymbol{s})$, i.e. the Euclidean norm of the vector $\boldsymbol{u}(t ; \boldsymbol{s}+$ $\delta \boldsymbol{s})-\boldsymbol{u}(t ; \boldsymbol{s})$ that appears in the nominator of (5), grows exponentially at rate $\sim e^{\lambda_{1} t}$, where $\lambda_{1}$ is the maximum of these exponents $[2,8,40]$. Thus, the quantity $\frac{1}{T} \int_{0}^{T}\left(\frac{\partial J}{\partial \boldsymbol{u}} \boldsymbol{v}+\frac{\partial J}{\partial \boldsymbol{s}}\right) d t$ that appears on the right hand side of (4) diverges as $T \rightarrow \infty$. On the other hand, assuming that $\bar{J}(\boldsymbol{s})$ varies smoothly with $\boldsymbol{s}$, the sensitivity $\frac{d \bar{J}}{d \boldsymbol{s}}$ is finite.

If the dynamical system (1) is uniformly hyperbolic, the shadowing lemma [41] guarantees the existence of a solution trajectory evaluated at $\boldsymbol{s}+\delta \boldsymbol{s}$ that remains always close, i.e. shadows indefinitely, the reference trajectory $\boldsymbol{u}(t ; \boldsymbol{s})$. We denote this shadowing trajectory as $\boldsymbol{u}(\tau(t) ; \boldsymbol{s}+\delta \boldsymbol{s})$, where $\tau(t)$ is an appropriate time transformation. The LSS method, proposed in [1], computes the shadowing trajectory by minimising the distance between $\boldsymbol{u}(\tau(t) ; \boldsymbol{s}+\delta \boldsymbol{s})$ and $\boldsymbol{u}(t ; \boldsymbol{s})$ in a least squares sense, i.e.

$$
\begin{align*}
& \min _{\boldsymbol{u}, \tau} \frac{1}{2} \int_{0}^{T}\left(\|\boldsymbol{u}(\tau(t) ; \boldsymbol{s}+\delta \boldsymbol{s})-\boldsymbol{u}(t ; \boldsymbol{s})\|^{2}+\alpha^{2}\left\|\frac{d \tau}{d t}-1\right\|^{2}\right) d t \text { s.t. }  \tag{6a}\\
& \frac{d \boldsymbol{u}}{d t}=\boldsymbol{f}(\boldsymbol{u}(\tau(t) ; \boldsymbol{s}+\delta \mathbf{s})) \tag{6b}
\end{align*}
$$

where $\alpha^{2}$ is a constant parameter. Taking the limit $\delta \boldsymbol{s} \rightarrow 0$, leads to the following linear minimisation problem,

$$
\begin{align*}
& \min _{\boldsymbol{v}, \eta} \frac{1}{2} \int_{0}^{T}\left(\|\boldsymbol{v}(t)\|^{2}+\alpha^{2}\|\eta\|^{2}\right) d t \text { s.t. }  \tag{7a}\\
& \frac{d \boldsymbol{v}}{d t}=\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{u}} \boldsymbol{v}+\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{s}}+\eta(t) \boldsymbol{f}, \tag{7b}
\end{align*}
$$

where

$$
\begin{align*}
\boldsymbol{v}(t) & =\frac{d}{d \boldsymbol{s}} \boldsymbol{u}(\tau(t) ; \boldsymbol{s})  \tag{8a}\\
\eta(t) & =\frac{d}{d \boldsymbol{s}}\left(\frac{d \tau}{d t}\right) . \tag{8b}
\end{align*}
$$

The second term within the cost functions (6a) and (7a) penalises the deviation of $\tau(t)$ from $t$. A high value of $\alpha^{2}$ results in a small deviation (heavy penalisation), while a small value to light penalisation. The solution of (7) for $\alpha^{2}=0$, leads to the orthogonality condition between the vectors $\boldsymbol{f}(\boldsymbol{u} ; s)$ and $\boldsymbol{v}(\boldsymbol{u} ; s)$ at each point along the trajectory, i.e. $\langle\boldsymbol{f}(\boldsymbol{u} ; \boldsymbol{s}) \boldsymbol{v}(\boldsymbol{u} ; \boldsymbol{s})\rangle=0$, a constraint from which $\eta(t)$ can be obtained [24]. Thus, problem (7) becomes

$$
\begin{align*}
& \min _{\boldsymbol{v}, \eta} \frac{1}{2} \int_{0}^{T}\|\boldsymbol{v}(t)\|^{2} d t \text { s.t. }  \tag{9a}\\
& \frac{d \boldsymbol{v}}{d t}=\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{u}} \boldsymbol{v}+\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{s}}+\eta(t) \boldsymbol{f}  \tag{9b}\\
& \langle\boldsymbol{f}(\boldsymbol{u} ; \boldsymbol{s}) \boldsymbol{v}(\boldsymbol{u} ; \boldsymbol{s})\rangle=0 \tag{9c}
\end{align*}
$$

From the solution $\boldsymbol{v}_{l s s}(t)$ and $\eta_{l s s}(t)$ of (9), the sensitivity $\frac{d \bar{J}}{d s}$ can be easily computed [1].

## 3. Formulation of the shadowing algorithm in Fourier space

In this section, we formulate the problem in the frequency domain, i.e. in Fourier space, and seek a solution that remains bounded. To this end, we consider a reference trajectory $\boldsymbol{u}(t ; \boldsymbol{s})$ of length $T$ and assume that the solution of the minimisation problem (9) is periodic with period $T$. Thus, it can be written in terms of Fourier series as,

$$
\begin{equation*}
\boldsymbol{v}(t)=\sum_{k=-\infty}^{+\infty} \hat{\boldsymbol{v}}_{k} e^{i k \omega_{0} t}, \eta(t)=\sum_{k=-\infty}^{+\infty} \hat{\eta}_{k} e^{i k \omega_{0} t} \tag{10}
\end{equation*}
$$

where $\hat{\boldsymbol{v}}_{k}, \hat{\eta}_{k}$ denote the Fourier coefficients, $\omega_{0}=\frac{2 \pi}{T}$ is the fundamental angular frequency and the index $k$ characterises the harmonics with frequencies $\omega_{k}=k \omega_{0}$. We assume similar series expansions for the Jacobian $\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{u}}(t)$ and $\boldsymbol{f}(t)$,

$$
\begin{equation*}
\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{u}}(t)=\sum_{k=-\infty}^{+\infty}\left(\frac{\widehat{\partial \boldsymbol{f}}}{\partial \boldsymbol{u}}\right)_{k} e^{i k \omega_{0} t}, \boldsymbol{f}(t)=\sum_{k=-\infty}^{+\infty} \hat{\boldsymbol{f}}_{k} e^{i k \omega_{0} t} \tag{11}
\end{equation*}
$$

The matrix-vector product $\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{u}}(t) \boldsymbol{v}(t)$ can be written as

$$
\begin{equation*}
\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{u}} \boldsymbol{v}=\sum_{k=-\infty}^{+\infty}\left(\widehat{\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{u}} \boldsymbol{v}}\right)_{k} e^{i k \omega_{0} t} \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(\frac{\widehat{\partial \boldsymbol{f}}}{\partial \boldsymbol{u}}\right)_{k}=\sum_{l=-\infty}^{+\infty}\left(\frac{\widehat{\partial \boldsymbol{f}}}{\partial \boldsymbol{u}}\right)_{k-l} \hat{\boldsymbol{v}}_{l} \tag{13}
\end{equation*}
$$

which is the convolution sum between the Fourier coefficients of $\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{u}}(t)$ and $\boldsymbol{v}(t)$. Similarly, the left hand side of the orthogonality condition (9c) can be expanded as

$$
\begin{equation*}
\langle\boldsymbol{f}(\boldsymbol{u} ; \boldsymbol{s}) \boldsymbol{v}(\boldsymbol{u} ; \boldsymbol{s})\rangle=\boldsymbol{f}^{\top} \boldsymbol{v}=\sum_{k=-\infty}^{+\infty}\left(\widehat{\boldsymbol{f}^{\top} \boldsymbol{v}}\right)_{k} e^{i k \omega_{0} t} \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(\widehat{\boldsymbol{f}^{\top} \boldsymbol{v}}\right)_{k}=\sum_{l=-\infty}^{+\infty} \hat{\boldsymbol{f}}_{k-l}^{\top} \hat{\boldsymbol{v}}_{l}, \tag{15}
\end{equation*}
$$

and the notation ()$^{\top}$ denotes the transpose operation. In the above two expressions, we have assumed that the weighting matrix associated with the inner product is the identity matrix, but the analysis below can be easily generalised to an inner product defined as $\langle\boldsymbol{f}(\boldsymbol{u} ; \boldsymbol{s}) \boldsymbol{v}(\boldsymbol{u} ; \boldsymbol{s})\rangle=\boldsymbol{f}^{\top} \mathcal{Q} \boldsymbol{v}$. Finally,

$$
\begin{equation*}
\eta(t) \boldsymbol{f}(t)=\sum_{k=-\infty}^{+\infty}(\widehat{\eta \boldsymbol{f}})_{k} e^{i k \omega_{0} t} \text { with } \quad(\widehat{\eta \boldsymbol{f}})_{k}=\sum_{l=-\infty}^{+\infty} \hat{\boldsymbol{f}}_{k-l} \hat{\eta}_{l} . \tag{16}
\end{equation*}
$$

In practice, the range of the index $k$ is truncated to lie within the interval $[-q, q]$. For example, if the reference trajectory is sampled every $\Delta t, q=\frac{T}{2 \Delta t}-1$. The frequency spectrum of $\boldsymbol{u}(t ; \boldsymbol{s})$ can also indicate the number of spectral coefficients that must be retained. A finite $q$ amounts to applying a sharp spectral cut-off filter to the above expansions, where all coefficients with $|k|,|l|$ or $|k-l|>q$ are set equal to 0 .

Introducing the finite spectral representations to (9b) and (9c), yields the following block set of equations for the $k$-th pair of coefficients $\hat{\boldsymbol{v}}_{k}, \hat{\eta}_{k}$,

$$
i k \omega_{0} \mathcal{I}_{u}\left[\begin{array}{l}
\hat{\boldsymbol{v}}_{k}  \tag{17}\\
\hat{\eta}_{k}
\end{array}\right]-\sum_{l=-q}^{q} T_{k-l}\left[\begin{array}{l}
\hat{\mathbf{v}}_{l} \\
\hat{\eta}_{l}
\end{array}\right]=\left[\begin{array}{c}
\frac{d \hat{\boldsymbol{f}}_{k}}{d s} \\
0
\end{array}\right]
$$

where

$$
\begin{align*}
& \mathcal{I}_{u}=\left[\begin{array}{cc}
\mathcal{I}_{N_{u}} & 0 \\
0 & 0
\end{array}\right],  \tag{18}\\
& T_{m}=\left[\begin{array}{cc}
\left(\frac{\partial \widehat{f}}{\partial u}\right)_{m} & \hat{\boldsymbol{f}}_{m} \\
\hat{\boldsymbol{f}}_{m}^{\dagger} & 0
\end{array}\right], \tag{19}
\end{align*}
$$

and $\mathcal{I}_{N_{u}}$ is the identity matrix of dimension $N_{u}$. Each block consists of $N_{u}+1$ equations and there are in total $2 q+1$ blocks, resulting in $\left(N_{u}+1\right) \times(2 q+1)$ equations and unknowns.

Due to the sharp spectral cut-off filter mentioned earlier, the starting and final values of index $l$ in the summation are slightly modified when $k \neq 0$. For example, for $k=-q$ equation (17) becomes

$$
i(-q) \omega_{0} \mathcal{I}_{u}\left[\begin{array}{c}
\hat{\boldsymbol{v}}_{-q}  \tag{20}\\
\hat{\eta}_{-q}
\end{array}\right]-\sum_{l=-q}^{0} T_{-q-l}\left[\begin{array}{l}
\hat{\boldsymbol{v}}_{l} \\
\hat{\eta}_{l}
\end{array}\right]=\left[\begin{array}{c}
\frac{d \hat{\boldsymbol{f}}_{-q}}{d s} \\
0
\end{array}\right],
$$

while for $k=+q$,

$$
i q \omega_{0} \mathcal{I}_{u}\left[\begin{array}{c}
\hat{\mathbf{v}}_{q}  \tag{21}\\
\hat{\eta}_{q}
\end{array}\right]-\sum_{l=0}^{q} T_{q-l}\left[\begin{array}{c}
\hat{\boldsymbol{v}}_{l} \\
\hat{\eta}_{l}
\end{array}\right]=\left[\begin{array}{c}
\frac{d \hat{\boldsymbol{f}}_{q}}{d \boldsymbol{d}_{g}} \\
0
\end{array}\right] .
$$

Stacking the blocks together one below the other results in a linear system of equations that takes the form

$$
\begin{equation*}
\left[\mathcal{D}-\mathcal{T}\left(T_{m}\right)\right] \widehat{\mathcal{V}}=\widehat{\mathcal{R}}, \tag{22}
\end{equation*}
$$

where $\widehat{\mathcal{V}}=\left[\widehat{\mathcal{V}}_{-q}, \ldots, \widehat{\mathcal{V}}_{0}, \ldots, \widehat{\mathcal{V}}_{q}\right]^{\top}$ is the block vector of unknowns, with $\widehat{\mathcal{V}}_{k}=\left[\hat{\boldsymbol{v}}_{k}, \hat{\eta}_{k}\right]^{\top}$. The right hand side is $\widehat{\mathcal{R}}=$ $\left[\widehat{\mathcal{R}}_{-q}, \ldots, \widehat{\mathcal{R}}_{0}, \ldots, \widehat{\mathcal{R}}_{q}\right]^{\top}$ with $\widehat{\mathcal{R}}_{k}=\left[\frac{d \hat{\boldsymbol{f}}_{k}}{d s}, 0\right]^{\top}$, while $\mathcal{D}$ is the block diagonal matrix $\mathcal{D}=\operatorname{diag}\left[\mathcal{D}_{-q}, \ldots, \mathcal{D}_{0}, \ldots, \mathcal{D}_{q}\right]$, with $\mathcal{D}_{k}=i k \omega_{0} \mathcal{I}_{u}$. Matrix $\mathcal{T}\left(T_{m}\right)$ has a block Toeplitz form,

$$
\mathcal{T}\left(T_{m}\right)=\left[\begin{array}{ccccccc}
T_{0} & T_{-1} & \ldots & T_{-q} & & &  \tag{23}\\
T_{1} & T_{0} & T_{-1} & \ldots & T_{-q} & & \\
& \ddots & \ddots & \ddots & \ldots & \ddots & \\
T_{q} & \ldots & T_{1} & T_{0} & T_{-1} & \ldots & T_{-q} \\
& \ldots & \ddots & \ddots & \ddots & \ddots & \ldots \\
& & T_{q} & \ldots & T_{1} & T_{0} & T_{-1} \\
& & & T_{q} & \ldots & T_{1} & T_{0}
\end{array}\right],
$$

with the same blocks in each diagonal.
System (22) can be also written in expanded matrix form as

$$
\left[\begin{array}{ccccccc}
\mathcal{D}_{-q}-T_{0} & -T_{-1} & \ldots & -T_{-q} & & &  \tag{24}\\
-T_{1} & \mathcal{D}_{-q+1}-T_{0} & -T_{-1} & \cdots & -T_{-q} & & \\
& \ddots & \ddots & \ddots & \ldots & \ddots & \\
-T_{q} & \cdots & -T_{1} & \mathcal{D}_{0}-T_{0} & -T_{-1} & \cdots & -T_{-q} \\
& \cdots & \ddots & \ddots & \ddots & \ddots & \ldots \\
& & -T_{q} & \cdots & -T_{1} & \mathcal{D}_{q-1}-T_{0} & -T_{-1} \\
& & & -T_{q} & \cdots & -T_{1} & \mathcal{D}_{q}-T_{0}
\end{array}\right]\left[\begin{array}{c}
\widehat{\mathcal{V}}_{-q} \\
\widehat{\mathcal{V}}_{-q+1} \\
\vdots \\
\hat{\mathcal{V}}_{0} \\
\vdots \\
\widehat{\mathcal{V}}_{q-1} \\
\hat{\mathcal{V}}_{q}
\end{array}\right]=\left[\begin{array}{c}
\widehat{\mathcal{R}}_{-q} \\
\widehat{\mathcal{R}}_{-q+1} \\
\vdots \\
\widehat{\widehat{\mathcal{R}}}_{0} \\
\vdots \\
\widehat{\mathcal{R}}_{q-1} \\
\widehat{\mathcal{R}}_{q}
\end{array}\right] .
$$

The above matrix, known as Hill matrix [42,43], contains square blocks with dimensions $\left(N_{u}+1\right) \times\left(N_{u}+1\right)$. The solution of system (22) can be written symbolically as

$$
\begin{equation*}
\widehat{\mathcal{V}}=\mathcal{H} \widehat{\mathcal{R}} \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{H}=\left[\mathcal{D}-\mathcal{T}\left(T_{m}\right)\right]^{-1} \tag{26}
\end{equation*}
$$

is the matrix that maps the input $\widehat{\mathcal{R}}$ to the output $\widehat{\mathcal{V}}$. As $q \rightarrow \infty, \mathcal{H}$ becomes an operator, termed here shadowing harmonic operator. Note that equations (9b) and (9c) form a linear, time-varying periodic system,

$$
\left[\begin{array}{cc}
\mathcal{I}_{N_{u}} & 0  \tag{27}\\
0 & 0
\end{array}\right] \frac{d}{d t}\left[\begin{array}{l}
\boldsymbol{v} \\
\eta
\end{array}\right]=\left[\begin{array}{cc}
\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{u}} & \boldsymbol{f} \\
\boldsymbol{f}^{\psi} & 0
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{v} \\
\eta
\end{array}\right]+\left[\begin{array}{c}
\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{s}} \\
0
\end{array}\right]
$$

Thus, the shadowing harmonic operator is identical to the standard harmonic operator, defined in [43], applied to the above system. The properties of this operator will be examined in the next section for the Kuramoto-Sivashinsky equation.

The sensitivity $\frac{d \bar{J}}{d s}$ is computed from [1],

$$
\begin{equation*}
\frac{d \bar{J}}{d s}=\frac{1}{T} \int_{0}^{T} \frac{\partial J}{\partial \boldsymbol{u}} \boldsymbol{v}+\frac{\partial J}{\partial \boldsymbol{s}}+\eta(t)(J(\boldsymbol{u} ; \boldsymbol{s} ; t)-\bar{J}) d t \tag{28}
\end{equation*}
$$

which in the frequency domain can be written as,

$$
\begin{equation*}
\frac{d \bar{J}}{d s}=\left(\frac{\widehat{\partial J}}{\partial \boldsymbol{s}}\right)_{0}+\sum_{k=-q}^{q}\left(\widehat{\frac{\partial J}{\partial \boldsymbol{u}}}\right)_{-k} \hat{\boldsymbol{v}}_{k}+\sum_{\substack{k=-q \\ k \neq 0}}^{q} \hat{\eta}_{-k} \hat{J}_{k} \tag{29}
\end{equation*}
$$

In the above formulation, the reference trajectory $\boldsymbol{u}(t ; \boldsymbol{s})$ was expanded using the same number of Fourier modes as the solution, $2 q+1$, and each diagonal of the block Toeplitz matrix $\mathcal{T}\left(T_{m}\right)$ corresponds to one harmonic of $\boldsymbol{u}(t ; \boldsymbol{s})$. This is however not necessary. If the quantity of interest $\bar{J}(\boldsymbol{s})$ is known to depend on a particular frequency region, then only the relevant diagonals of $\mathcal{T}\left(T_{m}\right)$ need to be retained (we apply this idea in section 6). For example integral quantities, such as lift and drag, are known to depend predominantly on the effect of large scale structures that usually have a footprint at low frequencies. Retaining only the relevant frequencies and truncating the rest can lead to significant savings in the storage requirements and solution time of system (24). In the limiting case, where only the time-average of $\boldsymbol{u}(t ; \boldsymbol{s})$ is retained, the equations decouple and the $k$-th component $\widehat{\mathcal{V}}_{k}=\left[\hat{\boldsymbol{v}}_{k}, \hat{\eta}_{k}\right]^{\top}$ can be obtained from

$$
\begin{equation*}
\left(\mathcal{D}_{k}-T_{0}\right) \widehat{\mathcal{V}}_{k}=\widehat{\mathcal{R}}_{k} \tag{30}
\end{equation*}
$$

In this case, the harmonic balancing method becomes identical to the standard resolvent analysis [36].
Some comments are warranted here to clarify an underlying assumption of the above formulation. Suppose that the reference trajectory $\boldsymbol{u}(t ; \boldsymbol{s})$, and thus $\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{u}}(t)$ and $\boldsymbol{f}(t)$, are exactly periodic with period $T$ and the minimisation problem (9) is solved in the time domain using the multiple shooting shadowing method, [24,25]. If the trajectory is sampled at points $t_{0} \ldots t_{K}$ during $T$, then the solution $\boldsymbol{v}\left(t_{i}\right), \eta\left(t_{i}\right)$ is sought at $K+1$ points $i=0 \ldots K$, thus there are $2(K+1)$ unknowns. There are $K$ intervals, thus (9b) provides $K$ equations, while (9c) provides additional $K+1$ equations. The remaining equation arises from the solution of the minimisation problem (9a). The solution of this problem will not necessarily yield a periodic solution, i.e. $\boldsymbol{v}\left(t_{0}\right)$ will not necessarily be equal to $\boldsymbol{v}\left(t_{K}\right)$.

In the above formulation, we have not explicitly considered the minimisation of the cost function (9a); instead we closed the system assuming periodicity, i.e. $\boldsymbol{v}\left(t_{0}\right)=\boldsymbol{v}\left(t_{K}\right)$ and $\eta\left(t_{0}\right)=\eta\left(t_{K}\right)$. The same assumption is made in the periodic
shadowing method of Lasagna [44], and leads to a sensitivity error that initially decays at a rate $1 / T$, followed by the asymptotic rate $1 / \sqrt{T}$ (the latter dictated by the central limit theorem). There is however an important difference compared to the present method: In [44], the time transformation $\tau(t)$ is linear with respect to $t$, leading to a constant $\eta(t)$. In the present method, we do not prescribe any form of $\tau(t)$, so $\eta(t)$ is unknown and is obtained by imposing the orthogonality constraint (9c) at every point along the trajectory. Another difference is that our method is formulated in the frequency domain instead of the time domain. As will be seen later, this allows one to obtain deep physical insight on the dominant factors that determine the sensitivity, which is not possible in the time domain.

An approach closely related to the present one was proposed recently by Padovan et al. [38]. The authors perform a frequency-domain analysis of periodic perturbations about a periodically time-varying base flow. If the base flow satisfies the governing equations, the perturbations are governed by $\frac{d \boldsymbol{q}^{\prime}}{d t}=\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{u}} \boldsymbol{q}^{\prime}+\boldsymbol{g}^{\prime}$, which is similar to (9b). The authors restrict the harmonic operator to a subspace that is orthogonal to the direction of the phase shift given by $\hat{\boldsymbol{f}}_{k}$. This is achieved by projecting out of $\hat{\mathbf{g}}_{k}^{\prime}$ (the Fourier coefficients of the forcing $\boldsymbol{g}^{\prime}(t)$ ) the component that would lead to a non-zero projection of the solution $\hat{\boldsymbol{q}}_{k}^{\prime}$ to $\hat{\boldsymbol{f}}_{k}$. In the present paper, we seek the sensitivity with respect to $\boldsymbol{s}$, thus the forcing vector $\boldsymbol{g}^{\prime}(t)$ takes the particular form $\boldsymbol{g}^{\prime}(t)=\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{s}}(t)$. This vector is subsequently modified by adding $\eta(t) \boldsymbol{f}(t)$, where the time dilation $\eta(t)$ is computed so that the orthogonality constraint is satisfied at all time instants, as already mentioned.

In the above frequency-domain formulation, we seek a harmonic solution that remains bounded, see expansions (10), and does not suffer from exponentially growing terms. There is a price to pay however; the frequencies are all coupled together leading to large storage requirements for the Hill matrix, see (24). The properties of the shadowing harmonic operator will be examined in the next section for the Kuramoto-Sivashinsky equation. This test case is small enough that the Hill matrix can be stored and the linear system (24) is solved directly with LU decomposition. In section 5 we propose an iterative method that mitigates the storage and solution time requirements.

## 4. Application to the Kuramoto-Sivashinsky equation

We apply the method proposed in the previous section to the Kuramoto Sivashinsky (KS) equation, which displays complex spatio-temporal chaos and is frequently used in the literature as a test case for chaotic systems [45]. The equation takes the form

$$
\begin{align*}
& \frac{\partial u}{\partial t}=-\left[(u+c) \frac{\partial u}{\partial x}+\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{4} u}{\partial x^{4}}\right] \text { with } x \in[0, L], \\
& u(0, t)=u(L, t)=0,  \tag{31}\\
& \frac{\partial u}{\partial x}(0, t)=\frac{\partial u}{\partial x}(L, t)=0,
\end{align*}
$$

where $c$ is an artificially introduced parameter [46]. The term $\frac{\partial^{2} u}{\partial x^{2}}$ is responsible for energy production, while $\frac{\partial^{4} u}{\partial x^{4}}$ adds dissipation to the system. We set $L=128$ to generate chaotic solutions [45] and discretise (31) with a second order finite difference scheme with $\delta x=1$. For $c=0$, the dynamical system has 16 positive Lyapunov exponents, the largest of which is $\lambda_{1}=0.093$ [46].

Two objective functions are considered, the space-time average of the state $u(x, t ; c)$

$$
\begin{equation*}
\overline{J_{1}}(c)=\frac{1}{T L} \int_{0}^{T} \int_{0}^{L} u(x, t ; c) d x d t=\frac{1}{L} \int_{0}^{L} \bar{u}(x ; c) d x \tag{32}
\end{equation*}
$$

and of the total kinetic energy

$$
\begin{equation*}
\overline{J_{2}}(c)=\frac{1}{T L} \int_{0}^{T} \int_{0}^{L} u^{2}(x, t ; c) d x d t=\frac{1}{L} \int_{0}^{L} \overline{u^{2}}(x ; c) d x=\frac{1}{L} \int_{0}^{L}\left(\bar{u}^{2}+\overline{u^{\prime 2}}\right) d x \tag{33}
\end{equation*}
$$

where an overbar $\overline{()}$ denotes time-average and a prime ()$^{\prime}$ the fluctuation around the average, i.e. $u=\bar{u}+u^{\prime}$. We seek their sensitivities with respect to $c$, i.e. $\frac{d \overline{1_{1}}(c)}{d c}$ and $\frac{d \overline{J_{2}}(c)}{d c}$, thus $s=c$.

The time-averages $\bar{u}(x), \overline{u^{2}}(x)$ and $\frac{d f}{d c}(x)$ for $c=0$ are plotted against $x$ in Fig. 1. It can be seen that $\bar{u}(x)$, shown in panel (a), takes both positive and negative values, so it is not intuitively evident which part of the domain contributes most to the integral $\overline{J_{1}}(c)$ and its sensitivity. The kinetic energy $\overline{u^{2}}(x)$, shown in panel (b), has an almost symmetric shape with peaks close to the boundaries, but remains flat in the middle of the domain. In the latter region, $\bar{u}(x)$ attains low values, so the total kinetic energy consists mainly of the fluctuation energy, $\overline{u^{\prime 2}}$. Finally, the time-average forcing term $\frac{\overline{d f}}{d c}(x)$, shown in panel (c), fluctuates around 0 close to the boundaries and is almost negligible elsewhere. Again, it is not trivial to foresee how this term will affect the sensitivities of $\overline{J_{1}}(c)$ and $\overline{J_{2}}(c)$ with respect to $c$.


Fig. 1. Spatial distribution of the time-averages (a) $\bar{u}(x)$, (b) $\overline{u^{2}}(x)$ and (c) $\frac{\overline{d f}}{d c}(x)$ for $c=0$ and $T=100$. The results are averaged over 1000 random initial conditions.


Fig. 2. Spectra of $u(x, t)$ at $x=\frac{L}{4}, \frac{L}{2}$ and $\frac{3 L}{4}$ for $c=0$ obtained from a trajectory with length $T=10000$. The spectra were smoothed with a $5-t h$ order Savitzky-Golay convolution filter with 5 averaging windows. The vertical dashed line indicates the angular frequency $\omega \approx 0.164$ that gives the maximum gain $\sigma(\omega)$ in Fig. 13.

The Power Spectral Densities (PSD) of $u(x, t)$ against frequency at three locations for $c=0$ are shown in Fig. 2. The plot indicates that the solution has energy footprint in the frequency range [0., 0.3 ], with the highest energy content in the region [ $0,0.07$ ]. We exploit this feature in section 6 of the paper.

From equation (29), we have

$$
\begin{equation*}
\frac{d \overline{J_{1}}}{d c}=\frac{1}{L} \int_{0}^{L}\left(\hat{\boldsymbol{v}}_{0}+\sum_{\substack{k=-q \\ k \neq 0}}^{q} \hat{\eta}_{-k} \hat{\boldsymbol{u}}_{k}\right) d x \tag{34}
\end{equation*}
$$

and


Fig. 3. Sensitivities $\frac{d \overline{J_{1}}}{d c}$ (a) and $\frac{d \overline{J_{2}}}{d c}$ (b) for various values of parameter $c$, obtained with $T=100$ and $f \in[-0.3,0.3]$. The finite difference (FD) data were taken from [46]. The MSS values were obtained using $K=10$ time segments of length $\Delta T=10$. Values were averaged over 100 random initial conditions.


Fig. 4. Comparison of $\overline{\boldsymbol{v}}(x)=\hat{\boldsymbol{v}}_{0}(x)$ between the harmonic shadowing operator and the resolvent-based approximation (described in section 5), for $c=0$ and $T=100$, averaged over 100 random initial conditions.

$$
\begin{equation*}
\frac{d \overline{J_{2}}}{d c}=\frac{1}{L} \int_{0}^{L}\left(2 \sum_{k=-q}^{q} \boldsymbol{u}_{-k} \hat{\boldsymbol{v}}_{k}+\sum_{\substack{k=-q \\ k \neq 0}}^{q} \hat{\eta}_{-k} \widehat{\boldsymbol{u}}^{2}{ }_{k}\right) d x \tag{35}
\end{equation*}
$$

The above analytical expressions can be interpreted physically. The distribution of the integrands over $x$ reveals the parts of the domain that mostly affect the quantity of interest; this information can be useful for control applications for example.

As can be seen from Fig. 3, the sensitivities obtained using the shadowing harmonic operator match very well with those obtained using the preconditioned MSS [25]. A comparison with finite difference (FD) data is also presented. For $\frac{d \overline{J_{1}}}{d c}$, there is a small bias, which has also been observed in the time-domain formulation of the method [25,26,46]; for $\frac{d \overline{J_{2}}}{d c}$ the matching with FD is very good.

Fig. 4 shows the variation of $\overline{\boldsymbol{v}}(x)=\hat{\boldsymbol{v}}_{0}(x)$ against $x$. The values fluctuate around -1 almost uniformly in the whole domain, thus changing $c$ to $c+\delta c$ reduces $\bar{u}(x)$ everywhere by the same amount on average.

In Fig. 5, we plot the normalised difference in the sensitivity $\frac{d \overline{J_{1}}}{d c}$ from MSS and the shadowing harmonic method, $\left.\epsilon=\frac{\left(\frac{d J_{1}}{d c}\right)_{S H}-\left(\frac{d J_{1}}{d c}\right)_{M S S}}{\left(\frac{d J_{1}}{d c}\right.}\right)_{\text {MSS }}$, against $T$. The difference initially decays at a rate $\frac{1}{T}$ (similarly to [44]) and then at $\frac{1}{\sqrt{T}}$ (as dictated by the central limit theorem). The frequencies considered are $f \in[-0.3,0.3]$, for $c=0$. Each point was obtained by averaging over a large number of initial conditions dictated by the value of $T$ and enough for the sensitivity to converge to two significant digits.

Evaluating the sensitivities using the preconditioned MSS with $K=10$ segments requires approximately 55 s in a 3.2 GHz Intel i7-8700 CPU. On the other hand, the shadowing harmonic method requires an order of magnitude less time (approximately 3 s ). This comparison however is case dependent. The storage requirements are larger, while the cost of the LU decomposition of the block-diagonal system (24) scales linearly with the number of diagonals and the cost of inversion of a single block. Below we investigate in more detail the properties of the shadowing harmonic operator, while in the next section 5 we explore an approach that can mitigate the rapid growth of computational cost and storage requirements for larger systems.


Fig. 5. Normalised difference in sensitivity $\frac{d \overline{J_{1}}}{d c}$ as computed by the shadowing harmonic method and MSS. The vertical dashed line marks the value of $T$ at which the decay rate changes from $\frac{1}{T}$ to $\frac{1}{\sqrt{T}}$.


Fig. 6. Leading singular values of $\mathcal{H}$ for different values of $T$ and $c=0$. The value of $q$ varies with $T$ such that the resolved frequencies are always in the interval $[-0.3,0.3]$.

### 4.1. Singular value decomposition of the shadowing harmonic operator

The singular values $\sigma_{i}$ of the shadowing resolvent matrix $\mathcal{H}$, defined in (26), are obtained from the solution of the eigenvalue problem,

$$
\begin{equation*}
\mathcal{H}^{*} \mathcal{H} \boldsymbol{\Phi}=\sigma^{2} \boldsymbol{\Phi} \tag{36}
\end{equation*}
$$

The solution maximises the system gain, defined as the ratio of the (squared) 2-norm of the output (response $\widehat{\mathcal{V}}$ ) to that of the input (forcing $\widehat{\mathcal{R}}$ ), i.e.

$$
\begin{equation*}
\sigma^{2}=\max _{\widehat{\mathcal{R}}} \frac{\|\widehat{\mathcal{V}}\|_{2}^{2}}{\|\widehat{\mathcal{R}}\|_{2}^{2}} \tag{37}
\end{equation*}
$$

where $\|\widehat{\mathcal{V}}\|_{2}^{2}=\widehat{\mathcal{V}}^{*} \widehat{\mathcal{V}}$ and $\|\widehat{\mathcal{R}}\|_{2}^{2}=\widehat{\mathcal{R}}^{*} \widehat{\mathcal{R}}$. Since $\delta x=1$, the norms represent the discrete values of the integrals over the domain, for example $\|\widehat{\mathcal{V}}\|_{2}^{2}=\widehat{\mathcal{V}}^{*} \widehat{\mathcal{V}}=\sum_{k=-q}^{q} \hat{\boldsymbol{v}}_{k}^{*} \hat{\boldsymbol{v}}_{k}+\hat{\eta}_{k}^{*} \hat{\eta}_{k}=\sum_{k=-q}^{q} \hat{\boldsymbol{v}}_{-k} \hat{\boldsymbol{v}}_{k}+\hat{\eta}_{-k} \hat{\eta}_{k} \approx \int_{0}^{L} \overline{\boldsymbol{v}(t)^{2}} d x+\overline{\eta(t)^{2}}$. The first term represents physically (twice) the time-average kinetic energy of the response integrated over the domain. We could have defined a weighted 2-norm that eliminates the presence of $\overline{\eta(t)^{2}}$, but we did not pursue this. Other values of $\delta x$ could have been easily accounted for (again by defining an appropriately weighted 2-norm). The eigenvectors $\boldsymbol{\Phi}_{i}$ are the right singular vectors of $\mathcal{H}$, and represent the optimal forcings, while the corresponding responses are the left singular vectors $\boldsymbol{\Psi}_{i}=\sigma_{i}^{-1} \mathcal{H} \boldsymbol{\Phi}_{i}$.

Fig. 6 shows the 100 leading singular values for different $T$. Note that the largest singular value of $\mathcal{H}$, $\sigma_{\text {max }}^{\mathcal{H}}$, grows as $T$ increases, thus the smallest singular value of $\mathcal{H}^{-1}=\mathcal{D}-\mathcal{T}\left(T_{m}\right), \sigma_{\min }^{\mathcal{H}^{-1}}=\frac{1}{\sigma_{\max }^{\mathcal{H}}}$, is reduced. The same behaviour is observed when the problem is formulated in the time domain [24] and it is related to the lack of uniform hyperbolicity of the


Fig. 7. Contours of (a) $\boldsymbol{u}(x, t)$, (b) the sensitivity $\boldsymbol{v}(x, t)$, (c) the first $\boldsymbol{\Psi}_{1}$ and (d) the second $\boldsymbol{\Psi}_{2}$ optimal responses in the $x-t$ plane. Results are shown for $T=100, c=0$ and $f \in[-0.3,0.3]$.
system. For such systems, the covariant Lyapunov vectors (CLVs) align at different locations along the trajectory and they are no longer linearly independent (this is equivalent to the eigenvectors of a matrix becoming parallel). This leads to local tangencies that result in the reduction of $\sigma_{\min }^{\mathcal{H}^{-1}}$ at $T$ increases. On the other hand, for uniform hyperbolic systems, the angle between CLVs stays away from 0 and $\sigma_{\min }^{\mathcal{H}^{-1}}$ remains bounded. For a discussion of the angles between CLVs for the turbulent flow around a cylinder see [23]. Note also that as $T$ grows, apart from the largest singular values, the rest start to converge. This indicates that they represent the true behaviour of the system, i.e. they are physically meaningful.

Contour plots of $u(x, t)$ in the $x-t$ plane for one realisation (with $c=0$ and $T=100$ ) are shown in Fig. 7a. Note the oscillatory back and forth motion in the middle region of the domain $[L / 4,3 L / 4]$ that is captured in the spectra of Fig. 2. The sensitivity $v(x, t)$ (obtained with $q=30$ ) for the same realisation is shown in 7 b . It follows a pattern similar to $u(x, t)$, but it is spotty (note the highly localised large positive and negative values), probably due to the aforementioned tangencies. Figs. 7c and 7d show contours of the spatio-temporal distribution of the optimal responses corresponding to the first (i.e. largest) and second singular values, i.e. $\boldsymbol{\Psi}_{1}$ and $\boldsymbol{\Psi}_{2}$. The maps show again a wavy behaviour and are also locally spotty. There is evidence that the CLVs corresponding to largest LEs are spatially localised [35,23], and it is interesting to see that $\Psi_{1}$ and $\Psi_{2}$ exhibit similar behaviour.

Contours of the actual forcing $\frac{d f}{d s}(x, t)$ in the $x-t$ plane are shown in Fig. 8a for the same realisation as in the previous figure. The spatio-temporal distributions of the optimal forcings that correspond to the first three singular values, i.e. $\boldsymbol{\Phi}_{1}$, $\boldsymbol{\Phi}_{2}$ and $\boldsymbol{\Phi}_{3}$, are shown in panels (b)-(d) respectively. The distributions are more difficult to interpret physically, but note the significant differences with respect to the actual forcing. It is interesting to note for example that they do not exhibit the wavy pattern of $\frac{d f}{d s}(x, t)$, instead they are relatively smooth but with some local peaks and valleys.

Using the $r$ largest singular values of $\mathcal{H}$, an approximate solution of system (24) can be written as

$$
\begin{equation*}
\widehat{\mathcal{V}}_{(r)}=\sum_{i=1}^{r} \sigma_{i}\left\langle\widehat{\mathcal{R}} \boldsymbol{\Phi}_{i}\right\rangle \boldsymbol{\Psi}_{i}, \tag{38}
\end{equation*}
$$

where $\left\langle\widehat{\mathcal{R}} \boldsymbol{\Phi}_{i}\right\rangle=\boldsymbol{\Phi}_{i}^{*} \widehat{\mathcal{R}}$ is the projection of the right hand side $\widehat{\mathcal{R}}$ onto the optimal forcing $\boldsymbol{\Phi}_{i}$. For $r=(2 q+1)\left(N_{u}+1\right)$ the approximation is exact. Using $\widehat{\mathcal{V}}_{(r)}$, approximations $\left(\frac{d \overline{J_{1}}}{d c}\right)_{(r)}$ and $\left(\frac{d \overline{J_{2}}}{d c}\right)_{(r)}$ can be computed from (34) and (35) respectively;


Fig. 8. Contour plots of (a) the forcing $\frac{d f}{d c}(x, t)$, the spatio-temporal structure of optimal forcings (b) $\boldsymbol{\Phi}_{1}$, (c) $\boldsymbol{\Phi}_{2}$ and (d) $\boldsymbol{\Phi}_{3}$ for $T=100, c=0$ and $f \in[-0.3,0.3]$.


Fig. 9. Approximations $\left(\frac{d \overline{J_{1}}}{d c}\right)_{(r)}$ and $\left(\frac{d \overline{J_{2}}}{d c}\right)_{(r)}$ as a function of the number of retained singular values, $r$, for $c=0, q=30$ and $T=100$.
these are plotted as functions of $r$ in Fig. 9. It can be seen that a relatively large value of $r$ is required to obtain an accurate result. Although the first few singular values $\sigma_{i}$ are large, the component of $\widehat{\mathcal{R}}$ along the $\boldsymbol{\Phi}_{i}$ direction is weak, thus a substantial number of terms are required to obtain the correct sensitivity. Bearing in mind that $\widehat{\mathcal{R}}_{k}=\left[\frac{d \hat{\boldsymbol{f}}_{k}}{d \boldsymbol{s}}, 0\right]^{\top}$, this is related to the different spatio-temporal patterns between $\frac{d f}{d s}(x, t)$ and the optimal forcings (at least for the first 3 modes) as shown in the previous Fig. 8.

The linear system (24) has large storage requirements and is time consuming to solve. Below we propose an approach that can mitigate these requirements.

## 5. A resolvent-based iterative method for the shadowing direction

Instead of solving directly system (24), an iterative method can be devised, where only a few diagonals are retained in the left hand side and treated implicitly, and the rest are moved to the right hand side and updated at every iteration. For example, by retaining only the blocks of the main diagonal, the Hill matrix becomes diagonal and the blocks decouple. In this case, the iterative method takes the form

$$
\left[\begin{array}{cc}
i k \omega_{0} \mathcal{I}_{N_{u}}-\frac{\overline{\partial \boldsymbol{f}}}{\partial \boldsymbol{u}} & -\overline{\boldsymbol{f}}  \tag{39}\\
-\overline{\boldsymbol{f}}^{\top} & 0
\end{array}\right]\left[\begin{array}{l}
\hat{\boldsymbol{v}}_{k} \\
\hat{\eta}_{k}
\end{array}\right]^{(m)}=\left[\begin{array}{c}
d \hat{\boldsymbol{f}}_{k} \\
d \boldsymbol{s} \\
0
\end{array}\right]+\left[\begin{array}{l}
\hat{\boldsymbol{g}}_{k} \\
\hat{\boldsymbol{h}}_{k}
\end{array}\right]^{(m-1)},
$$

where $m$ is the iteration number, and $\hat{\mathbf{g}}_{k}, \hat{\boldsymbol{h}}_{k}$ denote the explicitly treated terms. This is block-Jacobi type of iterative algorithm.

It is instructive to derive the form of vectors $\boldsymbol{g}(t)$ and $\boldsymbol{h}(t)$ in the time domain. To this end, using Reynolds decomposition,

$$
\begin{align*}
& \boldsymbol{v}=\overline{\boldsymbol{v}}+\boldsymbol{v}^{\prime}, \quad \eta=\bar{\eta}+\eta^{\prime}, \quad \boldsymbol{f}=\overline{\boldsymbol{f}}+\boldsymbol{f}^{\prime} \\
& \frac{\partial \boldsymbol{f}}{\partial \boldsymbol{u}}=\frac{\overline{\partial \boldsymbol{f}}}{\partial \boldsymbol{u}}+\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{u}}, \quad \frac{\partial \boldsymbol{f}}{\partial \boldsymbol{s}}=\frac{\overline{\partial \boldsymbol{f}}}{\partial \boldsymbol{s}}+\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{s}} \tag{40}
\end{align*}
$$

and substituting in (9b) and (9c) we get

$$
\begin{align*}
& \frac{d \boldsymbol{v}^{\prime}}{d t}=\left(\overline{\partial \boldsymbol{f}} \frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{u}}+\frac{\bar{\partial}}{\partial \boldsymbol{u}}\right)\left(\overline{\boldsymbol{v}}+\boldsymbol{v}^{\prime}\right)+\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{s}}+\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{s}}+\left(\bar{\eta}+\eta^{\prime}\right)\left(\overline{\boldsymbol{f}}+\boldsymbol{f}^{\prime}\right)  \tag{41a}\\
& \left\langle\left(\overline{\boldsymbol{f}}+\boldsymbol{f}^{\prime}\right)\left(\overline{\boldsymbol{v}}+\boldsymbol{v}^{\prime}\right)\right\rangle=\left(\overline{\boldsymbol{f}}^{\top}+\boldsymbol{f}^{\prime}\right)\left(\overline{\boldsymbol{v}}+\boldsymbol{v}^{\prime}\right)=0 \tag{41b}
\end{align*}
$$

Taking the time-average we obtain

$$
\begin{align*}
& \frac{\overline{\partial \boldsymbol{f}}}{\partial \boldsymbol{u}} \overline{\boldsymbol{v}}+\frac{\overline{\partial \boldsymbol{f}^{\prime}}}{\partial \boldsymbol{u}} \boldsymbol{v}^{\prime}  \tag{42a}\\
& \overline{\boldsymbol{f}}^{\top} \overline{\boldsymbol{v}}+\overline{\boldsymbol{f}^{\prime \top} \boldsymbol{v}^{\prime}}  \tag{42b}\\
& \partial \boldsymbol{s}
\end{align*} \bar{\eta} \overline{\boldsymbol{f}}+\overline{\eta^{\prime} \boldsymbol{f}^{\prime}}=0, ~=0,
$$

and subtracting the two sets, we get

$$
\begin{align*}
& \frac{d \boldsymbol{v}^{\prime}}{d t}=\frac{\overline{\partial \boldsymbol{f}}}{\partial \boldsymbol{u}} \boldsymbol{v}^{\prime}+\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{u}} \overline{\boldsymbol{v}}+\left(\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{u}} \boldsymbol{v}^{\prime}-\overline{\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{u}} \boldsymbol{v}^{\prime}}\right)+\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{s}}+\bar{\eta} \boldsymbol{f}^{\prime}+\eta^{\prime} \overline{\boldsymbol{f}}+\left(\eta^{\prime} \boldsymbol{f}^{\prime}-\overline{\eta^{\prime} \boldsymbol{f}^{\prime}}\right)  \tag{43a}\\
& \overline{\boldsymbol{f}}^{\top} \boldsymbol{v}^{\prime}+\boldsymbol{f}^{\top} \overline{\boldsymbol{v}}+\left(\boldsymbol{f}^{\prime \top} \boldsymbol{v}^{\prime}-\overline{\boldsymbol{f}^{\prime \top} \boldsymbol{v}^{\prime}}\right)=0 \tag{43b}
\end{align*}
$$

After some rearrangement,

$$
\begin{align*}
& \frac{d \boldsymbol{v}^{\prime}}{d t}-\frac{\overline{\partial \boldsymbol{f}}}{\partial \boldsymbol{u}} \boldsymbol{v}^{\prime}-\eta^{\prime} \overline{\boldsymbol{f}}=\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{s}}+\underbrace{\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{u}} \overline{\boldsymbol{v}}+\left(\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{u}} \boldsymbol{v}^{\prime}-\overline{\frac{\overline{\boldsymbol{f}^{\prime}}}{\partial \boldsymbol{u}} \boldsymbol{v}^{\prime}}\right)+\bar{\eta} \boldsymbol{f}^{\prime}+\left(\eta^{\prime} \boldsymbol{f}^{\prime}-\overline{\eta^{\prime} \boldsymbol{f}^{\prime}}\right)}_{=\boldsymbol{g}^{\prime}(t)}  \tag{44a}\\
& \overline{\boldsymbol{f}}^{\top} \boldsymbol{v}^{\prime}=\underbrace{-\boldsymbol{f}^{\prime \top} \overline{\boldsymbol{v}}-\left(\boldsymbol{f}^{\top \top} \boldsymbol{v}^{\prime}-\overline{\boldsymbol{f}^{\top} \boldsymbol{v}^{\prime}}\right)}_{=\boldsymbol{h}^{\prime}(t)} \tag{44b}
\end{align*}
$$

Thus we get

$$
\begin{align*}
& \frac{d \boldsymbol{v}^{\prime}}{d t}-\frac{\overline{\partial \boldsymbol{f}}}{\partial \boldsymbol{u}} \boldsymbol{v}^{\prime}-\eta^{\prime} \overline{\boldsymbol{f}}=\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{s}}+\boldsymbol{g}^{\prime}(t)  \tag{45a}\\
& \overline{\boldsymbol{f}}^{\top} \boldsymbol{v}^{\prime}=\boldsymbol{h}^{\prime}(t) \tag{45b}
\end{align*}
$$

and taking the Fourier transform leads to (39) for $k \neq 0$. Similarly, the time-average system (42) can be written as

$$
\begin{align*}
& -\overline{\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{u}} \overline{\boldsymbol{v}}-\bar{\eta} \overline{\boldsymbol{f}}=\frac{\overline{\partial \boldsymbol{f}}}{\partial \boldsymbol{s}}+\underbrace{\frac{\overline{\partial \boldsymbol{f}^{\prime}}}{\partial \boldsymbol{u}} \boldsymbol{v}^{\prime}}_{=\overline{\boldsymbol{g}(t)}}+\overline{\eta^{\prime} \boldsymbol{f}^{\prime}}}  \tag{46a}\\
& \overline{\boldsymbol{f}}^{\top} \overline{\boldsymbol{v}}=\underbrace{-\overline{\boldsymbol{f}^{\prime \top} \boldsymbol{v}^{\prime}}}_{=\overline{\boldsymbol{h}(t)}}, \tag{46b}
\end{align*}
$$

from which we obtain the form

$$
\begin{align*}
& -\overline{\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{u}}} \overline{\boldsymbol{v}}-\bar{\eta} \overline{\boldsymbol{f}}=\frac{\overline{\partial \boldsymbol{f}}}{\partial \boldsymbol{s}}+\overline{\mathbf{g}(t)},  \tag{47a}\\
& \overline{\boldsymbol{f}}^{\top} \overline{\boldsymbol{v}}=\overline{\boldsymbol{h}(t)} \tag{47b}
\end{align*}
$$

that corresponds to $k=0$ for system (39).
As can be seen from (44a), $\boldsymbol{g}^{\prime}(t)$ consists of two groups of three terms; the first group involves the fluctuating Jacobian and sensitivity $\boldsymbol{v}^{\prime}$, and the second the fluctuating $\eta^{\prime}$ and $\boldsymbol{f}^{\prime}$. It is possible to get a simplified system by assuming that $\eta$ is constant (for the physical interpretation see [44]). In this case we get

$$
\begin{align*}
& \frac{d \boldsymbol{v}^{\prime}}{d t}-\frac{\overline{\partial \boldsymbol{f}}}{\partial \boldsymbol{u}} \boldsymbol{v}^{\prime}=\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{s}}+\eta \boldsymbol{f}^{\prime}+\underbrace{\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{u}} \overline{\boldsymbol{v}}+\left(\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{u}} \boldsymbol{v}^{\prime}-\overline{\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{u}} \boldsymbol{v}^{\prime}}\right)}_{=\tilde{\boldsymbol{g}}^{\prime}(t)}  \tag{48a}\\
& -\overline{\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{u}}} \overline{\boldsymbol{v}}-\eta \overline{\boldsymbol{f}}=\overline{\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{s}}}+\underbrace{\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{u}} \boldsymbol{v}^{\prime}}_{=\overline{\overline{\boldsymbol{g}}(t)}} \tag{48b}
\end{align*}
$$

This system requires an additional constraint to obtain the constant $\eta$. To this end, we require that $\boldsymbol{f}(t)$ and $\boldsymbol{v}(t)$ are perpendicular in a time-average sense, i.e.

$$
\begin{equation*}
\frac{1}{T} \int_{0}^{T} \boldsymbol{f}^{\top}(t) \boldsymbol{v}(t) d t=\sum_{k=-q}^{q} \hat{\boldsymbol{f}}_{-k}^{\top} \hat{\boldsymbol{v}}_{k}=\sum_{k=-q}^{q} \hat{\boldsymbol{f}}_{k}^{*} \hat{\boldsymbol{v}}_{k}=0 \tag{49}
\end{equation*}
$$

because $\boldsymbol{f}(t)$ is a real variable. Note that this condition couples together all Fourier components. Taking the Fourier transform of (48) we can form the following iterative method

$$
\begin{align*}
& \left(i k \omega_{0} \mathcal{I}_{N_{u}}-\frac{\overline{\partial \boldsymbol{f}}}{\partial \boldsymbol{u}}\right) \hat{\boldsymbol{v}}_{k}^{(m)}=\frac{\partial \hat{\boldsymbol{f}}_{k}}{\partial \boldsymbol{s}}+\eta^{(m)} \hat{\boldsymbol{f}}_{k}+\tilde{\boldsymbol{g}}_{k}^{(m-1)} \quad[k=-q \ldots q]  \tag{50a}\\
& \sum_{k=-q}^{q} \hat{\boldsymbol{f}}_{k}^{*} \hat{\boldsymbol{v}}_{k}^{(m)}=0 \tag{50b}
\end{align*}
$$

In the first iteration $m=1$, we set $\tilde{\mathbf{g}}_{k}^{(0)}=0$ and we get

$$
\begin{align*}
& \left(i k \omega_{0} \mathcal{I}_{N_{u}}-\frac{\overline{\partial \boldsymbol{f}}}{\partial \boldsymbol{u}}\right) \hat{\boldsymbol{v}}_{k}^{(1)}=\frac{\partial \hat{\boldsymbol{f}}_{k}}{\partial \boldsymbol{s}}+\eta^{(1)} \hat{\boldsymbol{f}}_{k} \quad[k=-q \ldots q]  \tag{51a}\\
& \sum_{k=-q}^{q} \hat{\boldsymbol{f}}_{k}^{*} \hat{\boldsymbol{v}}_{k}^{(1)}=0 \tag{51b}
\end{align*}
$$

These two equations can be combined together to obtain $\eta^{(1)}$. Denoting the standard resolvent operator as

$$
\begin{equation*}
\mathcal{R}\left(k \omega_{0}\right)=\left(i k \omega_{0} \mathcal{I}_{N_{u}}-\frac{\overline{\partial \boldsymbol{f}}}{\partial \boldsymbol{u}}\right)^{-1} \tag{52}
\end{equation*}
$$

solving for $\hat{\boldsymbol{v}}_{\boldsymbol{k}}^{(1)}$ and substituting in (51b) we get

$$
\begin{equation*}
\sum_{k=-q}^{q} \hat{\boldsymbol{f}}_{k}^{*}\left[\mathcal{R}\left(k \omega_{0}\right)\left(\frac{\partial \hat{\boldsymbol{f}}_{k}}{\partial \boldsymbol{s}}+\eta^{(1)} \hat{\boldsymbol{f}}_{k}\right)\right]=0 \tag{53}
\end{equation*}
$$

from which we obtain

$$
\begin{equation*}
\eta^{(1)}=-\frac{\sum_{k=-q}^{q} \hat{\boldsymbol{f}}_{k}^{*} \mathcal{R}\left(k \omega_{0}\right) \frac{\partial \hat{\boldsymbol{f}}_{k}}{\partial \boldsymbol{s}}}{\sum_{k=-q}^{q} \hat{\boldsymbol{f}}_{k}^{*} \mathcal{R}\left(k \omega_{0}\right) \hat{\boldsymbol{f}}_{k}} \tag{54}
\end{equation*}
$$

or

$$
\begin{equation*}
\eta^{(1)}=-\frac{\sum_{k=-q}^{q} \hat{\boldsymbol{f}}_{k}^{*} \lambda_{k}}{\sum_{k=-q}^{q} \hat{\boldsymbol{f}}_{k}^{*} \boldsymbol{\mu}_{k}} \tag{55}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{R}\left(k \omega_{0}\right) \frac{\partial \hat{\boldsymbol{f}}_{k}}{\partial \boldsymbol{s}}=\lambda_{k} \Rightarrow\left(i k \omega_{0} \mathcal{I}_{N_{u}}-\frac{\overline{\partial \boldsymbol{f}}}{\partial \boldsymbol{u}}\right) \lambda_{k}=\frac{\partial \hat{\boldsymbol{f}}_{k}}{\partial \boldsymbol{s}}  \tag{56a}\\
& \mathcal{R}\left(k \omega_{0}\right) \hat{\boldsymbol{f}}_{k}=\boldsymbol{\mu}_{k} \Rightarrow\left(i k \omega_{0} \mathcal{I}_{N_{u}}-\frac{\overline{\partial \boldsymbol{f}}}{\partial \boldsymbol{u}}\right) \boldsymbol{\mu}_{k}=\hat{\boldsymbol{f}}_{k} \tag{56b}
\end{align*}
$$

Thus the solution of two linear systems that involve the standard resolvent operator, $\mathcal{R}\left(k \omega_{0}\right)$, is required. Due to the linearity of (50a),

$$
\begin{equation*}
\hat{\boldsymbol{v}}_{k}^{(1)}=\lambda_{k}+\eta^{(1)} \boldsymbol{\mu}_{k} \tag{57}
\end{equation*}
$$

Applying inverse Fourier transform to $\hat{\boldsymbol{v}}_{k}^{(1)}$ yields $v^{(1)}(t)$, from which $\tilde{\boldsymbol{g}}(t)$ can be obtained from (48), and Fourier transformed to find $\tilde{\boldsymbol{g}}_{k}^{(1)}$. The right hand side of (50a) can then be assembled and the second iteration performed. Note that system (56b) does not change with $m$, thus $\boldsymbol{\mu}_{k}$ is computed once. In this process, the key variables $\lambda_{k}, \eta$, and $\boldsymbol{\mu}_{k}$ required for the evaluation of the sensitivity $\hat{\boldsymbol{v}}_{k}$ (also known as shadowing direction) are obtained with the aid of the Resolvent operator $\mathcal{R}\left(k \omega_{0}\right)$. This is therefore a resolvent-based iterative method for computing the shadowing direction, called Resolvent-based Shadowing (RbS).

The simplest and most efficient approach is to perform LU decomposition of $\mathcal{R}\left(k \omega_{0}\right)$ once at the start of the sensitivity analysis and solve systems (56) with forward and backward substitution for each $k$. Note that the decomposition (57) of $\hat{\boldsymbol{v}}_{k}$ into a linear combination of $\lambda_{k}$ and $\mu_{k}$ is valid for all iterations, and of course the final converged solution.

In (48a), the term $\frac{\partial \boldsymbol{f}^{\prime}}{\partial \boldsymbol{u}} \overline{\boldsymbol{v}}$ was considered as part of $\tilde{\boldsymbol{g}}^{\prime}(t)$ and treated explicitly. This is not necessary, but it simplifies the algebra. A better approach would be to obtain $\overline{\boldsymbol{v}}$ from (48b) and substitute in (48a); this would lead to a form very similar to (51a), albeit more complex. The process to extract $\eta$ remains the same. Such an approach would couple better the time-average and the fluctuating components of the solution with an expected beneficial effect on the convergence rate.

The storage requirements of the proposed iterative method are much reduced compared with the harmonic balancing approach presented in section 3. Only the time-average Jacobian $\frac{\overline{\partial f}}{\partial \boldsymbol{u}}$ needs to be stored in sparse matrix form in order to assemble the standard resolvent operator $\mathcal{R}\left(k \omega_{0}\right)$. The computational bottleneck is the application of LU decomposition to $\mathcal{R}\left(k \omega_{0}\right)$, which needs however to be performed only once. If the method is applied to fluid flow problems that possess at least one direction of homogeneity (for example boundary layers, jets, pipe flows, flows around bluff bodies etc), this decomposition can be performed very efficiently using existing linear algebra packages, such as MUMPS [47], that exploit the sparse structure of the Jacobian. For three-dimensional inhomogeneous flows this is more challenging, but doable (at least for moderate-size systems).

The proposed method was applied to compute the sensitivities of the objective functions $\overline{J_{1}}(c)$ and $\overline{J_{2}}(c)$, defined in (32) and (33), for the Kuramoto-Sivashinsky equation. Since $\eta$ is constant, equations (34) and (35) are simplified to

$$
\begin{equation*}
\frac{d \overline{J_{1}}}{d c}=\frac{1}{L} \int_{0}^{L} \hat{\boldsymbol{v}}_{0} d x \tag{58}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \overline{J_{2}}}{d c}=\frac{2}{L} \int_{0}^{L} \sum_{k=-q}^{q} \hat{\boldsymbol{u}}_{-k} \hat{\boldsymbol{v}}_{k} d x=\sum_{k=-q}^{q} \frac{2}{L} \int_{0}^{L} \hat{\boldsymbol{u}}_{k}^{*} \hat{\boldsymbol{v}}_{k} d x \tag{59}
\end{equation*}
$$

respectively. A comparison of the sensitivities produced by the harmonic balance approach of section 3, finite differences, and the methodology presented in this section (applied with a single iteration) is shown in Fig. 10. The sensitivities match well with the those obtained with shadowing harmonic for both objective functions. The explanation for this (perhaps surprisingly) good result for $\frac{d \overline{J_{1}}}{d c}$ is provided in Fig. 4, where we compare the distribution of $\hat{\boldsymbol{v}}_{0}(x)=\overline{\boldsymbol{v}}(x)$ between the two


Fig. 10. Comparison of sensitivities obtained using full harmonic balancing, finite differences, MSS and Resolvent based Shadowing (RbS) for (a) $\frac{d \overline{J_{1}}}{d c}$, (b) $\frac{d \overline{J_{2}}}{d c}$. Results are averaged over 100 random initial conditions and the time-average Jacobian was obtained using $T=500$.


Fig. 11. (a) Comparison of $\bar{v}(x)=\hat{v}_{0}(x)$, as computed by the shadowing harmonic approach for $\eta=$ const and by Resolvent-based Shadowing (RbS) for $m=1$ and $m=10$ iterations. (b) Convergence of the $\mathcal{L}_{2}$ norm of the difference between the Fourier coefficients against the number of iterations, $m$.
approaches. As can be seen, after a single iteration, the average value over $x$ is approximated well, but the details of the distribution in the middle of the domain are not captured. However, these differences cancel out when integrating $\hat{\boldsymbol{v}}_{0}(x)$, see (58), leading to an accurate sensitivity value. If $\overline{J_{1}}(c)$ had been formulated as the average of $\bar{u}(x ; c)$ over a smaller part of the domain, then the sensitivities with a single iteration would not have been accurate. Of course, in this case additional iterations can be performed.

To prove this is indeed the case, we carried out more iterations and compared with the result of the shadowing harmonic operator with $\eta(t)$ constant; this required a modification of the system (24) because only $\hat{\eta}_{0}$ exists. The solution $\bar{v}(x)=\hat{v}_{0}(x)$ obtained with $m=1$ and $m=10$ iterations is shown in Fig. 11a below. As can be seen, the iterative solution with 10 iterations and the harmonic shadowing operator result are almost indistinguishable. Note that no averaging over realisations is performed here, only one set of initial conditions was used. In Fig. 11b, the convergence of the norm of the difference of the Fourier coefficients $\hat{\boldsymbol{v}}_{k}$ between two successive iterations is shown; it decreases by 2 orders of magnitude within $m=10$ iterations. As a final confirmation, we computed the sensitivity $\frac{d \overline{J_{2}}}{d c}$ in the subdomain $x \in[30,40]$ and plot the results with $m=1$ and $m=10$ iterations in Fig. 12 below for different values of $c$. As can be seen, the sensitivity of $\overline{J_{2}}$ computed in part of the domain is accurate, provided that additional iterations are performed.

In terms of computational cost, a single iteration took approximately 0.15 s of CPU time. This is about one order of magnitude faster with respect to the shadowing harmonic approach. Again, we stress that these results are case dependent. More research is need to investigate the performance of the algorithm in other flow cases. In the next section, we explore the properties of the standard resolvent operator $\mathcal{R}\left(k \omega_{0}\right)$ and explore the effect of frequency truncation.

## 6. Sensitivities using of the standard resolvent operator and effect of frequency truncation

The five largest singular values of the resolvent operator $\mathcal{R}(\omega)$ are plotted in Fig. 13 as a function of $\omega$. The maximum singular value has a peak at $\left.\omega\right|_{\sigma=\sigma_{\max }} \approx 0.164$ and in this frequency region it is more than 3 orders of magnitude larger than the second. This result is compatible with the spectra of Fig. 2; large gains appear in the frequency range with strong spectral content. For angular frequencies $\omega>2 \pi 0.3 \approx 1.9$ there is no coupling with the time-average Jacobian, leading to $\sigma(\omega) \approx 1 / \omega$ (indicated by a black dashed line); again this is consistent with the frequency spectra.


Fig. 12. Sensitivity $\frac{d \overline{J_{2}}}{d c}$ against $c$, with $\overline{J_{2}}$ evaluated in the interval $x \in[30,40]$. A comparison is made between results obtained with the Shadowing Harmonic Operator and RbS with $m=1$ and $m=10$ iterations.


Fig. 13. Variation of the five largest singular values against $\omega$, for $c=0, T=100$.


Fig. 14. Optimal forcing and response corresponding to the largest (left) and second largest (right) singular values for $\omega=0.164, T=20000$ and $c=0$.

In Fig. 14 the optimal forcing and response that correspond to the two largest singular values for $\omega=0.164$ are plotted. These plots are easier to interpret compared to the spatio-temporal maps shown in Figs. 7 and 8. For example, note that both distributions are spatially localised, on the left half of the domain for the largest singular value, and on the right half for the second largest. In both cases, the optimal forcing is located upstream of the optimal response, as expected due to the convective nature of the KS (recall that $\bar{u}(x)$, shown in Fig. 1, changes sign in the middle of the domain).

Substituting expression (57) into (58) we get

$$
\begin{equation*}
\frac{d \overline{J_{1}}}{d c}=\frac{1}{L} \int_{0}^{L}\left(\lambda_{0}+\eta \mu_{0}\right) d x \tag{60}
\end{equation*}
$$



Fig. 15. (a) Convergence of $\frac{d \overline{J_{2}}}{d c}$ computed using frequencies in the interval $[-f, f]$ as $f$ increases, for $c=0$ and $T=100$. (b) Effect of the number of retained singular values, $r$, on the convergence of sensitivities (32) and eq. (33) for $T=100, q=30$ and $c=0$.

The solutions $\lambda_{0}$ and $\mu_{0}$ of the linear systems (56a) and (56b) can be written in terms of the optimal forcings and responses evaluated for $\omega=0$ as

$$
\begin{equation*}
\lambda_{0(r)}=\sum_{i=1}^{r} \sigma_{i}^{(\omega=0)}\left\langle\overline{\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{s}}} \Phi_{i}^{(\omega=0)}\right\rangle \Psi_{i}^{(\omega=0)}, \quad \mu_{0(r)}=\sum_{i=1}^{r} \sigma_{i}^{(\omega=0)}\left\langle\overline{\boldsymbol{f}} \Phi_{i}^{(\omega=0)}\right\rangle \Psi_{i}^{(\omega=0)}, \tag{61}
\end{equation*}
$$

where $r$ is the number of retained singular values. This expression is analogous to equation (38) presented earlier for the harmonic balance method. Substituting in (60) we get

$$
\begin{equation*}
\left(\frac{d \overline{J_{1}}}{d c}\right)_{(r)}=\sum_{i=1}^{r} \sigma_{i}^{(\omega=0)}\left(\left\langle\overline{\frac{\partial \boldsymbol{f}}{\partial c}} \Phi_{i}^{(\omega=0)}\right\rangle+\eta\left\langle\overline{\boldsymbol{f}} \Phi_{i}^{(\omega=0)}\right\rangle\right) \frac{1}{L} \int_{0}^{L} \Psi_{i} d x . \tag{62}
\end{equation*}
$$

The sensitivity can therefore be written as the weighted sum of the spatial averages of the optimal responses, $\Psi_{i}$.
Similarly for $\frac{d \sqrt{2}}{d c}$, we get from (59),

$$
\begin{equation*}
\left(\frac{d \overline{J_{2}}}{d c}\right)_{(r)}=\sum_{k=-q}^{q} \frac{2}{L} \int_{0}^{L} \boldsymbol{u}_{k}^{*}\left(\lambda_{k}+\eta \mu_{k}\right) d x \tag{63}
\end{equation*}
$$

where

$$
\begin{align*}
& \lambda_{k(r)}=\sum_{i=1}^{r} \sigma_{i}^{\left(\omega=k \omega_{0}\right)}\left\langle\frac{\partial \hat{\boldsymbol{f}}_{k}}{\partial c} \Phi_{i}^{\left(\omega=k \omega_{0}\right)}\right\rangle \Psi_{i}^{\left(\omega=k \omega_{0}\right)}  \tag{64a}\\
& \mu_{0(r)}=\sum_{i=1}^{r} \sigma_{i}^{\left(\omega=k \omega_{0}\right)}\left\langle\hat{\boldsymbol{f}}_{k} \Phi_{i}^{\left(\omega=k \omega_{0}\right)}\right\rangle \Psi_{i}^{\left(\omega=k \omega_{0}\right)} \tag{64b}
\end{align*}
$$

Expression (63) is useful because it allows us to find the contribution of each frequency on the sensitivity; we investigate this in Fig. 15a. More specifically, we compute $\frac{d \overline{J_{2}}}{d c}$ using frequencies in the interval $[-f, f]$, where $f=\omega /(2 \pi)$, and we plot the result against $f$. Note the convergence of $\frac{d \overline{J_{2}}}{d c}$ to the value predicted by the harmonic resolvent as $f$ increases, i.e. the range of $k$ in (63) expands. It can be seen that only the frequency range [0.01, 0.07] contributes, which is consistent with the spectra shown in Fig. 2. Outside this range, the spectral content is small, and does not contribute to the sensitivity. Note that this is the result of a single realisation; no averaging over initial conditions has been performed to obtain this plot. This example justifies the premise made in the introduction that accurate results can be obtained if only frequencies with the high energy footprint are retained. In this section, we applied the idea to the iterative method, but equally well this can be applied to the full system (24), where only the relevant diagonals need to be retained.

In Fig. 15b we plot the convergence of the two sensitivities against the number of retained singular values $r$ (same $r$ for every $k$ ) in the summations (62) and (64). Approximately 10-12 singular values are required for convergence. Hence, although the maximum singular value is significantly larger compared with the rest as evidenced in 13 , keeping just one contribution will not provide accurate results. In order to explain this behaviour for $\frac{d \overline{J_{1}}}{d c}$, the optimal forcing corresponding to $\sigma_{\max }$ at $\omega=0$ is plotted together with the true forcing $\frac{\overline{\partial f}}{\partial c}$ in Fig. 16. The latter has strong footprint in the boundaries of


Fig. 16. Optimal forcing $\Phi_{1}$ for $\omega=0$ and time-average forcing $\frac{\overline{\partial f}}{\partial c}$ against $x$, for $T=20000, c=0$.


Fig. 17. Comparison of the sensitivities computed with SVD of RbS, FD and MSS for (a) eq. (32) and (b) eq. (33), for $T=100, q=7$ and $r=12$. Results are averaged over 100 random initial conditions.
the domain, while the former in the centre, thus the projection $\left\langle\overline{\frac{\partial f}{\partial c}} \Phi_{1}^{(\omega=0)}\right\rangle$ appearing in expression (61) for $\lambda_{0(r)}$ is weak and mitigates the effect of the large $\sigma_{\max }$.

In Fig. 17 we compare the sensitivities computed with MSS, RbS and finite differences for different values of $c$, using $T=100, q=7$ and $r=12$. This combination of $T$ and $q$ captures the frequency band where fluctuations have large spectral footprint, while at each frequency a number of singular values are retained based on the evidence from Fig. 15b. Using these settings, the matching with the reference MSS values is very good.

## 7. Conclusions

Least-squares shadowing (LSS) is a very promising method for the computation of sensitivities of time-average quantities of chaotic dynamical systems to system parameters. In this paper, we reformulate LSS in the frequency domain using the harmonic balancing approach. This formulation leads naturally to the definition of the shadowing harmonic operator. The proposed method allows truncation of the frequencies that do not carry significant spectral content without any modelling assumptions. We apply this operator and study its properties for the Kuramoto-Sivashinsky equation.

The sensitivities computed with the time- and frequency-domain formulations match. We propose also an iterative approach to solve the resulting system of equations, where only the diagonal blocks of the shadowing harmonic operator need to be stored and inverted. These blocks correspond to the standard resolvent operator, thus this is a resolvent-based iterative method to compute the shadowing direction. We show that this approach provides very accurate results even with a single iteration. Furthermore we show that this is dependent on the particular objective function considered and that keeping only the dominant frequencies did not affect the accuracy of the results.

Clearly more work is needed to assess the accuracy, cost and scalability of the proposed method. Many questions arise for example, how does the convergence rate depend on the system parameters, for example Reynolds number? How the quantity of interest affects the frequency range that must be retained and the number of iterations required? For instance, dissipation in turbulent flows is determined by the smallest scale structures; does this mean that evaluating the sensitivity of dissipation will require a wider frequency range compared to the sensitivity of the forces acting on a body surface (that are mostly determined by large scale structures)? Can the sensitivity direction $\boldsymbol{v}(t)$ be approximated accurately by a reduced order model? Work towards answering these questions will form part of future research.
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