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Abstract—Gradient-based iterative algorithms have been
widely used to solve optimization problems, including resource
sharing and network management. When system parameters
change, it requires a new solution independent of the previous
parameter settings from the iterative methods. Therefore, we
propose a learning approach that can quickly produce optimal
solutions over a range of system parameters for constrained
optimization problems. Two Coupled Long Short-Term Memory
networks (CLSTMs) are proposed to find the optimal solution.
The advantages of this framework include: (1) near-optimal
solution for a given problem instance can be obtained in few
iterations during the inference, (2) enhanced robustness as the
CLSTMs can be trained using system parameters with distri-
butions different from those used during inference to generate
solutions. In this work, we analyze the relationship between
minimizing the loss functions and solving the original constrained
optimization problem for certain parameter settings. Extensive
numerical experiments using datasets from Alibaba reveal that
the solutions to a set of nonconvex optimization problems
obtained by the CLSTMs reach within 90% or better of the
corresponding optimum after 11 iterations, where the number of
iterations and CPU time consumption are reduced by 81% and
33 %, respectively, when compared with the gradient descent with
momentum.

Index Terms—Optimization method, resource management,
neural networks, iterative methods

I. INTRODUCTION

ONSTRAINED optimization problems are widely used
to study and resolve various technical issues in the
networks and computer infrastructures, such as the resource al-
location [2]-[4], and SDN-based network management [5]—[7].
Since the system parameters are constituent elements in the
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constrained optimization problems, it requires a new optimal
solution when the system parameters change, independent of
the previous parameter settings for the same system that have
been considered. It is time-consuming to obtain new optimal
solutions by using the conventional gradient-based iterative al-
gorithms. Therefore, it is helpful to develop machine-learning
solution frameworks that can quickly produce solutions over
a range of system parameters.

The constrained optimization problem (P1) under consider-
ation is given as follows:

(P1) min f(x)
s.t. h(x) <0,

where x € R. Note that we include only one constraint
in the above problem to simplify our presentation, although
the proposed CLSTM can be applied to solve optimization
problems with multiple constraints, as shown in Section IV.

To solve this problem, it requires to find the optimal x to
minimize the objective function f(x) and satisfy the constraint
that the value of the function A(x) is non-positive. Note
that this is a very general formulation of the constrained
optimization, and the objective and constraint functions can
be either convex or nonconvex.

Researchers have proposed to use supervised learning tech-
niques to solve constrained optimization problems. For ex-
ample, in [8] and [9], the supervised learning techniques are
modified and enhanced to predict the optimal solutions for
given sets of optimization problem parameters. However, to
train a well-performed prediction model needs sufficient data
samples containing the input features and the ground truth
labels. Thus, it requires extra effort to generate plenty of
optimal solutions for these constrained optimization problems,
which may be difficult to solve.

Using unsupervised learning techniques to solve these con-
strained optimization problems is more efficient. For instance,
Gao et al. in [11] focus on solving optimization problems
with constraints in the form of Symmetric Positive Definite
matrices, while a LSTM network is used to find the optimal
policy for the constrained Markov decision process in [12].
However, the aforementioned work is restricted only to specific
types of constrained optimization problems and for more
general constrained optimization problems, the question about
how to use unsupervised learning techniques (e.g., LSTMs) to
solve them is still open.

To address this open issue, the main objective of this
work is to develop an unsupervised-learning-based solution



framework that can quickly generate optimal solutions for
general constrained optimization problems over a range of
system parameters. The contributions of this paper are as
follows:

o Propose to use the two Coupled LSTM networks, re-
ferred to as CLSTMs, for solving non-convex, constrained
optimization problems with user-defined objective and
constraint functions.

« Identify the need and propose a projection function to
ensure the Lagrangian multiplier non-negative and avoid
computational issues, and present appropriate the design
criteria for selecting the projection function that can
enable the CLSTMs to find the optimal solutions.

« Analyze the impact of the projection function on the op-
timal solutions and the relationship between minimizing
the loss functions and solving the original constrained
optimization problem with special parameter settings.

« Formulate a resource-allocation problem in the cloud
cluster as a constrained optimization problem and apply
the proposed CLSTMs to solve it with practical data from
Alibaba [13].

o Our evaluation results demonstrate that the CLSTMs can
achieve 90% of the optimum after only 11 iterations
even when the optimization problems are nonconvex.
Furthermore, we conduct an experiment to validate and
show the robustness of the proposed technique where
the CLSTMs are trained using system parameters with
distributions different from those used during inference
to generate solutions.

The rest of the paper is organized as follows. Section II
presents the details of the coupled LSTM networks. Section
IIT analyzes of the proposed CLSTMs and training process.
Section IV describes the resource-allocation problem under
study and the formulated constrained optimization problem.
Section V presents the evaluation of the coupled LSTM
networks using the cluster trace. Finally, section VI discusses
related research and section VII concludes the paper.

II. PROPOSED CLSTMs

In this section, we propose the CLSTMs for solving con-
strained optimization problem P1 in the last section.

By introducing a Lagrange multiplier A, a Lagrange function
can be formed for the optimization problem (P1):

J(x, ) = f(x) + Ah(x). (1)
The dual optimization problem of (P1) is
(P2) max J(x*, Q)

s.t. x* =argmin J(x, 1),
A1=>0.

According to the duality theory [14], the dual optimization
problem (P2) has the same optimal solution for the original
(primal) problem (P1) under the condition of zero duality
gap. Therefore, our objective is to find the optimal A* for
maximizing the function J and the associated x*.

Firstly, we describe the inference process that the two cou-
pled LSTM networks, m and 2, are utilized to find the optimal
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Fig. 1. Computation graph of the coupled LSTM for iteration k, where

Ve = Y d (X, Y (A1), Vak = Vad (xp, ¥ ().

x* and A* for a given Lagrange function J, respectively, by
iterations. In each iteration, to satisfy the requirement of non-
negative Lagrangian multiplier, the projection function y is
used to map any A into a value larger than or equal to O.
(The projection function will be further discussed in Section
II-A.) The overall workflow of the proposed method is shown
in Fig. 1 where iterations indexed by k progress from left to
right. Note that x and A are updated alternately and the iteration
can start from either of them. Without loss of generality, we
define that the iteration starts with updating A. In each iteration
k, the update step sizes (changes) of x and A are denoted by
gk and gy, respectively. Specifically, A is updated according
to:

|:ilél7<]:-l:| = I’?l(V,IJ(Xk, lﬂ(/lk))jlk, (ﬁ*)s (2)
Ak+1 = Ak + 8k, 3)

where ¢* denotes the optimal parameters in the LSTM 7,
VaJ (xx, ¥ (Ag)) is the gradient of function J with respect to
(w.r.t) A, and fzk, fzkﬂ are the hidden state for 7 in iteration
k and k + 1, respectively. Then x is updated from iteration k
to k + 1 by the following equations:

[hif-l] =m(Vid Xk, ¥ (A1), hie, 67, 4)

Xkl = Xk + 8k @)

where ¢* denotes the optimal parameters in the LSTM m,
Vid (xi, ¥ (Ag+1)) is the gradient of function J w.r.t. x, and
hy, hiy1 are the hidden state for m in iteration k and k + 1,
respectively. For the sake of conciseness, the hidden states /iy,
his1, hy and hyy are omitted from the CLSTM architecture
in Fig. 1.

The training process is to find the optimal parameters for
m and . During training, we define K consecutive iterations
as a frame. In each iteration k within frame i, for a given
Lagrange function J, the update step sizes gx and gx are



generated according to:

[],/\lgk :rﬁ(v,l.](xk,lﬁ(/lk))’i/\lk, ‘51')5 (6)

k+1

[hgk ] = m(Vx.]()Ck, ‘,l’(ﬂk+l))’ hk’ ¢i)a (7)
k+1

where ¢; and ¢; denote the parameters in 7 and m, respec-
tively. Using the generated g and gx, 4 and x are updated
according to (3) and (5). At the end of frame i (i.e., after K
iterations), the parameters ¢; are updated to minimize the loss
function:
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where w_1)k,...,w;x are weighting factors and the sum
of them equals 1. Similarly, we update the parameters ¢; to
minimize the loss function:
iK
L(¢:) =-E Wied (xx, ¥ (k)
k=(i-1)K

) ©))

where W;_1)k,..., Wik are another set of weighting factors
and the sum of them also equals 1. It is worth noting that the
forms of the objective and constraint functions are assumed
to be fixed. However, the associated function parameters are
randomly chosen from some distributions for the training
process. To consider such random functions, the expectation
is needed in (8) and (9).

Furthermore, to obtain sufficient sampling and experience in
the search process for the optimal solutions, we define a group
of I consecutive frames as an epoch, where the variables (i.e.,
A and x) and the hidden states (i.e., hx and /i) are randomly
initialized at the beginning of each epoch.

The detailed training procedure is provided in Algorithm 1,
which works as follows. After the parameters ¢y and ¢ are
randomly initialized (Line 1), the variables (i.e., 4 and x) and
the hidden states (i.e., i and h k) are set to randomly generated
values at the beginning of each epoch (Lines 3-4). Then at the
beginning of a frame, all variables and Lagrange multipliers
are updated in K iterations (Lines 6-15). In every iteration,
for each sample (J,x, A) in the training dataset, the Lagrange
multipliers A are updated (Lines 8-10) before the variables x
are updated (Lines 11-13). Finally, at the end of each frame,
the parameters ¢; and ¢; are updated (Lines 16-17).

A. Projection Function

Note that the Lagrange multiplier A is required to be non-
negative in the dual optimization problem (P2). To satisfy this
constraint and avoid potential numerical issues, we propose to
use a projection function ¢ : R — R to map any A into a value
larger than or equal to 0. That is,

Requirement 1: The basic requirement of the projection
function ¢ is that u = (A1) where u € [0, o) for all 2 € R.

Algorithm 1 Training Procedure

1: Randomly initialize the parameters ¢o and (ﬁo for m and
1, respectively;
2: for epoch =1,2,... do
3:  Randomly initialize the values of x, A for each function
J in the training dataset;
4:  Randomly initialize the hidden state A, fzk for m and
m, respectively;

5 for frame i =1,2,...,1 do

6 for iteration k = (i — 1)K, ...,iK —1 do

7 for (J,x, ) in the training dataset do

8: Calculate the gradient of function J w.r.t. 4;

9: Generate the update step size of 1 by (6)

10: Update A using (3);

11: Calculate the gradient of function J w.r.t. x;

12: Generate the update step size of x by (7);

13: Update x using (5);

14: end for

15: end for

16: Calculate the loss functions L(¢;) and L(¢;) using
(8)(9), respectively;

17: Update the parameters ¢; and ¢; using the gradients

V4, L(¢;) and ngii((ﬁ,v), respectively;
18:  end for
19: end for

Since the projection function is used in the training process,
its impact on the training also needs to be considered. By
applying the chain rule, the derivative of L w.r.t each parameter
$; can be expanded as

61: iK
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(10)
k=(i—-1)K

where uy = ().

From (10), we can observe that the derivative of the pro-
jection function w.r.t. Ax is a part of the derivative of the loss
function L. Note that the gradient-based optimization method
(e.g., Adam [15]) and the backpropagation are used to update
the parameters ¢; using the gradients V5 L(¢;) (line 17 in
Algorithm 1). Thus, we need the following criteria to ensure
that g—;:i will not be distorted by %’i").

Firstly, (;’—L' should be defined everywhere so that the
parameters of the CLSTMs can be updated and optimized. We
note that a—L cannot be determined if %A’i") is not defined.
Therefore, we have the following:

Requirement 2: The projection function ¢ should be differ-
entiable everywhere.

Obviously, the most ideal situation is that is 1
AL

everywhere so that its impact on g, can be eliminated
as much as possible. However, this requirement is hard to
fulfil since a function with a slope equal to 1 cannot map
both negative and positive values of A to positive values
simultaneously. Therefore, we propose the following criteria
as a relaxation:

Y (k)
Oy



Requirement 3: (a) The derivative of the projection function
Y becomes a constant, which can be different from 1, when
|1] — co; (b) The two constants (i.e., the two values of the
derivative of the function ¥ when 4 — oo and 4 — —oo,
respectively) are non-zero; (c) The two constants should not
to be too small or large to avoid numerical issues.

By using a projection function that satisfies the aforemen-
tioned three requirements, the magnitude of gradient % will
not be extremely large or small because the derivative of the
projection function %ﬁ” is not too small or large. This
is important because the extreme magnitude of the gradient
will cause the CLSTMs unstable during the training process
and the parameters of the CLSTMs will not be properly
updated if the gradients become too small. Therefore, using
the projection function satisfying the requirement can lead to
proper computations without hindering the convergence of the
training process, as our experiments show.

It is interesting to observe that the function returning the
absolute value of input (i.e., ¢ (1) = |4|) satisfies Requirement
3, although it does not meet Requirement 2. Nevertheless,
inspired by this observation, we use a rough approximation for
the function (1) = || as the projection function as follows:

—adl—(a-1), ifa<-1
Y(A) =129, if —1<A<1 (11)
al—(a-1), ifa>1

where a can be any even number including 2. This projection
function is obtained by the following two steps. Firstly, we set
Y =A% when —1 < 1 <1 where a is a positive, even integer.
Secondly, when 1 < A, we choose ¥ (1) = al — (a —1). The
main idea is that when A becomes very large, (1) = ad
reflects the linear growth of |1| as A increases. Similarly, we
select /(1) = —ad—(a—1) for A < —1. It is important to note
that such (1) defined in (11) captures only the increasing or
decreasing trend of || as A changes. However, (11) does not
give the precise value of |1] as it is not needed in search for
the optimal solution.

Clearly, the proposed projection function in (11) possesses
the following properties.

Lemma 1: The proposed projection function y is differen-
tiable and the derivative of function ¢ is equal to a and —a
when 4 — oo and 4 — —oo, respectively.

Note that the symmetric property is not required although
the proposed projection function in (11) is symmetric. Further-
more, although a is not limited to be specific even numbers, 2
is a better choice than other even numbers since the function
Y with a equal to 2 can better approximate |1| than any other
integer larger than 2.

B. Reduction of Computation Complexity and Storage Needs

For each LSTM in the CLSTMs structure, directly feeding
the vector of gradients w.r.t. every variable into the fully
connected input layer of the LSTM will require a rather
large LSTM network if there are thousands of variables.
Consequentially, two large LSTM networks will impose a
tremendous burden on computation and storage. To reduce
the computation and storage requirements, the coordinate-wise

LSTM structure proposed in [17] is adopted here. Specifically,
the gradients of function J w.r.t. every variable are fed into the
LSTM successively so that they can share the parameters of an
LSTM network. Thus, the number of LSTM parameters can
keep small when there are thousands of variables. Meanwhile,
the hidden states for each variable are independent so that the
LSTM can generate different update step sizes for different
variables even their gradients are equal.

Furthermore, to reduce the complexity of computing the gra-
dients V4, L(¢;) and V éilt(rﬁ,-), we assume that the gradients

of J w.rt. to x and A are independent of ¢ and ¢, respectively
(e, 2t =0, 2Vl _
T > 9 )

II1. ANALYSIS

In this section, we present the analysis of the proposed
CLSTMs and training process. Firstly, we make the following
assumption for the constrained optimization problem P1.

Assumption 1: We assume that:

1) The strong duality holds (i.e., the duality gap is zero).

2) There exists at least a dual optimal A* and a primal
optimal x*.

Note that the strong duality is not equivalent to the convexity
and non-convex optimization problems can also possess the
strong duality property [18]. As a result of Assumption 1,
the optimization problems P2 and P1 have same optimal
solution. The zero-duality gap property helps us solve a wide
range of constrained optimization problems of interest in
communications and networking [18]-[21].

A. Transformed Optimization Problem

Since the projection function ¢ is employed to keep the La-
grangian multiplier non-negative and avoid numerical issues,
the dual optimization problem P2 for which the CLSTMs are
trained to solve can be transformed into:

(P3) maxJ(x",¢/(4))
s.t. x™ =argmin J(x,¥(Q)).

Theorem 1: Having A* as the optimal solution to the problem
P3 is equivalent to having u* as the optimal solution to the
problem P2, where u* = (1%).

Proof: If u* is not the optimal solution to P2, there at
least exists the optimal solution #** according to Assumption
1. Then, we have J(x*,u™) > J(x*,u*), where x™* =
argmin J(x, ¥ (A2*)) and x* = argmin J(x, ¥ (1*)). For any
given u™*, there at least exists a ™ such that u™ = (1™). As
a result, we have J(x™, ¢ (1%")) > J(x*, (1)) and thus, A*
is not the optimal solution to P3. Therefore, we can conclude
that if 2* is the optimal solution to P3, then u™ = y(1%) is the
optimal solution to problem P2. Obviously, if u* is the optimal
solution to P2, we have J(x*,u*) > J(x,u) for all u, where
u =¥ (A) and x = argmin J(x,¥(1)). Since u* = ¥ (1%), we
then have J(x*,u") = J(x*, ¥ (1%)) > J(x,u) = J(x,¥ (1)) for
all A. Therefore, if u* is the optimal solution to P2, 1* is the
optimal solution to the problem with u* = i (1*). [ |

This theorem has following corollaries:

Corollary 1.1: There exists at least one A* that is optimal
for the problem P3.



Since there must exist #* which is optimal for the problem
P2 due to Assumption 1, Theorem 1 implies that 1* is optimal
for the problem P3 where u* = y(1%).

Corollary 1.2: Using the optimal A* for the problem P3, we
can find the primal optimal solution x*.

Finding the optimal solution x* is straightforward since
solving argmin J(x, ¥ (A*)) and argmin J(x,u*) are identical
because u* = ¢(4*) and u* is optimal for the problem P2.

B. Loss Function

In the training process, (8) and (9) are approximated by us-
ing D training samples (i.e., D different instances of the primal
optimization problem P1 and the corresponding instances of
the dual optimization problem P2) as:

D iK-1
1 d d
Lgn=5> > w D@y
d=1 k=(i-1)K

swicd D (0| (12)

D

iK
L) = - >l D ()| (a3)

k=(i—-1)K

1
b d=1
where x](fl) and /l]({d) are the optimization variables and La-
grange multiplier, respectively, for the Lagrange function J (%)
in iteration k.

Theorem 2: Assuming that each frame includes only one
iteration (i.e., K=1) and all weighting factors, w; and Wy, are
set to 1, the problem P1 is solved during the training process,
when the loss functions (12) and (13) reach their minimal
values.

Proof: When K = 1, the parameters of the two CLSTMs
will be updated at the end of each iteration and each frame
includes only one iteration. Thus, by assigning K to 1 in the
loss functions (12) and (13) we have:

1 D
L= 5 > Wit/ D w )

d=1

+wid D 1), (14)
12
L(¢i)=-5 Z [Wi—lf(d) (Xfilf,l!/(ﬂf;))
d=1
0D ()], as)

where xl.(d) and /ll(d) are the optimization variables and La-
grange multiplier, respectively, for the Lagrange function J(¢)

in iteration i, and

)]

~ d d d
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Here two different cases are considered according to the
position of the current iteration within an epoch:

1) Case I: the current iteration is the first iteration in an
epoch (i.e., i = 1), then the values of xl(f; and /ll(fi are
randomly initialized.

2) Case 2: the current iteration is not the first iteration, the
values of xl.(fl; and /llgili are given by the following equations:

@)

; d d d
82 [ =m0 D)) h. dim),
L [ A

(d) _ (d) (d)

X1 =X a8y
o

; . d Ay 2 (d) 7
%t@% :m(V,lJ(d)(xl.(fg,ll’(/l,f,;)),h§,3,¢i—1),
| I
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(d)

We can see that in both cases, the values of x and

i-1
/ll(ili do not depend on the parameters ¢; and ¢;, respec-
tively. Therefore, the gradients of the first term of (14) (i.e.,
wi_J (@ (xl.(ff, 1//(/11([1)))) w.r.t. the parameters ¢; and the gra-
dients of the first term of (15) (i.e., wi—1J@ (x\“), y(2\*)))
w.r.t. the parameters ¢; are zero. Based on this observation,

the loss functions (14) and (15) can be simplified as:
D

1
L(#) = 35 D IV (),
d=1
R 1 L
L(g)=-5 2 1D w ),
d=1

where w; and W; are eliminated since they are set to 1.

Therefore, minimizing the above two loss functions in each
iteration simultaneously corresponds to solving the following
minimax optimization problem:

D

1

(P4) mgxrrl})i_nﬁ E J(d)(xlgd)’w(/llﬁd))).
L |

When the two loss functions achieve their minimal values,
this minimax optimization problem is solved. Since these D
optimization problem instances J(?) are independent, xl.(d) and
/lgd) generated by the CLSTMs with the optimal parame-
ters ¢; and ¢; should form a saddle-point for the function
J@ (xl.(d),zﬁ(/ll(d))), for all d. Thus, the generated x}d) and
w(/ll(d)) form a saddle-point for the function J(4), for all d.
Consequently, for the original optimization problem P1 for
which the Lagrange function J(?) is formed, xl.(d) and ¥

are primal and dual optimal points where u(?) = zp(/ll(d)). ]

IV. FORMULATION OF RESOURCE-ALLOCATION PROBLEM
A. System Model

The resource-allocation problem under consideration is to
allocate cluster resources to competing jobs for maximizing
the sum of job utilities. Specifically, there are N jobs com-
peting for one type of resource and the amount of available
resource is denoted by C. For each job n, let r,, R,, u,(ry)
denote the amount of resource allocated to it, its resource



requirement and its utility function given the allocated resource
rn, respectively. Moreover, each job n must be allocated
with a minimum amount of resource to provide satisfactory
service, while it also cannot receive more than a maximum
amount of resource in order to guard against occupying a
large amount of resources by few jobs. By introducing two
parameters @ < 1 and 8 > 1, the minimum and the maximum
resource requirement of job n are denoted by @R, and SR,,
respectively.

B. Optimization Problem

By using these notations, we can formulate the resource-
allocation problem as the following optimization problem:

N

max Zl 1t (Xn) (17a)
N

s.t. an <, (17b)
n=1

Xp = aR,,Vn, (17¢)

Xn < SR, Vn, (17d)

where C is the amount of available resource, and x,, R,,
and u, (-) denote the amount of resource allocated to job n,
the resource requirement, and the utility function of job n,
respectively.

The objective function (17a) maximizes the sum utilities
of all jobs by resource allocation. The first constraint (17b)
ensures that the amount of allocated resources for all jobs
must not exceed the amount of available resources, while
the constraints (17c) guarantee that the minimum resource
requirements for jobs are satisfied. The constraints (17d)
ensure that the amount of allocated resources for each job
must not exceed its maximum resource requirement.

C. Solve the Problem with the CLSTMs

Let « denote the vector of variables [xp,...,xy] and define
the objective function f(x) and the constraint function h(x)
as

N
F@) == un(xn),
n=1
[ r}:/:l X = C|
aR1 — X1

aRN — XN
x1 - BR;

h(x) =

| Xv — BRN |
The optimization problem above represents a particular in-
stance of P1:

(18a)
(18b)

min f(x)
s.t. h(x) <0.

We can obtain the Lagrange function by introducing a La-
grange multiplier vector A = [Ap, ..., dan]:

J(x,A) = f(x) + Ah(x).

Finally, by substituting J(x,A) for J(x,2), = for x, A for
A into Algorithm 1 and applying the projection function to
A element by element, we can use Algorithm 1 to train the
CLSTMs for solving this constrained optimization problem. It
is worth noting that we do not make specific assumptions about
the forms of the functions f(x) and &(x) in (18), although the
problem (18) is assumed to satisfy the zero-duality gap.

V. NUMERICAL EXPERIMENTS
A. Setup

The Alibaba cluster trace [13] presents the resource uti-
lization of 4,000 machines and the resource requirements
of the batch workloads. In the Alibaba’s cluster, the batch
workloads are described by the ’Job-Task-Instance’ structure,
where each job has multiple tasks and each task contains
multiple instances. Furthermore, the resource requirements of
each instance in a given task are identical. In our experiments,
we allocate the available CPU in the machines in terms
of utilization in percentage to various jobs, where the CPU
requirement of a job is the aggregate CPU requirement of all
its tasks. We employ a cluster of 5 machines to provide CPU
resource to 10 competing jobs in all optimization problem
scenarios considered in the following experiments. In each
problem scenario, the amount of available CPU resource and
the CPU requirements of jobs are randomly selected from the
Alibaba cluster trace. Therefore, for all problem scenarios used
for the training and the evaluation, each scenario has 10 con-
trol variables and 21 constraints. The associated optimization
problem is convex when problem scenarios have convex utility
functions, and the problem is nonconvex when the sigmoid
utility functions are used.

In the experiments, our algorithm is implemented with
Python and Tensorflow 2.1 and evaluated on an Ubuntu 20.04
LTS server with a NVIDIA TITAN Xp graphics card. Each
LSTM of the CLSTMs has the layer with 20 neural units.
For both the training and evaluation (inference) phases, we
employ the function defined in (11) with a equal to 2 as the
projection function. During the training process, the CLSTMs
are trained with 5,120 optimization problem scenarios. The
training process consists of 50 epochs where each epoch
has I_Z(;%J frames (I = L%J) and each frame consists of
K iterations. We set wy vx to 1 and the learning rate in
frame i to 0.01 X 0.95%. For the evaluation, the trained
CLSTMs are used to solve 1,000 problem scenarios with
randomly selected parameters. For each problem scenario, the
optimization (control) variables are updated using the trained
CLSTMs by iterations and the final solutions are saved after
1,000 iterations.

We employ the fmincon from the Optimization-toolbox in
Matlab R2016a to produce the optimal solutions, which is
guaranteed to find the optimal solutions for convex problems.
Furthermore, two gradient-based methods are used to serve as
baselines for comparison with the trained CLSTMs. To solve
the optimization problem P2, these two methods update the
variables x and A by iterations. In each iteration, the first
method, referred to as Gradient Descent (GD), updates x and
A by gradient descent and gradient ascent, respectively, while
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the second method, named Gradient Descent with Momentum
(GDM) [22], [23], updates x and A by gradient descent with
momentum and gradient ascent with momentum, respectively.
Therefore, the second method is supposed to converge faster

than the first one.
To measure performance of the proposed CLTMs approach,
Lf=fl

we define the relative accuracy of a solution as 1— il where

f and f are the optimal values of the objective function found
by the CLSTMs and the fmincon, respectively. Moreover, we
define the mean relative accuracy as the relative accuracy
averaged over the 1,000 problem scenarios solved by the
trained CLTMs in the evaluation process.

B. Results and Analysis with Convex Utility Functions

In this subsection, we consider convex utility functions for
which the optimal results can be accurately obtained by the
Matlab tool fmincon for the purpose of demonstrating the
performance and the robustness of the proposed CLSTMs.
For each job n, its utility function given the allocated CPU
utilization x,, is given by
%+ x—",

R,
where y, is a constant randomly selected from the uniform
distribution in the range of [0.001,10) and R, is the CPU
utilization requirement of job n. Moreover, @ and (8 are set to
0 and 5, respectively, for all jobs.

1) Compare with the baselines

In this experiment, we demonstrate that the CLSTMs can
find the near-optimal solutions in a few iterations and obtain
extremely high relative accuracy at the end. During the training

X
un(xn) = _,un(R_n -
n

(c)(d) CPU time in seconds.

process, the number of iterations in a frame is set to 20
(K=20) so that there are 100 frames in an epoch. To select the
optimal parameters for the two baselines, we exhaustively use
all possible combinations of parameters to solve the problem
scenarios used in the evaluation phase and choose the one
that obtains the highest relative accuracy after 1,000 iterations.
Specifically, in the GD method, the possible learning rates of
gradient descent and gradient ascent are 0.001, 0.01, 0.1, 0.5
or 1. In the GDM method, the possible learning rates of
gradient descent with momentum and gradient ascent with
momentum are 0.001, 0.01, 0.1, 0.5 or 1, while the possible
momentum factors varies from 0.1 to 1 with a step size of
0.1. Finally, the optimal learning rates of gradient descent
and gradient ascent in the GD method are 0.001 and 0.5,
respectively. For the GDM method, the optimal learning rate
and the momentum factor for gradient descent with momentum
is 0.001 and 0.7, respectively, while the optimal learning rate
and the momentum factor for gradient ascent with momentum
are 0.1 and 0.5, respectively.

Fig. 2a shows the relative accuracy obtained by the CLSTMs
and the baselines in the first 100 iterations during the evalua-
tion process, where the solid curves present the mean relative
accuracy and the coloured shadows show the mean relative ac-
curacy plus and minus one standard deviation of accuracy. We
can observe that the mean relative accuracy for the CLSTMs
achieves 0.90 after 22 iterations and reaches to 0.98 after 67
iterations, while the baselines still show obvious fluctuation.
Furthermore, the narrower shadow region for the CLSTMs
indicates that the standard deviation for the CLSTMs is lower
than the baselines after the same number of iterations. This
confirms that the CLSTMs is much quicker in producing accu-
rate and stable solutions than the conventional gradient-based
methods. Fig. 2b shows the mean relative accuracy obtained by
the CLSTMs and the baselines until 1,000 iterations during the
evaluation process. We can see that the mean relative accuracy
of the two baselines gradually increases to 1, which confirms
that the gradient-based methods are able to find the optimal
solutions after enough iterations. Furthermore, we can see that
the mean relative accuracy of CLSTMs converges at 0.99 and
the change of the CLSTM s results from 100 to 1,000 iterations
becomes negligible. Although it is possible to improve the
solution quality with more iterations in the evaluation process,
the improvement will be quite marginal.

Fig. 2c and 2d present the relative accuracy obtained by
the CLSTMs and the baselines in the first 0.5 and 2 seconds



—
>

TTT 1.0/

=

Relative accuracy
e
n
Relative accuracy

e
=)

0.9
1 2 3 4 5 2 4 6

Index of projection functions Value of a

(@) (b)

Fig. 4. The impact of (a) projection functions (b) value of a on the relative
accuracy

of CPU time during the evaluation, respectively, where the
solid curves correspond to the mean relative accuracy and
the coloured shadows to the mean relative accuracy plus and
minus one standard deviation of the relative accuracy. Note
that the y-axis values between 0.1 and 0.5 are omitted in
Fig. 2d so that the difference between the three curves can
be made clear. We can see that the mean relative accuracy for
the CLSTMs is higher than those of the two baselines after
consuming the same amount of CPU time and achieves the
accuracy of 0.99 earlier than the two baselines with respect
to the CPU time consumption from Fig. 2c and Fig. 2d.
Moreover, the observation can be made from Fig. 2c that
the standard deviation for the CLSTMs is lower than the two
baselines after 0.5 seconds of CPU time. Therefore, one can
confirm from Fig. 2 that using the CLSTMs require less the
CPU time and iterations to generate accuracy solutions when
compared with the conventional gradient-based methods.

Fig. 3a shows the complementary cumulative distribution
function (CCDF) of the relative accuracy of solutions gener-
ated by the CLSTMs after 1,000 iterations. From the figure,
we can make the observation that with 95% of probability,
the relative accuracy is higher than 0.96 and the mean relative
accuracy is 0.99, which are excellent for general applications.

Clearly, these numerical results validate that the CLSTMs
can find a near-optimal solution quickly (e.g., achieving 0.98
for the mean relative accuracy after 67 iterations) and the
relative accuracy of the solutions found by the CLSTMs after
enough iterations is practically equal to 100% (e.g., achieving
the mean relative accuracy of 0.99 after 1,000 iterations).

2) Impact of projection functions

In this experiment, we study the impact of different pro-
jection functions. Specifically, we train five CLSTMs with
the same training procedure except that the projection func-
tions used by the CLSTMs are different. Furthermore, the
five trained CLSTMs are evaluated with the same projection
function as used during the training. These five projection
functions that are examined here include: ¥ (1) = ||, ¥ (1) =
%(\//l2 +0.25+ 1), and another three functions defined in (11)
with a equal to 2, 4 and 6, respectively. Note that we index
these projection functions by 1 to 5 in this order.

Fig. 4a shows the summary of the relative accuracy obtained
by the five trained CLSTMs after 1,000 iterations. Specifically,
the lower whisker, the bottom of the box, the red horizontal
line, the top of the box and the upper whisker represent

the 5th, 25th, 50th, 75th and 95th percentile of the relative
accuracy, respectively. From this figure, we can see that the
CLSTMs trained with the first and second projection functions
(ie. ¥(A) = |2] and ¥(2) = J(VA2+0.25 + 2)) fail to
find the optimal solutions. This is expected so because that
the first projection function does not satisfy Requirement 2
since the first function is not differentiable at 0 and the
second projection function violates Requirement 3 that the
first derivative of the projection function should be a non-zero
constant when 4 — —oo.

Fig. 4b demonstrates the summary of the relative accuracy
obtained by the three CLSTMs trained with three projection
functions defined in (11) with a equal to 2, 4 and 6, respec-
tively, after 1,000 iterations. Specifically, the whiskers, the
boundaries of the box and the red line indicate the Sth, 25th,
50th, 75th and 95th percentile of the relative accuracy from
the bottom upward. We can see that the 5th percentile of the
relative accuracy for three different a values are all higher
than 0.9. This confirms that the projection functions satisfying
Requirements 1, 2 and 3 can be used by the CLSTMs to
generate accurate solutions. Furthermore, the 5Sth, 25th and
50th percentile of the relative accuracy with a = 2 is higher
than those with a =4 and 6, which implies that the CLSTMs
trained with @ = 2 can generally produce more accurate
solutions.

3) Robustness: Impact of K and M

In this experiment, we firstly show the impact of the
parameter K in (8) and (9) on the performance of CLSTMs.
Specifically, we select six different K values from 10 to 60
with a step size of 10 and each K value is used to train
five CLSTMs with randomly initialized weights for neural
networks. Then, we use five datasets that are generated from
distributions different from those used during training to
evaluate the trained CLSTMs. Specifically, for each utility
function (19), the parameters u, are randomly selected from
the uniform distribution in the range of [0.001, M). To generate
the training dataset, M is set to 1. To produce the six evaluation
datasets, the value of M is increased by 0, 20, 40, 60, 80 and
100%, respectively.

Fig. 5a presents the average, maximum and minimum of
the mean relative accuracy for five CLSTMs using the same
K value, while Fig. 5b shows the average, maximum and
minimum of the standard deviation of the relative accuracy
for five CLSTMs using the same K value. We can see from
the figure that the mean relative accuracy improves and the
standard deviation decreases with the increase of K from 10
to 20. This is so because that the loss function with a larger
value of K contains a longer future impact of each iteration.
Thus, the CLSTMs learning to minimize such loss function
can find better update step sizes to minimize the objective
functions. On the other hand, we can further observe that when
the value of K increases from 20 to 60, the mean relative
accuracy and standard derivation only show slight fluctuation.
This confirms that training the CLSTMs with various K values
(i.e., from 20 to 60) can obtain similarly good performance.
Based on these observations from Fig. 5a and Fig. 5b, we find
that the CLSTMs is robust to various K values, whereas we
still suggest to avoid small K values since they may lead to
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the performance degradation.

Fig. 5c and 5d show the mean relative accuracy and the
standard deviation of the relative accuracy for six different
datasets for the CLSTMs evaluation, respectively. We observe
that the mean relative accuracy gradually decreases from 0.99
to 0.89 in Fig. 5c and the standard deviation increases from
0.01 to 0.18 when the range for the uniform distribution is
increased to 200%. This slight degradation of the relative
accuracy is intuitively correct because when the range is in-
creased by 100%, the combinations of system parameters (i.e.,
HUn> Ry, C) in the evaluation dataset are far more random than
the combinations included in the training dataset. Nevertheless,
these results show the robustness of the trained CLSTMs
as it still can find the optimal solutions for the problem
scenarios even when their system parameters are drawn from
distributions different from those used for training.

C. Results and Analysis with Sigmoid Utility Functions

In this subsection, we replace the convex utility functions
used in the last subsection with non-convex utility functions
and show the performance of the proposed CLSTMs. Specif-
ically, for each job n, its utility function given the allocated
CPU utilization x,, is given by

1

14+ e Hn (xn—Rn)’ (20)

Uy (xp) =

where u, is a constant randomly selected from the uniform
distribution in the range of [0.001,10) and R, is the CPU
utilization requirement of job n. Except the utility function, the
values of parameters for the optimization problem scenarios
(i.e., a, B, u,, the amount of required resource R, and the
available amount of CPU resource C) used during the training

(c)(d) CPU time in seconds.

and the evaluation are the same as these used in the last
subsection. Moreover, parameters for training the CLSTMs
(i.e., wk, Wi, the learning rate and the projection function)
also remain the same except that K is set to 40.

The optimal solutions are generated by the fmincon, which
is guaranteed to converge to a local optimal where the infinity
norm (maximum) of the gradient of the objective function is
less than 1e~®.

Similarly, we select the optimal parameters for the two
baselines, GD and GDM, by exhaustively evaluating potential
parameter combinations and the sets of potential parameters
are the same as in the last subsection. Finally, the optimal
learning rate of gradient descent and gradient ascent in the
GD are set to 0.01 and 0.1, respectively. In the GDM method,
the optimal learning rate and momentum factor for gradient
descent with momentum is 0.01 and 0.1, respectively, and for
gradient ascent with momentum are 0.1 and 0.1, respectively.

Fig. 6a and 6b show the relative accuracy of the solutions
generated by the CLSTMs and the baselines after the first 100
iterations and after a total of 1,000 iterations, respectively,
where the solid curve corresponds to the mean relative accu-
racy and the coloured shadow to the mean relative accuracy
plus and minus one standard deviation of the relative accuracy.
Although three curves converge to a similar mean relative ac-
curacy (0.98) in Fig. 6b, we can clearly observe that the mean
relative accuracy for CLSTMs improves much faster than the
two baselines and achieves the accuracy of 0.97 after 68
iterations in Fig. 6a. Furthermore, the observation can be made
from Fig. 6a that the shadow region for the CLSTMs is clearly
narrower than the two baselines after 20 iterations. Thus,
even when the utility functions are non-convex, the CLSTMs



TABLE I
THE IMPACT OF THE NUMBER OF VARIABLES ON THE RELATIVE ACCURACY AFTER 10 ITERATIONS AND THE NUMBER OF ITERATIONS/THE CPU TIME
CONSUMED WHEN THE MEAN RELATIVE ACCURACY ACHIEVES 0.97

Number of jobs Number Number of Mean relative accuracy / Number
in each problem scenario | of variables | constraints | standard deviation after 10 iterations | of iterations | CPU time (second)
10 10 21 0.90 / 0.09 68 1.2
50 50 101 0.94 /0.04 66 1.2
70 70 141 0.92 /7 0.06 62 1.0
90 90 181 0.92/0.05 70 1.2
100 100 201 0.96 / 0.03 66 1.2

require fewer iterations than the conventional gradient-based
methods to produce accurate and stable solutions.

To consider CPU time consumption, Fig. 6¢ and Fig. 6d
shows the mean relative accuracy obtained by the CLSTMs
and the baselines in the first 0.5 and 1 seconds of CPU
time during the evaluation, respectively, where the solid curve
corresponds to the mean relative accuracy and the coloured
shadow to the mean relative accuracy plus and minus one
standard deviation of the relative accuracy. We can observe that
after consuming the same amount of CPU time, the CLSTMs
always outperform the two baselines in the mean relative
accuracy and the standard deviation. In other words, the
CLSTMs generate excellent solutions faster than two baselines
with respect to the CPU time.

Fig. 3b portrays the CCDF of the relative accuracy of
solutions generated by the CLSTMs after 1,000 iterations. We
can see that with 95% probability, the relative accuracy is
larger than 0.91 and the mean relative accuracy is 0.98, which
are lower than the corresponding results of 0.96 and 0.99 in
Fig. 3a, respectively. The reason for this slight degradation
is that the constrained optimization problem (17) with non-
convex utility functions is much difficult to solve, thus re-
quiring more iterations and CPU time than those with convex
utility functions.

Nevertheless, these results validate the performance of
CLSTMs, which can find the optimal solutions for the non-
convex utility functions quickly.

D. Results and Analysis for Large Numbers of Variables and
Constraints

To demonstrate the impact of large numbers of variables
on performance, the proposed CLSTMs is used to find the
solutions for the problem scenarios with the different numbers
of jobs. Specifically, we change the number of jobs in each
problem scenarios to 50, 70, 90, and 100, respectively. Con-
sequently, the number of decision variables becomes 50, 70,
90, and 100, and the number of constraints is 101, 141, 181,
and 201, respectively. Except the number of jobs, the utility
function and all other parameters are the same with these used
in the experiment with sigmoid utility functions.

As shown in Table. I, the number of variables and con-
straints increases when there are more jobs in the problem
scenarios. Furthermore, we can see that the mean relative accu-
racy obtained after 10 iterations in all settings are higher than
0.9 and the standard deviation is lower than 0.1. Furthermore,
we can observe from Table. I that the mean relative accuracy

in all settings achieve 0.97 within 70 iterations or 1.2 seconds
of the CPU time.

Therefore, the results clearly show that the proposed
CLSTMs performs consistently well over a wide range of
problem sizes. These results have led us to expect that the
CLSTMs method can quickly generate the optimal or near-
optimal solutions even when the numbers of variables and
constraints further increase.

VI. RELATED WORK
A. Learning to optimize

The term ’learning to optimize’ can generally refer to solve
optimization problems by using learning techniques, such as
the supervised learning [8]-[10] and the deep reinforcement
learning [25]-[27]. A possible approach is to predict optimal
solutions to these optimization problems using the supervised
learning techniques. For instance, authors in [8] propose to use
a deep neural network to approximate the unknown nonlinear
mapping between the parameters of signal processing prob-
lems and the optimal solutions. Another approach is to apply
learning techniques as a specific component in an optimization
algorithm. For example, Zhang et al. [10] propose to use
supervised learning techniques to learn the optimal pruning
policy in the branch-and-bound algorithm, while authors in
[24] use deep belief networks for reducing the number of
variables in the optimization problems so that the size of the
considered problem is reduced.

Besides the aforementioned two approaches, learning tech-
niques also can be applied for updating variables in opti-
mization problems by iterations. For example, Ke et al. [25]
propose a reinforcement learning based optimization frame-
work, where a deep neural network is employed as a policy
and this policy is used to generate the update step sizes for
variables. Because this type of approach can adopt different
learning techniques that optimal solutions are not required for
training, it can be more efficient and easy-to-implement when
generating the optimal solutions is difficult.

B. Learning to optimize by RNNs

In recent decades, the recurrent neural networks (RNNs)
become more attractive for designing novel ’learn to optimize’
algorithms. Lv et al. [28] design the RNNprop model, in which
the algorithms, Adam [15] and RMSprop [16], are embedded,
and Wichrowska et al. [29] propose a hierarchical RNN
architecture to better scale to larger problems and transfer to
new tasks. Although these RNNs with various architectures



haves been proposed, LSTM networks are still widely used for
designing ’learn to optimize’ algorithms because of its simplic-
ity and robust performance. For instance, authors in [17] apply
the LSTM networks to learn to map a given gradient to an
update step size for variables and demonstrate that the trained
LSTM network can outperform conventional gradient-based
optimization algorithms on various unconstrained optimization
problems. Moreover, LSTM networks are also used to solve
other types of optimization problems, such as the Bayesian
swarm optimization problem [30], the black-box optimization
problems [31] and the minimax optimization problems [32]—
[34].

However, none of the aforementioned research considers
using LSTM networks to solve constrained optimization prob-
lems. It is important to note that recurrent neural networks
used in [35]-[38] for solving optimization problems are a
specific type of neural networks, which uses special analog
components, such as integrators and amplifiers. In contrast, our
proposed method specifically uses LSTM networks to capture
the temporal evolution of the iterative steps in searching
optimal solutions, thus making our work totally different from
the existing techniques.

VII. CONCLUSION

In this paper, we have proposed the CLSTMs to solve
nonconvex, constrained optimization problems. In developing
the solution technique, a projection function is introduced to
resolve an issue of keeping the Lagrangian multiplier positive
and avoid numerical difficulties. In addition, we have analyzed
the impact of the projection function on the optimal solutions
and the relationship between minimizing the loss functions
and solving the original constrained optimization problem with
special parameter settings. Furthermore, we have formulated a
resource-allocation problem and applied the new CLSTMs to
solve it by using the practical datasets from Alibaba. Extensive
experiments have been conducted to validate and study the
performance of the proposed CLSTMs. By considering 1,000
parameter scenarios of the resource-allocation problem with
convex utility functions, our numerical results have shown
that (1) the trained CLSTMs can find the near-optimal and
stable solutions in few iterations (e.g., achieving 98% mean
relative accuracy after 67 iterations), (2) the proposed ap-
proach is very robust to parameter changes as the trained
CLSTMs can produce excellent solutions for problems with
system parameters drawn from distributions different from
those used in the training process, and (3) the proposed criteria
for selecting the projection functions to ensure non-negative
Lagrangian multipler(s) can help the CLSTMs obtain optimal
solutions. Moreover, we consider another 1,000 scenarios with
non-convex utility functions and the numerical results validate
the trained CLSTMs can also generate the near optimal and
stable solutions with less iterations (e.g., achieving 97% mean
relative accuracy after 68 iterations) and CPU times compared
with the conventional gradient-based methods. Moreover, the
solutions to non-convex optimization problems obtained from
the CLSTM achieve 90% or better of the true optimum after
11 iterations, which corresponds to only 19% and 17% of the

number of iterations required by the GDM and GD methods,
respectively, to produce the same results. The CLSTM perfor-
mance also represents a reduction of CPU time consumption
by 33% and 36% when compared with the GDM and GD,
respectively.

In the future, we plan to explore extension of the proposed
method to the mixed integer nonlinear programming (MINLP)
problems. This is challenging because of the following two
reasons. Firstly, although it is possible to apply the CLSTMs to
solve MINLP problems if gradients can be properly estimated,
it is unclear that how close the generated solutions will be to
the optimum. Secondly, because the CLSTMs may converge to
non-integer solutions, further processing in terms of discretiza-
tion or rounding to integers may be needed. Furthermore, the
inseparable variables will also need to be considered. Since the
dependence among these variables is invisible to the CLSTMs,
the CLSTMs may not be able to generate appropriate update
step sizes for these variables, and thus it may require additional
structures and training procedures to help the CLSTMs learn
the dependences among these variables.
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