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Over-the-Air Ensemble Inference

with Model Privacy

Selim F. Yilmaz, Burak Hasırcıoğlu, Deniz Gündüz

Abstract

We consider distributed inference at the wireless edge, where multiple clients with an ensemble

of models, each trained independently on a local dataset, are queried in parallel to make an accurate

decision on a new sample. In addition to maximizing inference accuracy, we also want to maximize

the privacy of local models. We exploit the superposition property of the air to implement bandwidth-

efficient ensemble inference methods. We introduce different over-the-air ensemble methods and show

that these schemes perform significantly better than their orthogonal counterparts, while using less

resources and providing privacy guarantees. We also provide experimental results verifying the benefits

of the proposed over-the-air inference approach, whose source code is shared publicly on Github.

Index Terms

over-the-air computation, edge inference, differential privacy, ensemble inference, multi-class clas-

sification.

I. INTRODUCTION

The increasing adoption of Internet-of-Things (IoT) devices results in the collection and

processing of massive amounts of mobile data at the wireless edge. Conventional centralized

machine learning (ML) methods are impractical for edge applications due to privacy concerns

and limited communication resources. Implementing decentralized ML models at the edge solves

this issue, and thus, edge learning and edge inference have attracted significant attention over
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the recent years [1]–[4]. Edge learning aims to train large ML models in a distributed setting,

whereas edge inference aims to make inferences in a distributed manner at the edge.

Although collaborative training at the edge can bring significant advantages, it requires sig-

nificant coordination and communication across nodes. Moreover, limited wireless resources are

a major bottleneck, and noise, interference, and lack of accurate channel state information can

prevent or slow down convergence of learning algorithms or results in a reduced accuracy [5].

Therefore, in this paper, we consider collaborative inference using independently trained model

at the edge nodes. While a growing body of work studies distributed learning over wireless

networks, the literature on distributed wireless inference, particularly using deep learning tech-

niques, is relatively limited [6]–[8].

We treat the resultant problem as an ensemble inference problem, where the individual hy-

potheses of the nodes need to be conveyed to the querying server, and combined for the

most accurate decision. Ensemble learning methods combine multiple hypotheses instead of

constructing a single best hypothesis to model the data [9]. In ensemble learning, each hypothesis

vote for the final decision, where votes can have weights depending on their confidence. It is

generally intractable to find the optimal hypothesis, and choosing a model among a set of equally-

good models has the risk of choosing the model that has worse generalization performance;

however, averaging these models would reduce this risk [9], [10]. Furthermore, weighted or

voting based ensemble methods have theoretical guarantees, e.g., expected error of an averaging

ensemble of models is not greater than the average of expected errors of the individual models

with a mean square objective [10].

Privacy is an important concern in all ML applications since the data about individuals can

reveal sensitive information about them. In the case of ensemble inference, when the models are

queried, their outputs may reveal sensitive information about their training sets. For instance,

even when an adversary has black-box access to the models, whether or not a data point is

used during training can be inferred via membership inference attacks [11], or even the whole

model can be reconstructed via model inversion attacks [12]. Hence, even if adversaries can only

observe the inference results, we need to introduce some additional mechanisms to protect the

sensitive information.

Differential privacy (DP) guarantees can be obtained via introducing additional randomness

to the output, such as adding noise at the expense of some accuracy loss. Since DP bounds the

amount of information leaked about the individuals, DP mechanisms make black-box attacks less
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effective. One approach to provide DP guarantees to ML is differentially private training [13].

Typically, Gaussian noise is added to the gradients during training, where the noise variance

is determined according to the desired privacy level. This approach is extended to a federated

setting in [14].

In this work, we are interested in enabling distributed inference at the edge while limiting the

privacy leakage. One straightforward approach is to train the models in a DP manner. However,

in this case, a fixed DP guarantee is achieved, and we cannot operate at different privacy-utility

trade-offs during inference, which may be beneficial when serving users with different levels

of trustworthiness. Moreover, DP training does not prevent the model stealing attacks since the

model can be still reconstructed via black-box access to it. Hence, in this paper, we focus on

embedding privacy-preserving mechanisms into the inference phase. We simply lift DP training

assumption on the models and assume non-private training.

In a recent line of work [15]–[17], it has been shown that, in distributed training tasks,

over-the-air computation (OAC) can be exploited to use communication resources much more

efficiently, and to significantly improve the learning performance. Instead of conventional digital

communication, in OAC, clients transmit their updates simultaneously in an uncoded manner

such that the receiver automatically gets the aggregated signal. Hence, besides communication

efficiency, OAC also helps preserving privacy of the clients. Any noise received simultaneously

with the aggregated signal at the receiver is effective at preserving the privacy of all the signals

transmitted by the clients [18]–[22]. In this work, we extend the use of OAC beyond distributed

training and exploit it for efficient and private distributed edge inference.

In particular, we introduce two different ensemble methods along with our private edge

inference exploiting OAC. Our main contributions are as follows:

1) To the best of our knowledge, this is the first work to employ OAC for distributed inference

through an ensemble of models. We show that OAC improves both the privacy and the

bandwidth efficiency.

2) We provide flexible privacy guarantees depending on the scenario without imposing any

restrictions on the training phase.

3) We systematically compare and discuss privacy of the introduced ensemble methods, and

show that the proposed framework with OAC performs significantly better than orthogonal

counterparts while using less resources.

4) To facilitate further research and reproducibility, we publicly share the source code of our
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framework on github.com/selimfirat/oac-based-private-ensembles.

II. SYSTEM MODEL AND PROBLEM DEFINITION

Notation: Boldface lowercase letters denote vectors (e.g., p), boldface uppercase letters denote

matrices (e.g., P ), non-boldface letters denote scalars (e.g., p or P ), and uppercase calligraphic

letters denote sets (e.g., P). Blackboard bold letters denote function domains (e.g., P). R, N, C

denote the set of real, natural and complex numbers, respectively. We define [n] ≜ {1, 2, . . . , n},

where n ∈ N.

System Model: We consider privacy-preserving ensemble classification at the wireless edge.

In this setting, there are n clients each with a separate trained model fi : Rd → Rk, i ∈ [n], for

a classification task. We assume that local models are trained by using non-intersecting datasets.

We assume that the clients are connected to a central inference server (CIS) via a wireless

medium, and, at time t, we assume each client i knows its channel gain hi,t ∈ C. In our setting,

the channel gains change across users and time steps, but they stay the same per inference

round. To reduce the total power consumption and to amplify the privacy guarantees, we consider

random participation of the clients in each inference round such that each client i independently

participates with probability p. To limit the power consumption, only the clients whose channel

gains are larger than a certain threshold participate the inference. This is one of the sources of

randomness determining p. Hence, p is a tunable parameter via such a transmission threshold.

If necessary, via additional randomness, p can be made even smaller. Each participating client

makes a prediction denoted by fi(xt). The clients have a bandwidth of k channel uses to convey

their predictions to the CIS.

Let yi,t ∈ Rk denote the signal transmitted by client i. The received signal at CIS is

zt =
∑
i∈Pt

hi,tyi,t + nt, (1)

where nt ∈ Rk is the independently and identically distributed (i.i.d.) additive white Gaussian

noise (AWGN) with variance σ2
channel, i.e., nt ∼ N (0, σ2

channelIk).

After receiving zt, CIS processes it via a function s : Rk → [k] and outputs the most probable

class.

Threat Model: In our problem, the purpose is to limit the privacy leakage of clients’ local

models. This is equivalent to limiting the leakage about the individual datasets Di, i ∈ [n]. In our

threat model, we assume all the clients are trusted, i.e., they are not interested in the sensitive

https://github.com/selimfirat/oac-based-private-ensembles
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Client <latexit sha1_base64="NHqBTl5NFqC2buKKzchOf5bBkgY=">AAAB5HicbZC7SgNBFIbPxltcb9FWkMEgpAq7FmpnwMYyAXOBZAmzk7PJmNkLM7NCWFJa2Vgotj6BdZ7DzmfwJZxcCk38YeDj/89hzjl+IrjSjvNl5dbWNza38tv2zu7e/kHBPmyoOJUM6ywWsWz5VKHgEdY11wJbiUQa+gKb/vBmmjcfUCoeR3d6lKAX0n7EA86oNlbN7RaKTtmZiayCu4Di9cek9v14Mql2C5+dXszSECPNBFWq7TqJ9jIqNWcCx3YnVZhQNqR9bBuMaIjKy2aDjsmZcXokiKV5kSYz93dHRkOlRqFvKkOqB2o5m5r/Ze1UB1dexqMk1Rix+UdBKoiOyXRr0uMSmRYjA5RJbmYlbEAlZdrcxjZHcJdXXoXGedm9KLvFSgnmysMxnEIJXLiECtxCFerAAOEJXuDVureerbd5Yc5adBzBH1nvP6xuj7M=</latexit>

1
<latexit sha1_base64="NHqBTl5NFqC2buKKzchOf5bBkgY=">AAAB5HicbZC7SgNBFIbPxltcb9FWkMEgpAq7FmpnwMYyAXOBZAmzk7PJmNkLM7NCWFJa2Vgotj6BdZ7DzmfwJZxcCk38YeDj/89hzjl+IrjSjvNl5dbWNza38tv2zu7e/kHBPmyoOJUM6ywWsWz5VKHgEdY11wJbiUQa+gKb/vBmmjcfUCoeR3d6lKAX0n7EA86oNlbN7RaKTtmZiayCu4Di9cek9v14Mql2C5+dXszSECPNBFWq7TqJ9jIqNWcCx3YnVZhQNqR9bBuMaIjKy2aDjsmZcXokiKV5kSYz93dHRkOlRqFvKkOqB2o5m5r/Ze1UB1dexqMk1Rix+UdBKoiOyXRr0uMSmRYjA5RJbmYlbEAlZdrcxjZHcJdXXoXGedm9KLvFSgnmysMxnEIJXLiECtxCFerAAOEJXuDVureerbd5Yc5adBzBH1nvP6xuj7M=</latexit>

1

Client <latexit sha1_base64="IL+UyVczZjSZR+Ax8dDdxbIoCBQ=">AAAB6HicbZC7SgNBFIbPxluMt6ilIItBSBV2LdTOgI1lAuYCyRJmJ2eTMbOzy8ysEJaUVjYWitj6ANZ5DjufwZdwcik08YeBj/8/hznn+DFnSjvOl5VZWV1b38hu5ra2d3b38vsHdRUlkmKNRjySTZ8o5ExgTTPNsRlLJKHPseEPrid54x6lYpG41cMYvZD0BAsYJdpYVdHJF5ySM5W9DO4cClcf4+r3w/G40sl/trsRTUIUmnKiVMt1Yu2lRGpGOY5y7URhTOiA9LBlUJAQlZdOBx3Zp8bp2kEkzRPanrq/O1ISKjUMfVMZEt1Xi9nE/C9rJTq49FIm4kSjoLOPgoTbOrInW9tdJpFqPjRAqGRmVpv2iSRUm9vkzBHcxZWXoX5Wcs9LbtUtlIswUxaO4ASK4MIFlOEGKlADCgiP8Awv1p31ZL1ab7PSjDXvOYQ/st5/AIMfkRc=</latexit>n<latexit sha1_base64="IL+UyVczZjSZR+Ax8dDdxbIoCBQ=">AAAB6HicbZC7SgNBFIbPxluMt6ilIItBSBV2LdTOgI1lAuYCyRJmJ2eTMbOzy8ysEJaUVjYWitj6ANZ5DjufwZdwcik08YeBj/8/hznn+DFnSjvOl5VZWV1b38hu5ra2d3b38vsHdRUlkmKNRjySTZ8o5ExgTTPNsRlLJKHPseEPrid54x6lYpG41cMYvZD0BAsYJdpYVdHJF5ySM5W9DO4cClcf4+r3w/G40sl/trsRTUIUmnKiVMt1Yu2lRGpGOY5y7URhTOiA9LBlUJAQlZdOBx3Zp8bp2kEkzRPanrq/O1ISKjUMfVMZEt1Xi9nE/C9rJTq49FIm4kSjoLOPgoTbOrInW9tdJpFqPjRAqGRmVpv2iSRUm9vkzBHcxZWXoX5Wcs9LbtUtlIswUxaO4ASK4MIFlOEGKlADCgiP8Awv1p31ZL1ab7PSjDXvOYQ/st5/AIMfkRc=</latexit>n

…

One-hot Decision
Vector

Untrusted Target

Each device participates
with probability <latexit sha1_base64="FueoVU/YcxWmmAlPbcpFQe8fuLU=">AAAB6HicbZC7SgNBFIbPJl5ivEUtbQZDIFXYtVDLgI1lAuYCyRJmJ2eTMbMXZmaFsAQbOxsLRVLqQ/ggdr6Nk0uhiT8MfPz/Ocw5x4sFV9q2v61MdmNzazu3k9/d2z84LBwdN1WUSIYNFolItj2qUPAQG5prge1YIg08gS1vdD3LW/coFY/CWz2O0Q3oIOQ+Z1Qbqx73CkW7Ys9F1sFZQrGaLT18Th/fa73CV7cfsSTAUDNBleo4dqzdlErNmcBJvpsojCkb0QF2DIY0QOWm80EnpGScPvEjaV6oydz93ZHSQKlx4JnKgOqhWs1m5n9ZJ9H+lZvyME40hmzxkZ8IoiMy25r0uUSmxdgAZZKbWQkbUkmZNrfJmyM4qyuvQ/O84lxUnLpTrJZhoRycwhmUwYFLqMIN1KABDBCe4AVerTvr2XqzpovSjLXsOYE/sj5+AFQwkDg=</latexit>p<latexit sha1_base64="FueoVU/YcxWmmAlPbcpFQe8fuLU=">AAAB6HicbZC7SgNBFIbPJl5ivEUtbQZDIFXYtVDLgI1lAuYCyRJmJ2eTMbMXZmaFsAQbOxsLRVLqQ/ggdr6Nk0uhiT8MfPz/Ocw5x4sFV9q2v61MdmNzazu3k9/d2z84LBwdN1WUSIYNFolItj2qUPAQG5prge1YIg08gS1vdD3LW/coFY/CWz2O0Q3oIOQ+Z1Qbqx73CkW7Ys9F1sFZQrGaLT18Th/fa73CV7cfsSTAUDNBleo4dqzdlErNmcBJvpsojCkb0QF2DIY0QOWm80EnpGScPvEjaV6oydz93ZHSQKlx4JnKgOqhWs1m5n9ZJ9H+lZvyME40hmzxkZ8IoiMy25r0uUSmxdgAZZKbWQkbUkmZNrfJmyM4qyuvQ/O84lxUnLpTrJZhoRycwhmUwYFLqMIN1KABDBCe4AVerTvr2XqzpovSjLXsOYE/sj5+AFQwkDg=</latexit>p

Transmits the query
<latexit sha1_base64="ASVXRWO9P9Hz3QnX5eoV22Wsez8=">AAAB+XicbVDLSgMxFM34rPU16kZwEyxCV2XGhbqz4MZlBfuAtgyZTKYNzWNIMsUy9E/cuFCKW//AT3DnF/gVgpm2C209EHI4515ycsKEUW0879NZWV1b39gsbBW3d3b39t2Dw4aWqcKkjiWTqhUiTRgVpG6oYaSVKIJ4yEgzHNzkfnNIlKZS3JtRQroc9QSNKUbGSoHrdkLJIj3i9soexoEJ3JJX8aaAy8Sfk9L197v8Op7wWuB+dCKJU06EwQxp3fa9xHQzpAzFjIyLnVSTBOEB6pG2pQJxorvZNPkYnlklgrFU9ggDp+rvjQxxnYezkxyZvl70cvE/r52a+KqbUZGkhgg8eyhOGTQS5jXAiCqCDRtZgrCiNivEfaQQNrasoi3BX/zyMmmcV/yLin/nl6plMEMBnIBTUAY+uARVcAtqoA4wGIJH8AxenMx5cibO62x0xZnvHIE/cN5+AGuMmIs=</latexit>

xt
<latexit sha1_base64="ASVXRWO9P9Hz3QnX5eoV22Wsez8=">AAAB+XicbVDLSgMxFM34rPU16kZwEyxCV2XGhbqz4MZlBfuAtgyZTKYNzWNIMsUy9E/cuFCKW//AT3DnF/gVgpm2C209EHI4515ycsKEUW0879NZWV1b39gsbBW3d3b39t2Dw4aWqcKkjiWTqhUiTRgVpG6oYaSVKIJ4yEgzHNzkfnNIlKZS3JtRQroc9QSNKUbGSoHrdkLJIj3i9soexoEJ3JJX8aaAy8Sfk9L197v8Op7wWuB+dCKJU06EwQxp3fa9xHQzpAzFjIyLnVSTBOEB6pG2pQJxorvZNPkYnlklgrFU9ggDp+rvjQxxnYezkxyZvl70cvE/r52a+KqbUZGkhgg8eyhOGTQS5jXAiCqCDRtZgrCiNivEfaQQNrasoi3BX/zyMmmcV/yLin/nl6plMEMBnIBTUAY+uARVcAtqoA4wGIJH8AxenMx5cibO62x0xZnvHIE/cN5+AGuMmIs=</latexit>

xt at time <latexit sha1_base64="Fuh05m1+FlbIP/D/mjsOAsF0olU=">AAAB6HicbZC7SgNBFIbPxluMt6ilIItBSBV2LdTOgI1lAuYCyRJmJ7PJmNnZZeasEJaUVjYWitj6ANZ5DjufwZdwcik08YeBj/8/hznn+LHgGh3ny8qsrK6tb2Q3c1vbO7t7+f2Duo4SRVmNRiJSTZ9oJrhkNeQoWDNWjIS+YA1/cD3JG/dMaR7JWxzGzAtJT/KAU4LGqmInX3BKzlT2MrhzKFx9jKvfD8fjSif/2e5GNAmZRCqI1i3XidFLiUJOBRvl2olmMaED0mMtg5KETHvpdNCRfWqcrh1EyjyJ9tT93ZGSUOth6JvKkGBfL2YT87+slWBw6aVcxgkySWcfBYmwMbInW9tdrhhFMTRAqOJmVpv2iSIUzW1y5gju4srLUD8rueclt+oWykWYKQtHcAJFcOECynADFagBBQaP8Awv1p31ZL1ab7PSjDXvOYQ/st5/AIw3kR0=</latexit>

t
<latexit sha1_base64="Fuh05m1+FlbIP/D/mjsOAsF0olU=">AAAB6HicbZC7SgNBFIbPxluMt6ilIItBSBV2LdTOgI1lAuYCyRJmJ7PJmNnZZeasEJaUVjYWitj6ANZ5DjufwZdwcik08YeBj/8/hznn+LHgGh3ny8qsrK6tb2Q3c1vbO7t7+f2Duo4SRVmNRiJSTZ9oJrhkNeQoWDNWjIS+YA1/cD3JG/dMaR7JWxzGzAtJT/KAU4LGqmInX3BKzlT2MrhzKFx9jKvfD8fjSif/2e5GNAmZRCqI1i3XidFLiUJOBRvl2olmMaED0mMtg5KETHvpdNCRfWqcrh1EyjyJ9tT93ZGSUOth6JvKkGBfL2YT87+slWBw6aVcxgkySWcfBYmwMbInW9tdrhhFMTRAqOJmVpv2iSIUzW1y5gju4srLUD8rueclt+oWykWYKQtHcAJFcOECynADFagBBQaP8Awv1p31ZL1ab7PSjDXvOYQ/st5/AIw3kR0=</latexit>

t
<latexit sha1_base64="lu4eCTiLyVJ+EvaJiVGIG6TDqCM=">AAACRnicbVDLSgMxFL1T3/VVdekmWIQKUma6UJcFN7qRCrYKnXHIpGkNTTJDkhHKMF/kH7h149qdn+DGhSJuzbQu6uNCyOGcc8nJiRLOtHHdZ6c0Mzs3v7C4VF5eWV1br2xsdnScKkLbJOaxuoqwppxJ2jbMcHqVKIpFxOllNDwu9MtbqjSL5YUZJTQQeCBZnxFsLBVWAj+KeU+PhL0ymYcG+ZoJ5Atsbgjm2Vlem3a4+X5hGAh83QjHJiUycoOlpDxH087TPBzuhZWqW3fHg/4C7xtUm8t3pZXT++tWWHnyezFJBZWGcKx113MTE2RYGUY4zct+qmmCyRAPaNdCiQXVQTauIUe7lumhfqzskQaN2emNDAtdpLPOIrn+rRXkf1o3Nf2jIGMySQ2VZPJQP+XIxKjoFPWYosTwkQWYKGazItuJwsTY5su2BO/3l/+CTqPuHdS9c6/arMFkFmEbdqAGHhxCE06gBW0g8AAv8AbvzqPz6nw4nxNryfne2YIfU4Iv5uq18Q==</latexit>

nt ⇠ N (0, �2
channelIk)

<latexit sha1_base64="lu4eCTiLyVJ+EvaJiVGIG6TDqCM=">AAACRnicbVDLSgMxFL1T3/VVdekmWIQKUma6UJcFN7qRCrYKnXHIpGkNTTJDkhHKMF/kH7h149qdn+DGhSJuzbQu6uNCyOGcc8nJiRLOtHHdZ6c0Mzs3v7C4VF5eWV1br2xsdnScKkLbJOaxuoqwppxJ2jbMcHqVKIpFxOllNDwu9MtbqjSL5YUZJTQQeCBZnxFsLBVWAj+KeU+PhL0ymYcG+ZoJ5Atsbgjm2Vlem3a4+X5hGAh83QjHJiUycoOlpDxH087TPBzuhZWqW3fHg/4C7xtUm8t3pZXT++tWWHnyezFJBZWGcKx113MTE2RYGUY4zct+qmmCyRAPaNdCiQXVQTauIUe7lumhfqzskQaN2emNDAtdpLPOIrn+rRXkf1o3Nf2jIGMySQ2VZPJQP+XIxKjoFPWYosTwkQWYKGazItuJwsTY5su2BO/3l/+CTqPuHdS9c6/arMFkFmEbdqAGHhxCE06gBW0g8AAv8AbvzqPz6nw4nxNryfne2YIfU4Iv5uq18Q==</latexit>

nt ⇠ N (0, �2
channelIk)

<latexit sha1_base64="Txcorx5zaIAOz9x9FoUSeMP8gNM=">AAACS3icbVDLSgMxFM1Ua2vro+rSTbAIFUqZ6UJdFt3oRirYB3TqkEnTGprMDElGKGH+wA9z48adP+FCF4p0Yabtoj4uhBzOPefm5vgRo1LZ9ouVWVnNruXy64XixubWdmlnty3DWGDSwiELRddHkjAakJaiipFuJAjiPiMdf3ye9jv3REgaBjdqEpE+R6OADilGylBeyXf9kA3khJtL88TTtKoS6ErKocuRusOI6auksqyyk2oqGHF0q+uJN5MJrjGjJEi9S9LLxBsfeaWyXbNnBf8CZwHKjeLbWa74MG16pWd3EOKYm3GYISl7jh2pvkZCUcxIUnBjSSKEx2hEegYGiBPZ17MsEnhomAEchsKcQMEZu+zQiMt0O6NMF5e/eyn5X68Xq+FpX9MgihUJ8PyhYcygCmEaLBxQQbBiEwMQFtTsCvEdEggrE3/BhOD8/vJf0K7XnOOac+2UGxUwrzzYBwegAhxwAhrgAjRBC2DwCF7BB/i0nqx368uazqUZa+HZAz8qk/0GnlK5AQ==</latexit>

mi,t ⇠ N (0, �2
clientIk)

<latexit sha1_base64="Txcorx5zaIAOz9x9FoUSeMP8gNM=">AAACS3icbVDLSgMxFM1Ua2vro+rSTbAIFUqZ6UJdFt3oRirYB3TqkEnTGprMDElGKGH+wA9z48adP+FCF4p0Yabtoj4uhBzOPefm5vgRo1LZ9ouVWVnNruXy64XixubWdmlnty3DWGDSwiELRddHkjAakJaiipFuJAjiPiMdf3ye9jv3REgaBjdqEpE+R6OADilGylBeyXf9kA3khJtL88TTtKoS6ErKocuRusOI6auksqyyk2oqGHF0q+uJN5MJrjGjJEi9S9LLxBsfeaWyXbNnBf8CZwHKjeLbWa74MG16pWd3EOKYm3GYISl7jh2pvkZCUcxIUnBjSSKEx2hEegYGiBPZ17MsEnhomAEchsKcQMEZu+zQiMt0O6NMF5e/eyn5X68Xq+FpX9MgihUJ8PyhYcygCmEaLBxQQbBiEwMQFtTsCvEdEggrE3/BhOD8/vJf0K7XnOOac+2UGxUwrzzYBwegAhxwAhrgAjRBC2DwCF7BB/i0nqx368uazqUZa+HZAz8qk/0GnlK5AQ==</latexit>

mi,t ⇠ N (0, �2
clientIk)

<latexit sha1_base64="cw/WNwlPAqm6ZO4KJtFlUn4Hbr8=">AAAB/HicbVA7T8MwGHTKqy2vQEcWiwqpLFXCAIyVWBiLoA+prSLHcVqrjh3ZDlIalb/CwgBCrPwJNgYk/g1O2wFaTrJ8uvs++Xx+zKjSjvNtFdbWNza3iqXy9s7u3r59cNhWIpGYtLBgQnZ9pAijnLQ01Yx0Y0lQ5DPS8cdXud+5J1JRwe90GpNBhIachhQjbSTPrqha3xcsUGlkrmwy9fSpZ1edujMDXCXuglQbxcnXx22z1PTsz34gcBIRrjFDSvVcJ9aDDElNMSPTcj9RJEZ4jIakZyhHEVGDbBZ+Ck+MEsBQSHO4hjP190aGIpWnM5MR0iO17OXif14v0eHlIKM8TjTheP5QmDCoBcybgAGVBGuWGoKwpCYrxCMkEdamr7IpwV3+8ippn9Xd87p741YbNTBHERyBY1ADLrgADXANmqAFMEjBI3gGL9aD9WS9Wm/z0YK12KmAP7DefwAmFpf9</latexit>

s(zt)
<latexit sha1_base64="cw/WNwlPAqm6ZO4KJtFlUn4Hbr8=">AAAB/HicbVA7T8MwGHTKqy2vQEcWiwqpLFXCAIyVWBiLoA+prSLHcVqrjh3ZDlIalb/CwgBCrPwJNgYk/g1O2wFaTrJ8uvs++Xx+zKjSjvNtFdbWNza3iqXy9s7u3r59cNhWIpGYtLBgQnZ9pAijnLQ01Yx0Y0lQ5DPS8cdXud+5J1JRwe90GpNBhIachhQjbSTPrqha3xcsUGlkrmwy9fSpZ1edujMDXCXuglQbxcnXx22z1PTsz34gcBIRrjFDSvVcJ9aDDElNMSPTcj9RJEZ4jIakZyhHEVGDbBZ+Ck+MEsBQSHO4hjP190aGIpWnM5MR0iO17OXif14v0eHlIKM8TjTheP5QmDCoBcybgAGVBGuWGoKwpCYrxCMkEdamr7IpwV3+8ippn9Xd87p741YbNTBHERyBY1ADLrgADXANmqAFMEjBI3gGL9aD9WS9Wm/z0YK12KmAP7DefwAmFpf9</latexit>

s(zt)
<latexit sha1_base64="JChoG5IWwk2xsjHYjaJz2vDSqm4=">AAAB+XicbVDLSgMxFM34rPU16kZwEyxCV2XGhbqz4MZlBfuAtgyZTKYNzWNIMoU69E/cuFCKW//AT3DnF/gVgpm2C209EHI4515ycsKEUW0879NZWV1b39gsbBW3d3b39t2Dw4aWqcKkjiWTqhUiTRgVpG6oYaSVKIJ4yEgzHNzkfnNIlKZS3JtRQroc9QSNKUbGSoHrdkLJIj3i9soexoEJ3JJX8aaAy8Sfk9L197v8Op7wWuB+dCKJU06EwQxp3fa9xHQzpAzFjIyLnVSTBOEB6pG2pQJxorvZNPkYnlklgrFU9ggDp+rvjQxxnYezkxyZvl70cvE/r52a+KqbUZGkhgg8eyhOGTQS5jXAiCqCDRtZgrCiNivEfaQQNrasoi3BX/zyMmmcV/yLin/nl6plMEMBnIBTUAY+uARVcAtqoA4wGIJH8AxenMx5cibO62x0xZnvHIE/cN5+AG6amI0=</latexit>

zt
<latexit sha1_base64="JChoG5IWwk2xsjHYjaJz2vDSqm4=">AAAB+XicbVDLSgMxFM34rPU16kZwEyxCV2XGhbqz4MZlBfuAtgyZTKYNzWNIMoU69E/cuFCKW//AT3DnF/gVgpm2C209EHI4515ycsKEUW0879NZWV1b39gsbBW3d3b39t2Dw4aWqcKkjiWTqhUiTRgVpG6oYaSVKIJ4yEgzHNzkfnNIlKZS3JtRQroc9QSNKUbGSoHrdkLJIj3i9soexoEJ3JJX8aaAy8Sfk9L197v8Op7wWuB+dCKJU06EwQxp3fa9xHQzpAzFjIyLnVSTBOEB6pG2pQJxorvZNPkYnlklgrFU9ggDp+rvjQxxnYezkxyZvl70cvE/r52a+KqbUZGkhgg8eyhOGTQS5jXAiCqCDRtZgrCiNivEfaQQNrasoi3BX/zyMmmcV/yLin/nl6plMEMBnIBTUAY+uARVcAtqoA4wGIJH8AxenMx5cibO62x0xZnvHIE/cN5+AG6amI0=</latexit>

zt

<latexit sha1_base64="JMqU9yKCxErmfSCVe/NqO4c85gw=">AAAB+3icbVA7T8MwGHTKqy2vUEYWiwqpLFXCAIyVWBiLoA+pjSLHcVqrjh3ZDmqJ8ldYGECIlV/BxoDEv8F9DNBykq3T3ffJ5wsSRpV2nG+rsLa+sblVLJW3d3b39u2DSluJVGLSwoIJ2Q2QIoxy0tJUM9JNJEFxwEgnGF1N/c49kYoKfqcnCfFiNOA0ohhpI/l2Jar1A8HCSWzubJz7+tS3q07dmQGuEndBqo3iw9fHbbPU9O3PfihwGhOuMUNK9Vwn0V6GpKaYkbzcTxVJEB6hAekZylFMlJfNsufwxCghjIQ0h2s4U39vZChWyqQzkzHSQ7XsTcX/vF6qo0svozxJNeF4/lCUMqgFnBYBQyoJ1mxiCMKSmqwQD5FEWJu6yqYEd/nLq6R9VnfP6+6NW23UwBxFcASOQQ244AI0wDVoghbAYAwewTN4sXLryXq13uajBWuxcwj+wHr/ATNsl3E=</latexit>

f(xt)
<latexit sha1_base64="JMqU9yKCxErmfSCVe/NqO4c85gw=">AAAB+3icbVA7T8MwGHTKqy2vUEYWiwqpLFXCAIyVWBiLoA+pjSLHcVqrjh3ZDmqJ8ldYGECIlV/BxoDEv8F9DNBykq3T3ffJ5wsSRpV2nG+rsLa+sblVLJW3d3b39u2DSluJVGLSwoIJ2Q2QIoxy0tJUM9JNJEFxwEgnGF1N/c49kYoKfqcnCfFiNOA0ohhpI/l2Jar1A8HCSWzubJz7+tS3q07dmQGuEndBqo3iw9fHbbPU9O3PfihwGhOuMUNK9Vwn0V6GpKaYkbzcTxVJEB6hAekZylFMlJfNsufwxCghjIQ0h2s4U39vZChWyqQzkzHSQ7XsTcX/vF6qo0svozxJNeF4/lCUMqgFnBYBQyoJ1mxiCMKSmqwQD5FEWJu6yqYEd/nLq6R9VnfP6+6NW23UwBxFcASOQQ244AI0wDVoghbAYAwewTN4sXLryXq13uajBWuxcwj+wHr/ATNsl3E=</latexit>

f(xt)

<latexit sha1_base64="Tjz/cTrCqTmC8n2AReHPO3aXzvg=">AAAB+HicbVDLSgMxFM3UV62PjroR3ASL0FWZcaHuLLhxWcE+oB1KJpNpQ/MYkoxYh36JGxeKuvUT/AR3foFfIZg+Ftp6IOFwzr3k5IQJo9p43qeTW1peWV3Lrxc2Nre2i+7ObkPLVGFSx5JJ1QqRJowKUjfUMNJKFEE8ZKQZDi7GfvOGKE2luDbDhAQc9QSNKUbGSl232Akli4bc3tntqGu6bsmreBPAReLPSOn8+11+7b/wWtf96EQSp5wIgxnSuu17iQkypAzFjIwKnVSTBOEB6pG2pQJxooNsEnwEj6wSwVgqe4SBE/X3Roa41jacneTI9PW8Nxb/89qpic+CjIokNUTg6UNxyqCRcNwCjKgi2LChJQgrarNC3EcKYWO7KtgS/PkvL5LGccU/qfhXfqlaBlPkwQE4BGXgg1NQBZegBuoAgxTcg0fw5Nw5D86z8zodzTmznT3wB87bD5GXmA4=</latexit>xt
<latexit sha1_base64="Tjz/cTrCqTmC8n2AReHPO3aXzvg=">AAAB+HicbVDLSgMxFM3UV62PjroR3ASL0FWZcaHuLLhxWcE+oB1KJpNpQ/MYkoxYh36JGxeKuvUT/AR3foFfIZg+Ftp6IOFwzr3k5IQJo9p43qeTW1peWV3Lrxc2Nre2i+7ObkPLVGFSx5JJ1QqRJowKUjfUMNJKFEE8ZKQZDi7GfvOGKE2luDbDhAQc9QSNKUbGSl232Akli4bc3tntqGu6bsmreBPAReLPSOn8+11+7b/wWtf96EQSp5wIgxnSuu17iQkypAzFjIwKnVSTBOEB6pG2pQJxooNsEnwEj6wSwVgqe4SBE/X3Roa41jacneTI9PW8Nxb/89qpic+CjIokNUTg6UNxyqCRcNwCjKgi2LChJQgrarNC3EcKYWO7KtgS/PkvL5LGccU/qfhXfqlaBlPkwQE4BGXgg1NQBZegBuoAgxTcg0fw5Nw5D86z8zodzTmznT3wB87bD5GXmA4=</latexit>xt

<latexit sha1_base64="Tjz/cTrCqTmC8n2AReHPO3aXzvg=">AAAB+HicbVDLSgMxFM3UV62PjroR3ASL0FWZcaHuLLhxWcE+oB1KJpNpQ/MYkoxYh36JGxeKuvUT/AR3foFfIZg+Ftp6IOFwzr3k5IQJo9p43qeTW1peWV3Lrxc2Nre2i+7ObkPLVGFSx5JJ1QqRJowKUjfUMNJKFEE8ZKQZDi7GfvOGKE2luDbDhAQc9QSNKUbGSl232Akli4bc3tntqGu6bsmreBPAReLPSOn8+11+7b/wWtf96EQSp5wIgxnSuu17iQkypAzFjIwKnVSTBOEB6pG2pQJxooNsEnwEj6wSwVgqe4SBE/X3Roa41jacneTI9PW8Nxb/89qpic+CjIokNUTg6UNxyqCRcNwCjKgi2LChJQgrarNC3EcKYWO7KtgS/PkvL5LGccU/qfhXfqlaBlPkwQE4BGXgg1NQBZegBuoAgxTcg0fw5Nw5D86z8zodzTmznT3wB87bD5GXmA4=</latexit>xt
<latexit sha1_base64="Tjz/cTrCqTmC8n2AReHPO3aXzvg=">AAAB+HicbVDLSgMxFM3UV62PjroR3ASL0FWZcaHuLLhxWcE+oB1KJpNpQ/MYkoxYh36JGxeKuvUT/AR3foFfIZg+Ftp6IOFwzr3k5IQJo9p43qeTW1peWV3Lrxc2Nre2i+7ObkPLVGFSx5JJ1QqRJowKUjfUMNJKFEE8ZKQZDi7GfvOGKE2luDbDhAQc9QSNKUbGSl232Akli4bc3tntqGu6bsmreBPAReLPSOn8+11+7b/wWtf96EQSp5wIgxnSuu17iQkypAzFjIwKnVSTBOEB6pG2pQJxooNsEnwEj6wSwVgqe4SBE/X3Roa41jacneTI9PW8Nxb/89qpic+CjIokNUTg6UNxyqCRcNwCjKgi2LChJQgrarNC3EcKYWO7KtgS/PkvL5LGccU/qfhXfqlaBlPkwQE4BGXgg1NQBZegBuoAgxTcg0fw5Nw5D86z8zodzTmznT3wB87bD5GXmA4=</latexit>xt

<latexit sha1_base64="Tjz/cTrCqTmC8n2AReHPO3aXzvg=">AAAB+HicbVDLSgMxFM3UV62PjroR3ASL0FWZcaHuLLhxWcE+oB1KJpNpQ/MYkoxYh36JGxeKuvUT/AR3foFfIZg+Ftp6IOFwzr3k5IQJo9p43qeTW1peWV3Lrxc2Nre2i+7ObkPLVGFSx5JJ1QqRJowKUjfUMNJKFEE8ZKQZDi7GfvOGKE2luDbDhAQc9QSNKUbGSl232Akli4bc3tntqGu6bsmreBPAReLPSOn8+11+7b/wWtf96EQSp5wIgxnSuu17iQkypAzFjIwKnVSTBOEB6pG2pQJxooNsEnwEj6wSwVgqe4SBE/X3Roa41jacneTI9PW8Nxb/89qpic+CjIokNUTg6UNxyqCRcNwCjKgi2LChJQgrarNC3EcKYWO7KtgS/PkvL5LGccU/qfhXfqlaBlPkwQE4BGXgg1NQBZegBuoAgxTcg0fw5Nw5D86z8zodzTmznT3wB87bD5GXmA4=</latexit>xt
<latexit sha1_base64="Tjz/cTrCqTmC8n2AReHPO3aXzvg=">AAAB+HicbVDLSgMxFM3UV62PjroR3ASL0FWZcaHuLLhxWcE+oB1KJpNpQ/MYkoxYh36JGxeKuvUT/AR3foFfIZg+Ftp6IOFwzr3k5IQJo9p43qeTW1peWV3Lrxc2Nre2i+7ObkPLVGFSx5JJ1QqRJowKUjfUMNJKFEE8ZKQZDi7GfvOGKE2luDbDhAQc9QSNKUbGSl232Akli4bc3tntqGu6bsmreBPAReLPSOn8+11+7b/wWtf96EQSp5wIgxnSuu17iQkypAzFjIwKnVSTBOEB6pG2pQJxooNsEnwEj6wSwVgqe4SBE/X3Roa41jacneTI9PW8Nxb/89qpic+CjIokNUTg6UNxyqCRcNwCjKgi2LChJQgrarNC3EcKYWO7KtgS/PkvL5LGccU/qfhXfqlaBlPkwQE4BGXgg1NQBZegBuoAgxTcg0fw5Nw5D86z8zodzTmznT3wB87bD5GXmA4=</latexit>xt

<latexit sha1_base64="Tjz/cTrCqTmC8n2AReHPO3aXzvg=">AAAB+HicbVDLSgMxFM3UV62PjroR3ASL0FWZcaHuLLhxWcE+oB1KJpNpQ/MYkoxYh36JGxeKuvUT/AR3foFfIZg+Ftp6IOFwzr3k5IQJo9p43qeTW1peWV3Lrxc2Nre2i+7ObkPLVGFSx5JJ1QqRJowKUjfUMNJKFEE8ZKQZDi7GfvOGKE2luDbDhAQc9QSNKUbGSl232Akli4bc3tntqGu6bsmreBPAReLPSOn8+11+7b/wWtf96EQSp5wIgxnSuu17iQkypAzFjIwKnVSTBOEB6pG2pQJxooNsEnwEj6wSwVgqe4SBE/X3Roa41jacneTI9PW8Nxb/89qpic+CjIokNUTg6UNxyqCRcNwCjKgi2LChJQgrarNC3EcKYWO7KtgS/PkvL5LGccU/qfhXfqlaBlPkwQE4BGXgg1NQBZegBuoAgxTcg0fw5Nw5D86z8zodzTmznT3wB87bD5GXmA4=</latexit>xt
<latexit sha1_base64="Tjz/cTrCqTmC8n2AReHPO3aXzvg=">AAAB+HicbVDLSgMxFM3UV62PjroR3ASL0FWZcaHuLLhxWcE+oB1KJpNpQ/MYkoxYh36JGxeKuvUT/AR3foFfIZg+Ftp6IOFwzr3k5IQJo9p43qeTW1peWV3Lrxc2Nre2i+7ObkPLVGFSx5JJ1QqRJowKUjfUMNJKFEE8ZKQZDi7GfvOGKE2luDbDhAQc9QSNKUbGSl232Akli4bc3tntqGu6bsmreBPAReLPSOn8+11+7b/wWtf96EQSp5wIgxnSuu17iQkypAzFjIwKnVSTBOEB6pG2pQJxooNsEnwEj6wSwVgqe4SBE/X3Roa41jacneTI9PW8Nxb/89qpic+CjIokNUTg6UNxyqCRcNwCjKgi2LChJQgrarNC3EcKYWO7KtgS/PkvL5LGccU/qfhXfqlaBlPkwQE4BGXgg1NQBZegBuoAgxTcg0fw5Nw5D86z8zodzTmznT3wB87bD5GXmA4=</latexit>xt

<latexit sha1_base64="ZBqhseFz3phkM3oXLWWhxGsR32k=">AAAB+3icbVA7T8MwGHTKqy2vUEYWiwqpLFXCAIyVWBiLoA+pjSLHcVqrjh3ZDmqJ8ldYGECIlV/BxoDEv8F9DNBykq3T3ffJ5wsSRpV2nG+rsLa+sblVLJW3d3b39u2DSluJVGLSwoIJ2Q2QIoxy0tJUM9JNJEFxwEgnGF1N/c49kYoKfqcnCfFiNOA0ohhpI/l2ZVDrB4KFk9jc2Tj39alvV526MwNcJe6CVBvFh6+P22ap6duf/VDgNCZcY4aU6rlOor0MSU0xI3m5nyqSIDxCA9IzlKOYKC+bZc/hiVFCGAlpDtdwpv7eyFCslElnJmOkh2rZm4r/eb1UR5deRnmSasLx/KEoZVALOC0ChlQSrNnEEIQlNVkhHiKJsDZ1lU0J7vKXV0n7rO6e190bt9qogTmK4AgcgxpwwQVogGvQBC2AwRg8gmfwYuXWk/Vqvc1HC9Zi5xD8gfX+AzUBl3I=</latexit>

g(xt)
<latexit sha1_base64="ZBqhseFz3phkM3oXLWWhxGsR32k=">AAAB+3icbVA7T8MwGHTKqy2vUEYWiwqpLFXCAIyVWBiLoA+pjSLHcVqrjh3ZDmqJ8ldYGECIlV/BxoDEv8F9DNBykq3T3ffJ5wsSRpV2nG+rsLa+sblVLJW3d3b39u2DSluJVGLSwoIJ2Q2QIoxy0tJUM9JNJEFxwEgnGF1N/c49kYoKfqcnCfFiNOA0ohhpI/l2ZVDrB4KFk9jc2Tj39alvV526MwNcJe6CVBvFh6+P22ap6duf/VDgNCZcY4aU6rlOor0MSU0xI3m5nyqSIDxCA9IzlKOYKC+bZc/hiVFCGAlpDtdwpv7eyFCslElnJmOkh2rZm4r/eb1UR5deRnmSasLx/KEoZVALOC0ChlQSrNnEEIQlNVkhHiKJsDZ1lU0J7vKXV0n7rO6e190bt9qogTmK4AgcgxpwwQVogGvQBC2AwRg8gmfwYuXWk/Vqvc1HC9Zi5xD8gfX+AzUBl3I=</latexit>

g(xt)

<latexit sha1_base64="+UCfqT6+wfEKUFFblYwqoEevrus=">AAAB/HicbVC7TsMwFHXKo6XlEejIYlEhdUBVzACMFSyMRaIPqa0ix3Faq44T2Q5SFIUv4B9YGECIlQ9h4zeYGXAfA7QcydbROffKx8eLOVPacT6twtr6xmaxtFWubO/s7tn7Bx0VJZLQNol4JHseVpQzQduaaU57saQ49DjtepOrqd+9o1KxSNzqNKbDEI8ECxjB2kiuXR14EffT0NxZmrsZOtG5a9echjMDXCVoQWrNytdlsfLw3XLtj4EfkSSkQhOOleojJ9bDDEvNCKd5eZAoGmMywSPaN1TgkKphNgufw2Oj+DCIpDlCw5n6eyPDoVImoJkMsR6rZW8q/uf1Ex1cDDMm4kRTQeYPBQmHOoLTJqDPJCWap4ZgIpnJCskYS0y06atsSkDLX14lndMGOmugG1Rr1sEcJXAIjkAdIHAOmuAatEAbEJCCR/AMXqx768l6td7mowVrsVMFf2C9/wBfzZgk</latexit>

y1,t
<latexit sha1_base64="+UCfqT6+wfEKUFFblYwqoEevrus=">AAAB/HicbVC7TsMwFHXKo6XlEejIYlEhdUBVzACMFSyMRaIPqa0ix3Faq44T2Q5SFIUv4B9YGECIlQ9h4zeYGXAfA7QcydbROffKx8eLOVPacT6twtr6xmaxtFWubO/s7tn7Bx0VJZLQNol4JHseVpQzQduaaU57saQ49DjtepOrqd+9o1KxSNzqNKbDEI8ECxjB2kiuXR14EffT0NxZmrsZOtG5a9echjMDXCVoQWrNytdlsfLw3XLtj4EfkSSkQhOOleojJ9bDDEvNCKd5eZAoGmMywSPaN1TgkKphNgufw2Oj+DCIpDlCw5n6eyPDoVImoJkMsR6rZW8q/uf1Ex1cDDMm4kRTQeYPBQmHOoLTJqDPJCWap4ZgIpnJCskYS0y06atsSkDLX14lndMGOmugG1Rr1sEcJXAIjkAdIHAOmuAatEAbEJCCR/AMXqx768l6td7mowVrsVMFf2C9/wBfzZgk</latexit>

y1,t

<latexit sha1_base64="Fjig7boA0nvOzq0oaZ+3kAejU4s=">AAAB/HicbVC7TsMwFHXKo6XlEejIYlEhdUBVwgCMFSyMRaIPqa0ix3Faq44d2Q5SFIUv4B9YGECIlQ9h4zeYGXAfA7QcydbROffKx8ePGVXacT6twtr6xmaxtFWubO/s7tn7Bx0lEolJGwsmZM9HijDKSVtTzUgvlgRFPiNdf3I19bt3RCoq+K1OYzKM0IjTkGKkjeTZ1YEvWJBG5s7S3Mvoic49u+Y0nBngKnEXpNasfF0WKw/fLc/+GAQCJxHhGjOkVN91Yj3MkNQUM5KXB4kiMcITNCJ9QzmKiBpms/A5PDZKAEMhzeEaztTfGxmKlDIBzWSE9Fgte1PxP6+f6PBimFEeJ5pwPH8oTBjUAk6bgAGVBGuWGoKwpCYrxGMkEdamr7IpwV3+8irpnDbcs4Z749aadTBHCRyCI1AHLjgHTXANWqANMEjBI3gGL9a99WS9Wm/z0YK12KmCP7DefwC1VZhc</latexit>

yi,t
<latexit sha1_base64="Fjig7boA0nvOzq0oaZ+3kAejU4s=">AAAB/HicbVC7TsMwFHXKo6XlEejIYlEhdUBVwgCMFSyMRaIPqa0ix3Faq44d2Q5SFIUv4B9YGECIlQ9h4zeYGXAfA7QcydbROffKx8ePGVXacT6twtr6xmaxtFWubO/s7tn7Bx0lEolJGwsmZM9HijDKSVtTzUgvlgRFPiNdf3I19bt3RCoq+K1OYzKM0IjTkGKkjeTZ1YEvWJBG5s7S3Mvoic49u+Y0nBngKnEXpNasfF0WKw/fLc/+GAQCJxHhGjOkVN91Yj3MkNQUM5KXB4kiMcITNCJ9QzmKiBpms/A5PDZKAEMhzeEaztTfGxmKlDIBzWSE9Fgte1PxP6+f6PBimFEeJ5pwPH8oTBjUAk6bgAGVBGuWGoKwpCYrxGMkEdamr7IpwV3+8irpnDbcs4Z749aadTBHCRyCI1AHLjgHTXANWqANMEjBI3gGL9a99WS9Wm/z0YK12KmCP7DefwC1VZhc</latexit>

yi,t

<latexit sha1_base64="6hhoqQbY59bxTNhFRVi8U0kmhFk=">AAAB/HicbVC7TsMwFHXKo6XlEejIYlEhdUBVwgCMFSyMRaIPqa0ix3Faq44d2Q5SFIUv4B9YGECIlQ9h4zeYGXAfA7QcydbROffKx8ePGVXacT6twtr6xmaxtFWubO/s7tn7Bx0lEolJGwsmZM9HijDKSVtTzUgvlgRFPiNdf3I19bt3RCoq+K1OYzKM0IjTkGKkjeTZ1YEvWJBG5s7S3Mv4ic49u+Y0nBngKnEXpNasfF0WKw/fLc/+GAQCJxHhGjOkVN91Yj3MkNQUM5KXB4kiMcITNCJ9QzmKiBpms/A5PDZKAEMhzeEaztTfGxmKlDIBzWSE9Fgte1PxP6+f6PBimFEeJ5pwPH8oTBjUAk6bgAGVBGuWGoKwpCYrxGMkEdamr7IpwV3+8irpnDbcs4Z749aadTBHCRyCI1AHLjgHTXANWqANMEjBI3gGL9a99WS9Wm/z0YK12KmCP7DefwC8+Jhh</latexit>

yn,t
<latexit sha1_base64="6hhoqQbY59bxTNhFRVi8U0kmhFk=">AAAB/HicbVC7TsMwFHXKo6XlEejIYlEhdUBVwgCMFSyMRaIPqa0ix3Faq44d2Q5SFIUv4B9YGECIlQ9h4zeYGXAfA7QcydbROffKx8ePGVXacT6twtr6xmaxtFWubO/s7tn7Bx0lEolJGwsmZM9HijDKSVtTzUgvlgRFPiNdf3I19bt3RCoq+K1OYzKM0IjTkGKkjeTZ1YEvWJBG5s7S3Mv4ic49u+Y0nBngKnEXpNasfF0WKw/fLc/+GAQCJxHhGjOkVN91Yj3MkNQUM5KXB4kiMcITNCJ9QzmKiBpms/A5PDZKAEMhzeEaztTfGxmKlDIBzWSE9Fgte1PxP6+f6PBimFEeJ5pwPH8oTBjUAk6bgAGVBGuWGoKwpCYrxGMkEdamr7IpwV3+8irpnDbcs4Z749aadTBHCRyCI1AHLjgHTXANWqANMEjBI3gGL9a99WS9Wm/z0YK12KmCP7DefwC8+Jhh</latexit>

yn,t

Fig. 1. Overview of our ensemble framework for private inference.

features of the training datasets. On the other hand, CIS is honest but curios, i.e., it does not

deviate from the protocol, but by using the signals it receives from the clients, it may try to infer

sensitive information about the datasets. Hence, our goal is to limit the leakage to CIS about

the datasets via zt while trying to maximize the inference accuracy.

III. METHODOLOGY

Here, we introduce the modules of our framework gradually, which is summarized in Fig. 1.

A. Ensemble Methods

Having received the query xt, each participating client makes a local prediction. We present

alternative ways of doing this by introducing different classes of models, fi’s. Common to all

of them, let ri,t ∈ Rk be a vector containing classifier scores (beliefs) for each class, where k

is the number of classes and jth element of ri,t, denoted by (ri,t)j , contains the score of client

i for class j. We normalize the sum of the scores in ri,t to 1, i.e., ∥ri,t∥1 = 1, and hence, the

maximum possible score of a class is 1.

Definition 1. ToOneHot(j, l) function outputs an l dimensional one-hot vector for j ≤ l, where

only the jth dimension is 1 and the rest are 0.

Belief summation method sums beliefs of the participating clients for all the classes and the

CIS later selects the class with the highest total score. Thus, it uses the following model for

client i:

fi(xt) = ri,t. (2)
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Majority voting with OAC method allows participating clients to vote for a class and the CIS

later selects the class with highest number of votes. Hence, it uses the following model for client

i:

fi(xt) = ToOneHot

(
argmax

j∈[k]
(ri,t)j, k

)
. (3)

Hence, while belief summation with OAC combines local discriminative scores, majority

voting with OAC combines predicted labels.

B. Ensuring Privacy

Next, we explain how we make our inference procedure privacy-preserving by introducing

some randomness. First, we formally define DP for our ensemble inference task as follows.

Let L and L′ be the sets of local models of the clients, which differ at most in one of the

clients, i.e., L = {fj} ∪ {fi : i ∈ [n] \ j} and L′ = {f ′
j} ∪ {fi : i ∈ [n] \ j} such that fj ̸= f ′

j .

Such L and L′ are called neighboring sets. In our case, since we aim to protect the local models

from CIS, zt can be considered as a randomized function, and the set of local models L or L′

can be considered as its inputs. Hence, all the DP guarantees given in the paper will consider

local-model-level privacy guarantees.

Definition 2. Let M : L → Rk be a randomized algorithm and L and L′ are two possible

neighboring model sets. For ε > 0 and δ ∈ [0, 1), M is called (ε, δ)-DP if

Pr(M(L) ∈ R) ≤ eε Pr(M(L′) ∈ R) + δ, (4)

for all neighboring pairs (L,L′) and ∀ R ⊂ Rk.

To achieve DP guarantees, the output released to an adversary should be randomized. In our

paper, we consider releasing a noisy version of model outputs, fi(xt), for each client with a

Gaussian noise [23]. Note that in OAC, zt already has channel noise, which provides some

degree of privacy guarantees. However, to achieve the desired level of DP, channel noise may

not be large enough and we cannot control or reliably know its variance. Thus, it is not a

reliable source of randomness [22], and we ignore the channel noise while analysing privacy

guarantees. Instead, we have each client add some additional Gaussian noise before releasing

their contributions. Note that ignoring the channel noise in the privacy analysis results in weaker
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privacy guarantees. In reality, the privacy guarantees are slightly better than the ones we obtain in

this work due to channel noise. We generate a noisy version of our model prediction as follows.

gi(xt) = fi(xt) +mi,t, (5)

where mi,t ∼ N (0, σ2
clientIk). One of the main advantages of OAC is that the noise added by

different clients are also aggragated at CIS. Thus, it has a further privacy amplification effect.

We provide the analysis of the privacy guarantees achieved by our framework in Section IV.

This analysis reveals that DP guarantees are directly dependent on the variance of the aggregated

noise at the CIS. Hence, to obtain DP guarantees, independent of the number of participating

clients, each client should add a Gaussian noise with σ2
client = σ2/|Pt|, where σ2 is a constant

depending on the desired DP guarantees and Pt is the set of participating clients. Hence, we

assume that the number of participating clients is known to the other participating clients, but

secret from the CIS.

C. Transmission

We need to make sure that each client’s noisy score gi(xt) is received at CIS at the same

power level. Recall that the channel gain for each client is perfectly known by that client, which

then employs channel inversion to cancel its effect. Thus, each client scales the signal by 1/hi,t.

Note that since a client does not participate the inference if its channel has a low gain, this

scaling does not result in an excessive power usage. The CIS may require a specific power

level for the reception of the signals depending on the available power of the clients. Hence, the

clients further scale their signals with a constant denoted by At, and the transmitted signal is

yi,t =

Atgi(xt)/hi,t, if i ∈ Pt

0, otherwise
(6)

D. Final Decision by CIS

The signal received by the CIS at time t becomes

zt = At

(∑
i∈Pt

mi,t +
∑
i∈Pt

fi(xt)

)
+ nt. (7)

Thus, the variance of total noise received by the CIS at time t is σ2
CIS = σ2

channel + |Pt|A2
tσ

2
client,

i.e., zt ∼ N (0, σ2
CISIk). After receiving zt, CIS multiplies the received signal by 1

At
to recover
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Algorithm 1 Over-the-Air Private Ensemble Inference
Input: Trained client model fi(·) for every client i, CIS model s(·), new sample xt at timestep

t

Output: Index of the decided class

function OTA PRIVATE ENSEMBLE

Let Pt contain each client i with probability p, independently

for each client i ∈ Pt in parallel do

Client i receives xt

Calculate fi(xt) ▷ Client Model

gi(xt) = fi(xt) +N (0, σ2/|Pt|Ik) ▷ Add noise

Transmit Atgi(xt)/hi,t

end for

zt = nt + At

∑
i∈Pt

gi(xt) ▷ Air Sum

CIS receives zt

return s(zt) ▷ CIS Model

end function

the desired signal and applies the argmax function to decide the most probable class. That is,

it applies s(zt) = argmaxj∈[k]
1
At
zt,j.

Algorithm 1 summarizes all the steps introduced in this section.

IV. PRIVACY ANALYSIS

In this section, we provide the privacy analysis of the proposed over-the-air ensembling

scheme. We first analyze the case in which all the clients participate.

Theorem 1. If all the clients participate in the inference, i.e., p = 1, then, Algorithm 1 is

(ε, δ)-DP such that for any ε > 0,

δ = Φ(1/(
√
2σ)− εσ/

√
2)− eεΦ(−1/(

√
2σ)− εσ/

√
2), (8)

where Φ is the CDF of standard normal distribution.

Proof. Our theorem is a special case of the following lemma.
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Lemma 1 (Theorem 8 in [24]). Let f : L → Rk be a function with ||f(L)−f(L′)||2 ≤ C, where

L and L′ are neighboring inputs and ||·||2 is L2 norm. A mechanism M(L) = f(L)+N (0, σ̃2Ik)

is (ε, δ)-DP if and only if

Φ (C/(2σ̃)− εσ̃/C)− eεΦ (−C/(2σ̃)− εσ̃/C) ≤ δ. (9)

To apply Lemma 1 directly in our case, we need to calculate the L2 sensitivity, C, of zt

without any noise, i.e., mi,t = 0,∀i ∈ Pt. We denote this quantity by z̃t. Consider neighboring

sets L and L′. We denote the noiseless vector received by the CIS by z̃t when the set of local

models is L, and by z̃′
t when it is L′. Then,

C = max
z̃t,z̃

′
t

∥z̃t − z̃′
t∥2 = max

z̃tz̃
′
t

(
k∑

j=1

(z̃t,j − z̃′
t,j)

2

)1/2

. (10)

We know that z̃t,j ∈ [0, At],∀j ∈ [k] and ∥z̃t,j∥1 = At. The same also applies to z̃′
t. Hence,

∥z̃t − z̃′
t∥2 is maximized when z̃t and z̃′

t have only one non-zero element, and the indices of

these non-zero elements are different in both vectors. Then, C = maxz̃t,z̃
′
t
∥z̃t − z̃′

t∥2 =
√
2At.

Finally, by substituting C =
√
2At and σ̃ = σAt into (9), we obtain (8).

Next, we present the amplification effect of client sampling on the privacy guarantees.

Theorem 2. If each client independently participate in inference with probability p < 1, then

Algorithm 1 is (ε′, δ′)-DP, where, for any ε′ > 0,

δ′ =
p

1− (1− p)n

(
Φ(1/(

√
2σ) − εσ/

√
2) − eεΦ(−1/(

√
2σ) − εσ/

√
2)
)
, (11)

where ε = log(1 + ((1− (1− p)n)/p)(eε
′ − 1)).

Proof. Without loss of generality, let L and L′ are two neighboring sets of models differing

only in the first client’s model, i.e. it is either f1 or f ′
1. Let us write the output distribution of

Algorithm 1 as mixture distributions. When the model set is L, we have µ = (1−η)µ0+ηµ1 and

when the model set is L′, we have µ′ = (1−η)µ0+ηµ′
1. In these expressions, η is the probability

that client 1 is sampled, µ0 is the probability distribution when client 1 is not sampled, µ1 is the

probability distribution when client 1 is sampled and the model set is L and µ′
1 is the probability

distribution when client 1 is sampled and the model set is L′. Recall that we sample client

models each with probability p from L or L′, and the CIS receives non-zero vectors only when

|Pt| > 0. Hence, η = Pr{Client 1 is sampled | |Pt| > 0}, resulting in η = p/(1− (1− p)n) via

Bayes’ rule.



10

Lemma 2 (Theorem 1 in [25]). A mechanism M is (ε′, δ′)-DP if and only if

sup
L,L′

Dα(M(L)||M(L′)) ≤ δ′, (12)

where α = eε
′

and Dα(µ||µ′) ≜
∫
Z
max{0, dµ(z)− αdµ′(z)}d(z).

Lemma 2 implies that it is enough to bound Dα(µ||µ′) to provide DP guarantees. For this,

we use the relation in Lemma 3, which is called advanced joint convexity of Dα.

Lemma 3 (Theorem 2 in [25]). For α ≥ 1, we have

Dα′ (µ||µ′) = ηDα (µ1||(1− β)µ0 + βµ′
1) (13)

where α′ = 1 + η(α− 1) and β = α′/α.

We further upper bound (13) via convexity:

Dα′ (µ||µ′) ≤ η(1− β)Dα(µ1||µ0) + ηβDα(µ1||µ′
1). (14)

To bound Dα(µ1||µ0), observe that there exist a coupling between µ1 and µ0 as follows. For

µ0, to guarantee |Pt| > 0, let us first sample exactly one client c other than client 1 since we know

that client 1 is not sampled. Then apply Poisson sampling on the remaining set, i.e., [n] \ {c, 1},

to determine the other participating clients. For µ1, assume we have the same realization of

Poisson sampling on [n] \ {c, 1} as in µ0. Further, by definition of µ1, client 1 is also sampled.

Hence, µ1 and µ0 can be seen as output distributions of Algorithm 1 such that the input client

sets differ in only one element. Hence, Dα(µ1||µ0) ≤ δ due to Theorem 1. Similarly, to bound

Dα(µ1, µ
′
1), a coupling exists between µ1 and µ′

1 such that user 1 is sampled and f1 and f ′
1 are

the models in user 1, for µ1 and µ′
1, respectively. To determine the other participating clients, the

same realization of Poisson sampling on [n] \ {1} is applied in both µ1 and µ′
1. Since the input

client sets also differ in one element, in this case, due to Theorem 1, we have Dα(µ1, µ
′
1) ≤ δ.

If we put the bounds for Dα(µ1, µ0) and Dα(µ1, µ
′
1) into (14), we obtain Dα′(µ||µ′) ≤ ηδ,

from which (11) follows. The expression for ε can be directly derived from the expression

α′ = 1 + η(α− 1).

V. SIMULATIONS

A. The Datasets and Experimental Setup

We employ four different datasets to demonstrate the effectiveness of our framework: CIFAR-

10, CIFAR-100, FashionMNIST and IMDB. CIFAR-10 contains 50.000 training images, 10.000
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test images, and 10 target classes [26]. CIFAR-100 contains the same splits except that target

classes are partitioned into 100 subclasses [26]. FashionMNIST has 50.000 training images,

10.000 test images, and 10 target classes [27]. IMDB dataset has 25.000 training texts, 25.000

test texts, and 2 target classes [28]. For all datasets, we use predefined training and test sets,

except that we split 10% of the training set as the validation set and only use the remaining

90% for training.

For image datasets, we use MobileNetV3-Large [29] except we change its final layer to make

it compatible with the target number of classes. Instead of training from scratch, we fine-tune

a pre-trained version [30] of it for 50 epochs. To make sizes of the images compatible to our

network, we interpolate them to 224 × 224 images. Since the network receives three channel

inputs, for each FashionMNIST sample, we feed the same single channel grayscale image to all

input channels. For text datasets, we use DistilBERT-base-uncased [31] model, and again, we

fine-tune a pre-trained model [32] for 3 epochs.

We repeat all the experiments with 5 different random seeds, and report the average results.

We compute and report Macro-F1 scores by averaging per-class F1 scores on the test set. We

randomly split the training data among the clients equally. We consider n = 20 clients with a

participation probability of p = 1.0 and a channel signal-to-noise ratio (SNR) of 10 dB, except

when they are changed gradually in Section V-C.

B. Comparison with the Baselines

In Table I, in terms of their Macro-F1 scores, we compare the proposed OAC-based methods

with the best client model and the ensemble methods with orthogonal transmission. We choose

the model with the highest Macro-F1 score on the same validation set as the best client model. For

fairness, the client having the best model transmits its inference over the k channels. In orthogonal

methods, all the devices transmit their inferences via different channels, i.e., |Pt| × k ∈ O(nk)

channels in total. We observe that, compared to the best client model, ensemble methods

significantly improve the test scores, especially in the private setting. Moreover, while orthogonal

and OAC-based methods perform competitively in the non-private setting, when privacy is

involved, best client model and orthogonal methods perform near-random, and significantly worse

than the OAC-based methods. Note that orthogonal methods use |Pt|×k channels, whereas OAC-

based methods only use k channels; yet, OAC-based methods outperform orthogonal ones in the

private setting.
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TABLE I

COMPARISON WITH THE BASELINES

Privacy Method CIFAR-10 CIFAR-100 FashionMNIST IMDB

ϵ = ∞

Best Client Model 86.37±0.33 44.73±1.60 89.55±0.23 89.31±0.31

Orthogonal Majority Voting 89.97±0.14 62.51±0.74 91.92±0.15 90.59±0.06

Orthogonal Belief Summation 90.09±0.12 63.85±0.60 91.91±0.11 90.64±0.05

Majority Voting with OAC 89.96±0.14 62.55±0.67 91.92±0.13 90.62±0.10

Belief Summation with OAC 90.14±0.16 63.83±0.59 91.91±0.13 90.64±0.07

ϵ = 1

Best Client Model 12.19±0.22 1.20±0.05 12.29±0.30 53.58±0.32

Orthogonal Majority Voting 22.59±0.10 2.41±0.14 23.43±0.55 65.29±0.23

Orthogonal Belief Summation 22.22±0.13 2.22±0.12 23.30±0.55 64.94±0.24

Majority Voting with OAC 81.27±0.10 24.24±0.21 84.18±0.21 89.32±0.07

Belief Summation with OAC 80.13±0.24 20.04±0.24 83.81±0.22 89.15±0.08

Previous studies suggest that ensembling via belief averaging generally performs better than

majority voting [33], [34]. Our non-private results also support this argument as beliefs contain

more information compared to conveying local decisions. However, when ε = 1, majority

voting outperforms belief summation for both orthogonal and OAC-based settings. This can

be explained by the fact that the increasing noise levels result in relatively unreliable beliefs,

since the individual values of beliefs are smaller, and thus more sensitive to the noise added for

privacy.

C. Analysis of Ensembles with OAC for Varying Conditions

Fig. 2 shows the performance of our OAC-based methods on CIFAR-10 dataset for varying

channel SNR, p, and ε values. The left figure shows that the performance of the methods slightly

increases as the channel SNR increases, especially for SNR values below 2 dB. In the right figure,

we observe that higher p improves the performance significantly in the private setting (ε = 1).

Although lower p has a privacy amplification effect which decreases the noise variance required

to attain ε = 1, we observe that its privacy amplification effect is not as significant as the impact

of a fewer client participation on the inference performance. In the non-private setting (ε = ∞),

having higher participation also helps to get higher macro-F1 score, but not as much as in the

private setting. These plots also show that private setting is more sensitive to these varying

conditions for both p and channel SNR.
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Fig. 2. Comparison of ensemble methods with OAC for varying channel SNR (left) and participation probability p (right) on

CIFAR-10 dataset.

VI. CONCLUSION

We have introduced a private edge inference framework with ensembling. We have exploited

OAC for bandwidth-efficient and private wireless edge inference for the first time in the liter-

ature. We have provided DP guarantees exploiting both distributed noise addition and random

participation. We have systematically evaluated the introduced ensemble methods with OAC and

shown that distributed edge inference with OAC performs significantly better than its orthogonal

counterpart while using less resources. We have observed that while transmitting class scores

from each client is more informative as an ensembling method, making and transmitting local

decisions can be more reliable when noise is introduced to guarantee privacy.
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