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#### Abstract

We study the three-dimensional structure of the Milky Way using 65,981 Mira variable stars discovered by the Optical Gravitational Lensing Experiment survey. The spatial distribution of the Mira stars is analyzed with a model containing three barred components that include the X-shaped boxy component in the Galactic center (GC) and an axisymmetric disk. We take into account the distance uncertainties by implementing the Bayesian hierarchical inference method. The distance to the GC is $R_{0}=7.66 \pm 0.01$ (stat.) $\pm 0.39$ (sys.) kpc, while the inclination of the major axis of the bulge to the Sun-GC line of sight is $\theta=20^{\circ} .2 \pm 0^{\circ} .6$ (stat.) $\pm 0.7$ (sys.). We present, for the first time, a detailed three-dimensional map of the Milky Way composed of young and intermediate-age stellar populations. Our analysis provides independent evidence for both the X -shaped bulge component and the flaring disk (being plausibly warped). We provide the complete data set of properties of Miras that were used for calculations in this work. The table includes mean brightness and amplitudes in nine photometric bands (covering a range of wavelengths from 0.5 to $12 \mu \mathrm{~m}$ ), photometric chemical type, estimated extinction, and calculated distance with its uncertainty for each Mira variable. The median distance accuracy to a Mira star is at the level of $6.6 \%$.


Unified Astronomy Thesaurus concepts: Milky Way Galaxy (1054); Galactic bulge (2041); Galactic center (565); Milky Way disk (1050); Galaxy structure (622); Mira variable stars (1066); Pulsating variable stars (1307); Long period variable stars (935); Asymptotic giant branch stars (2100); Astronomy databases (83); Catalogs (205); Sky surveys (1464)
Supporting material: machine-readable table

## 1. Introduction

The exploration of our backyard, the Milky Way, is hampered by the unfortunate location of the solar system in the plane of the Galactic disk (GD) and line-of-sight dependent extinction toward the center of the Galaxy. The first serious scientific attempt to map the shape of the Milky Way was made in 1785 by William Herschel, who counted stars in different regions of the visible sky (Herschel 1785; Timberlake 2011). At that time, it was assumed that stars are uniformly distributed in the Galaxy, there are no stars beyond the boundaries of the Milky Way, and the Sun is located near the center of the Galaxy. William's son, John Herschel, continued his father's work and stated that the central part of the Galaxy is surrounded by stars clustered in twisting arms, a shape that he could not define. The question of whether the Milky Way has a spiral structure arose when William Parsons discovered the spiral arms in M51 (the Whirlpool Galaxy) in 1845. The first drawing of the Milky Way as a spiral-shaped structure was presented in 1900 by Cornelis Easton.

In 1904, Jacobus Kapteyn, while studying the proper motions of nearby stars, noticed that these were not random. Kapteyn reported that stars could be divided into two streams that move in opposite directions. This was the first (but unconscious) evidence of the rotation of the Milky Way. At the time, the accepted view on the structure of the Galaxy was that

[^0]it was a lens-shaped system of stars with the Sun near its middle and a diameter of about 3 kpc (Gingerich 1999).

It was not until the work of Harlow Shapley that he reached a milestone in studies of the structure of the Milky Way. He calibrated the newly discovered period-luminosity relation (PLR) for Cepheids in the Small Magellanic Cloud (Leavitt \& Pickering 1912) and used it to determine distances to 69 Galactic globular clusters (Shapley 1918a, 1918b, 1918c). These distances significantly exceed any cosmic distances measured so far, and Shapley's analysis ended with the estimation of the realistic size of the Galaxy and the conclusion that the Sun does not lie close to its center.

Despite all the difficulties and challenges, the structure of the Milky Way has been extensively studied using various tracers. Burton (1988) and Nakanishi \& Sofue (2003) used neutral gas, while Dame et al. (2001), Nakanishi \& Sofue (2006), and Palla et al. (2020) applied molecular gas for these studies. The other authors based their research on, e.g., star-forming regions (Burns et al. 2014; Reid et al. 2014), red clump stars (Stanek et al. 1994, 1997; Weiland et al. 1994; Lopez-Corredoira et al. 1997; McWilliam \& Zoccali 2010; Nataf et al. 2010; Wegg \& Gerhard 2013; López-Corredoira et al. 2019; Wang et al. 2020), halo and local metal-poor stars (Carollo et al. 2007; Sato \& Chiba 2022), K-type giants (Tian et al. 2020), or, finally, pulsating stars of different types.
The latter tracers, pulsating stars, thanks to well-defined PLRs, are used as distance indicators in different stellar environments. Large-scale variability surveys such as the Optical Gravitational Lensing Experiment (OGLE; Udalski et al. 2015), the All-Sky Automated Survey for Supernovae
(ASAS-SN; Shappee et al. 2014), the VISTA Variables in The Via Lactea (VVV; Minniti et al. 2010), the Zwicky Transient Facility (ZTF; Bellm et al. 2019), or Gaia (Gaia Collaboration et al. 2016, 2018) play first fiddle in this area of interests, as they allow us to discover thousands of pulsating stars, which enable us to directly study the three-dimensional structure of the Milky Way and other galaxies.
The rich sample of RR Lyrae-type stars is commonly used to study the Galactic bulge (BLG; Pietrukowicz et al. 2015, 2020; Kunder et al. 2020; Savino et al. 2020; Semczuk et al. 2022a), while spiral arms and GD are studied using young starsclassical Cepheids (Chen et al. 2019; Mróz et al. 2019; Skowron et al. 2019a, 2019b). Past research showed that Mira variables, thanks to their wide range of ages, abundance throughout the Milky Way, and relatively easy detection, can be used to study the structure of the BLG, as well as the spiral arms (Feast et al. 1980; Glass \& Feast 1982; Groenewegen \& Blommaert 2005; Matsunaga et al. 2005, 2009; Catchpole et al. 2016; López-Corredoira 2017; Grady et al. 2020; Urago et al. 2020; Sanders et al. 2022; Semczuk et al. 2022b).
The Mira-type stars have been studied for centuries, and they are a well-known subgroup of long-period variables (LPVs). They are asymptotic giant branch (AGB) stars pulsating in the fundamental mode, with pulsation periods ranging from about 80 days to over 1000 days (Iwanek et al. 2022). Miras have large bolometric luminosities (of $100-10,000 L_{\odot}$ ) and a large brightness amplitude (above 0.8 mag in the $I$ band; Soszyński et al. 2009, 2013; Iwanek et al. 2022) that decreases with increasing wavelength (Ita et al. 2021; Iwanek et al. 2021b).

Mira-type variables (like other LPVs) can be divided into oxygen-rich (O-rich; those containing molecules such as $\mathrm{H}_{2} \mathrm{O}$, TiO , or SiO ) and carbon-rich (C-rich; those containing molecules $\mathrm{C}_{2}$ or CN ) based on their surface chemical compositions and the C/O ratio (Soszyński et al. 2005, 2009; Riebel et al. 2010). The abundance of both types in galaxies depends on the metallicity of the environment (Molina et al. 2019). In the Milky Way, it is expected to observe mostly O-rich Miras, with only a small number of C-rich ones (Whitelock et al. 2006; Matsunaga et al. 2017). This ratio is reversed for lower-metallicity galaxies, where C-rich Miras predominate (e.g., in the Magellanic Clouds; Soszyński et al. 2009).

Almost a century of research on the Mira PLRs (Gerasimovic 1928; Wilson \& Merrill 1942; Glass \& Evans 1981; Feast et al. 1989; Wood 2000; Whitelock et al. 2008; Riebel et al. 2010; Ita \& Matsunaga 2011; Yuan et al. 2017a, 2017b, 2018; Bhardwaj et al. 2019; Iwanek et al. 2021a) showed that these stars are attractive distance indicators. Recently, Iwanek et al. (2021b) reported that the scatter of Miras PLRs decreases with the increasing wavelength. Observations at longer wavelengths also reduce the influence of interstellar extinction on stellar light. Therefore, using mid-infrared (mid-IR) PLRs makes Miras extremely valuable tracers of the Milky Way structure.
In this paper, we combine the recently discovered 66,000 Miras in the BLG and GD fields (Iwanek et al. 2022) based on the OGLE observations, with mid-IR observations of these objects obtained by the Wide Field Infrared Survey Explorer (WISE; Wright et al. 2010) and Spitzer (Werner et al. 2004) space telescopes, and with the most accurate to date mid-IR PLRs for Miras (Iwanek et al. 2021a) to derive the precise distance to each Mira star and study in detail the threedimensional structure of the Milky Way.

The paper is organized as follows. In Section 2, we briefly describe the sample of Miras and mid-IR data from space telescopes. Section 3 is devoted to a description of the measurement of mean brightness and amplitudes in the mid-IR bands, as well as the method of interstellar extinction correction. The distance measurement method is presented in Section 4, while in Section 5 we discuss the division of Miras into O- and C-rich types. In Section 6, we describe the Galactic bar model, the sample selection used for modeling, and the fitting procedure of the model to this sample of Miras. In this section, we also explore potential biases of the fitting method and possible systematic errors that could affect the final solution. The final results are discussed in Section 7, while in Section 8 we conclude the paper.

## 2. Data

### 2.1. Sample of Miras

In this study, we used 65,981 Miras discovered in the Milky Way based on the third (OGLE-III; Udalski 2003; Pietrukowicz et al. 2013; Soszyński et al. 2013) and the fourth (OGLE-IV; Udalski et al. 2015; Iwanek et al. 2022) phases of the OGLE project. The recently published collection of Mira-type variables (Iwanek et al. 2022) contains 40,356 stars from BLG fields and 25,625 Miras discovered in GD fields. The authors provided light curves in the $I$ and $V$ bands from the Johnson-Cousins photometric system collected from 1996 December to 2020 March. The collection covers $\sim 3000 \mathrm{deg}^{2}$ of the sky. A full description of the Mira collection can be found in Iwanek et al. (2022). The catalog containing equatorial coordinates, pulsation periods, I-band brightness amplitudes, mean magnitudes in $V$ and $I$ bands, light curves, and finding charts is publicly available and can be accessed through the OGLE Internet Archive. ${ }^{3}$

### 2.2. Mid-IR Data

Mid-IR observations are important in studies of environments strongly obscured by interstellar matter, as the influence of interstellar extinction decreases with the increasing wavelength. Both studied regions of the Galaxy (BLG and GD) are obscured by a significant amount of dust that absorbs stellar light. Therefore, extinction in the Milky Way could change significantly in a small angular range. Another asset of mid-IR observations is the fact that the amplitudes of the Mira brightness variation decrease with increasing wavelength, which has been thoroughly investigated and explained in Iwanek et al. (2021b). Therefore, the use of mid-IR data minimizes the uncertainty associated with determining mean brightness, even for poorly covered targets. A detailed discussion on the mean brightness determination of the Miras analyzed in the mid-IR bands is presented in Section 3.1.

### 2.2.1. WISE Data

WISE (Wright et al. 2010) is a 40 cm diameter infrared space telescope that observed the sky in four bands: W1 ( $\lambda_{\text {eff }}=$ $3.4 \mu \mathrm{~m})$, W2 $\left(\lambda_{\text {eff }}=4.6 \mu \mathrm{~m}\right)$, W3 $\left(\lambda_{\text {eff }}=12 \mu \mathrm{~m}\right)$, and W4 $\left(\lambda_{\text {eff }}=22 \mu \mathrm{~m}\right)$. The main mission of the WISE telescope was completed in 2010, while at the beginning of 2011 due to the depletion of the solid hydrogen cryostat, the telescope was

[^1]

Figure 1. Distributions of $\chi_{\mathrm{PSF}}^{2} /$ dof from fitting the point-spread function to images collected during WISE observations. In the first step of cleaning the WISE light curves from the low-quality measurements, data points with the value of $\chi_{\mathrm{PSF}}^{2} /$ dof from the gray area were removed.
placed into hibernation mode. Since then, the observations in W3 and W4 bands have ended; however, the observations in the W1 and W2 bands were resumed as a Near-Earth Object WISE Reactivation Mission (NEOWISE-R; Mainzer et al. 2011,2014 ) and continue to this day.

We crossmatched the sample of the Milky Way Miras detected by OGLE (Iwanek et al. 2022) with the AllWISE Multiepoch Photometry Table (data collected before the telescope hibernation; WISE Team 2020), ${ }^{4}$ and with the NEOWISE-R Single Exposure (L1b) Source Table (NEOWISE Team 2020) using NASA/IPAC Infrared Science Archive. ${ }^{5}$ Our previous work on Mira variability in the mid-IR bands (Iwanek et al. 2021b) showed two important characteristics of the WISE data:

1. Internal scatter of the light curves collected before the telescope hibernation (AllWISE) is larger than scatter of light curves collected during NEOWISE-R. Moreover, the time span of the NEOWISE-R light curves is much longer.
2. During the spectral energy distribution (SED) analyses, it turned out that most measurements in the W4 band significantly deviate from the model, which makes it an outlier. Furthermore, studies on PLR in this band showed that W4 measurements are not reliable (Iwanek et al. 2021a) and should not be used.

Due to the abovementioned reasons, in this analysis we used the light curves in the W1 and W2 bands from NEOWISE-R only, while from the AllWISE table we used the W3 light curves.

We searched the AllWISE and NEOWISE-R tables for objects within $1^{\prime \prime}$ around Mira positions. We downloaded all available measurements in the W1, W2, and W3 bands. In the NEOWISE-R data, we found counterparts to 65,562 and 63,661 Miras (out of 65,981 ) in the W1 and W2 bands, respectively, while in the AllWISE table, we found counterparts to 59,936 Miras.

Each WISE measurement from both the AllWISE and NEOWISE-R tables can be examined for quality using the reduced $\chi_{\mathrm{PSF}}^{2}$, which is calculated by the fitting of the pointspread function (PSF) to objects detected in the collected images. We used a similar procedure as described in Iwanek et al. (2021b), and we cleaned the WISE light curves from the lowquality points assuming that good-quality measurements in the W1 and W2 bands had $\chi_{\text {PSF }}^{2} /$ dof $<10 \times \chi_{\text {PSF,max }}^{2} /$ dof, while W3 best-quality measurements had $\chi_{\mathrm{PSF}}^{2} /$ dof $<5 \times$ $\chi_{\text {PSF, max }}^{2} /$ dof, where $\chi_{\text {PSF, max }}^{2} /$ dof is the mode of the $\chi_{\text {PSF }}^{2} /$ dof distributions, separately for each WISE band. The

[^2]$\chi_{\mathrm{PSF}}^{2} /$ dof distributions are presented in Figure 1. As a result, we rejected $24.42 \%, 37.03 \%$, and $19.21 \%$ observations in the W1, W2, and W3 bands, respectively.

The WISE telescope observes a given field for a short time (called a "batch;" typically 2 days) and returns to the field half a year later. A single batch typically contains several dozen measurements, but for slowly varying Miras, each batch should be treated as a single epoch. The densely covered WISE light curves (in the W1 and W2 bands) contained up to 13 such epochs, while the W3 light curves had a maximum of two epochs. Throughout the paper, we use distinct terms: "epochs" and "measurements/data points" regarding the WISE data. We use "epochs" to refer to the batches of observations described above, while we use "measurements/data points" to refer to the individual measurements that make up the "epochs." The maximum and the median number of data points per light curve were 360,368 , and 144 and 115,125 , and 12 , for W1, W2, and W3, respectively. The first observations in the NEOWISE-R light curves were taken in 2013 December 13, while the newest observations come from 2020 December 11. Data in the AllWISE database were collected between 2010 January 6 and 2010 August 5.

### 2.2.2. Spitzer Data

The Spitzer Space Telescope was an 85 cm diameter telescope with three infrared instruments on board: Infrared Spectrograph (IRS), Multiband Imaging Photometry for Spitzer (MIPS), and Infrared Array Camera (IRAC; Werner et al. 2004). The latter instrument, IRAC, was equipped with four channels: [3.6] $\left(\lambda_{\text {eff }}=3.6 \mu \mathrm{~m}\right)$, [4.5] $\left(\lambda_{\text {eff }}=4.5 \mu \mathrm{~m}\right)$, [5.8] $\left(\lambda_{\text {eff }}=5.8 \mu \mathrm{~m}\right)$, and [8.0] $\left(\lambda_{\text {eff }}=8.0 \mu \mathrm{~m}\right)$. In this paper, we used channels [3.6], [4.5], [5.8], and [8.0], later also referred to as $I 1, I 2, I 3$, and $I 4$. Most of the Milky Way observations were carried out during the Galactic Legacy Infrared Mid-Plane Survey Extraordinaire (GLIMPSE; Benjamin et al. 2003; Churchwell et al. 2009).

We searched the databases: GLIMPSE I (GLIMPSE Team 2020a), GLIMPSE II (GLIMPSE Team 2020b), GLIMPSE 3D (Churchwell et al. 2009; GLIMPSE Team 2020c), GLIMPSE 360 (Whitney et al. 2008; GLIMPSE Team 2020d), VelaCarina (Zasowski et al. 2009; GLIMPSE Team 2020e), Deep GLIMPSE (Whitney et al. 2011; GLIMPSE Team 2020f), Spitzer Mapping of the Outer Galaxy (SMOG; Carey et al. 2008; GLIMPSE Team 2020g), and a Spitzer Legacy Survey of the Cygnus-X Complex (Cygnus-X; Hora et al. 2007; GLIMPSE Team 2020h) for objects within $1^{\prime \prime}$ around Mira positions using the NASA/IPAC Infrared Science Archive. ${ }^{6}$ In total, we found counterparts to $15,741,18,005,25,595$, and

[^3]24,867 Miras in the $I 1, I 2, I 3$, and $I 4$ bands, respectively. Most Spitzer light curves have one or two measurements. A few dozen Miras had four observations per light curve in each band. The observation time stamps are not provided in the aforementioned databases. Due to the small number of observations per star, we did not remove any outlying measurements.

## 3. Mean Brightness and Extinction

The main aim of this paper is to measure the distance to each detected Mira star and study the three-dimensional structure of our Galaxy. Therefore, first, we calculated the mean brightness in various bands and tried to evaluate the extinction toward every individual star.

### 3.1. Mean Brightness and Amplitudes in Mid-IR Bands

The method of measuring the mean magnitude was straightforward and assumed that the mean brightness was represented by the weighted mean with the weight of each data point taken as an inverse square of the uncertainty reported by the survey $\left(\sigma_{i}^{-2}\right)$. We searched the light curves for outlying measurements that deviated more than $3 \sigma$ from the median, and we removed such measurements. The mean brightness was estimated in the flux scale and then transformed to the magnitude scale. The final mean brightness for each Mira star is referred to as $m_{\lambda}$ throughout the paper, where $\lambda$ indicates each mid-IR band. When we write about the color index, for example ( $\mathrm{W} 1-\mathrm{W} 2$ ), we mean the difference between mean magnitudes, i.e., $\left(m_{\mathrm{W} 1}-m_{\mathrm{W} 2}\right)$.

The most accurate measurement of mean brightness would be achieved by making pulsating light-curve templates based on the phase of the optical light curves from the OGLE survey and fitting them at each measured epoch of the WISE and Spitzer data, as was done for Miras in the Large Magellanic Cloud (LMC; Iwanek et al. 2021b). In the case of the Galactic Miras, this approach is not possible because of two reasons: most Mira-type variables do not have light curves covered well enough to make reliable and accurate templates, and Spitzer observations time stamp are not available, so it is not even possible to determine in what phase of pulsation the observations were made. Therefore, it is extremely important to carefully assign proper uncertainties to the mean brightness calculated in this approximate fashion, as later these uncertainties will be propagated to the final distance uncertainties.

We calculated brightness amplitude using the relations between the variability amplitude ratio and the wavelength obtained by (Iwanek et al. 2021b, see Figure 2 and Table 1 therein). These relations allow us to estimate the amplitude in any photometric band, knowing the amplitude in the OGLE $I$ band, separately for O-rich and C-rich Miras. The OGLE Iband amplitude for each Mira star was taken from the OGLE Miras catalog (Iwanek et al. 2022). Furthermore, for Miras without any measurements in the OGLE $V$ band, we estimated the $V$-band brightness variability amplitude using the same relation. The division of Galactic Miras into O-rich and C-rich is discussed in detail in Section 5.

A subset of stars had enough measurements in the two WISE bands (W1 and W2) that the direct measurement of the brightness amplitude was possible. If the WISE light curve had more data points than the OGLE one, we used the direct measurement from the WISE light curve, instead of rescaling
the optical amplitude. For such light curves, we calculated brightness amplitude as the difference between the 95th and 5th percentiles of the brightness distribution, calculated after a $3 \sigma$ clipping procedure, and we divided this difference by 0.9 , i.e., the range between those two percentiles.

When determining the mean brightness uncertainties, we took into account two factors: the standard error of the weighted mean calculated from the weights $\left(\sum_{i} \sigma_{i}^{-2}\right)^{-1 / 2}$ and the expected rms scatter of brightness caused by pulsations, and we combined them in the quadrature. Assuming that mid-IR light curves are nearly sinusoidal, we estimated W1, W2, and W3 rms scatter as 0.7 of the brightness variability amplitude divided by the square root of the number of epochs in the analyzed light curve. In the case of the Spitzer data, we estimated the rms scatter as 0.7 of the brightness variability amplitude in the case of only one measurement or as 0.5 of the brightness variability amplitude for two or more data points. The final mean brightness uncertainty for each Mira star is referred to as $\sigma_{\lambda}$ throughout the paper, where $\lambda$ indicates each mid-IR band.

### 3.2. Correction for the Interstellar Extinction

The interstellar extinction in the Milky Way, caused by irregularly distributed clouds of dust and gas, is highly line-ofsight dependent. The strongest interstellar extinction is observed toward the BLG and near the Galactic plane. The influence of interstellar extinction on stellar light is the strongest in the optical bands and weakens with wavelength to be much smaller in the infrared bands.

We derived the interstellar extinction using the threedimensional map "mwdust" ${ }^{7}$ (Bovy et al. 2016), which provides a value in a given direction in the Galactic coordinates $(l, b)$, for the distance $d$ from the Sun and in many bands (in our case, we chose the $K_{s}$ band). The "mwdust" code combined several interstellar extinction maps, i.e., Drimmel et al. (2003), Marshall et al. (2006), and Green et al. (2019). Skowron et al. (2019a) tested $A_{K s}$ extinction obtained with the "mwdust" code against extinction obtained using mid-IR photometry and $K_{s}$ photometry from the VISTA Variables in the Via Lactea (Saito et al. 2012) survey data for 273 Galactic Cepheids. The authors conclude that due to the strong dependence of the accuracy of the extinction determination on the individual star's $K_{s}$ photometry, the use of "mwdust" extinction yields more reliable and homogeneous results. We follow their approach and use "mwdust" $A_{K s}$ extinction estimation to correct the midIR brightness. The $A_{K s}$ values were transformed into extinctions $A_{\lambda}$ in the mid-IR bands using the mid-IR extinction curve based on the results from the Apache Point Observatory Galactic Evolution Experiment (APOGEE) survey (Xue et al. 2016): $A_{\mathrm{W} 1} / A_{K s}=0.591, A_{\mathrm{W} 2} / A_{K s}=0.463, A_{\mathrm{W} 3} / A_{K s}=0.537$, $A_{I 1} / A_{K s}=0.553, \quad A_{I 2} / A_{K s}=0.461, \quad A_{I 3} / A_{K s}=0.389, \quad$ and $A_{I 4} / A_{K s}=0.463$.

## 4. Distances to Individual Miras

The distance $d_{\lambda}$ in a given band $\lambda$ can be calculated using the following relation:

$$
\begin{equation*}
d_{\lambda}=10^{0.2 \mu_{\lambda, 0}+1}(\mathrm{pc}) \tag{1}
\end{equation*}
$$

where $\mu_{\lambda, 0}$ is the extinction-corrected distance modulus given by the equation

$$
\begin{equation*}
\mu_{\lambda, 0}=m_{\lambda}-M_{\lambda}-A_{\lambda}(\mathrm{mag}) \tag{2}
\end{equation*}
$$

[^4]where $m_{\lambda}$ is the mean (observed) brightness calculated as described in Section 3.1, $M_{\lambda}$ is the absolute magnitude, and $A_{\lambda}$ is the extinction in a given mid-IR band, calculated from $A_{K s}$ band as described in Section 3.2.

Absolute magnitudes $M_{\lambda}$ in each WISE and Spitzer band can be calculated separately for O-rich and C-rich Miras using PLRs obtained for the LMC Miras (Iwanek et al. 2021a). These PLRs are the most accurate to date and allow for the measurement of distances with precision at the level of 5\% for O-rich Miras and $12 \%$ for C-rich Miras. Before the distance calculation, we divided the Miras into O - and C-rich. A detailed description of this procedure can be found in Section 5. For O-rich Miras, we used PLRs in quadratic forms, as presented in Iwanek et al. (2021a). The uncertainties of the distance moduli $\sigma_{\mu_{\lambda, 0}}$ were calculated using the mean brightness uncertainties $\sigma_{\lambda}$ and the PLR scatter (Iwanek et al. 2021a) combined in the quadrature.

The distance to each Mira star can be measured separately for each available WISE and Spitzer band (in total, up to seven measurements per star). The estimation of the interstellar extinction from the "mwdust" model depends on the distance to the given target. Therefore, we measured the distance and the extinction for each band iteratively. In the first iteration, we calculated the distance modulus in each band, assuming no extinction. Then we calculated the weighted mean distance modulus while at the same time removing the distance modulus that deviated more than $3 \sigma$ from the mean. As weights, we took an inverse square of the uncertainties of the distance moduli $\left(\sigma_{\mu_{\lambda, 0}}^{-2}\right)$. From the resulting mean distance modulus we calculated distance $d$; thus, we could estimate extinction $A_{K s}$ from "mwdust" and transform it to the extinction in each of the mid-IR bands as described in Section 3.2. In the second and several subsequent iterations, we calculated the distance moduli $\mu_{\lambda, 0}$ again, taking into account extinction values from the previous iteration. In each iteration, we calculated the weighted mean distance modulus and the updated distance $d$. After a few iterations, both the distance and the extinction converge. Then, we obtained the final distance $d$ and its uncertainty given as

$$
\begin{equation*}
\sigma_{d}=d \times \ln (10) \times 0.2 \sigma_{\mu} \tag{3}
\end{equation*}
$$

where $\sigma_{\mu}$ is the standard error of the weighted distance modulus $\mu$ calculated from the weights, i.e., $\left(\sum_{i} \sigma_{\mu_{\lambda, 0}}^{-2}\right)^{-1 / 2}$. In Table 1, we present all parameters derived in this paper of 65,981 Mira variables from the catalog by Iwanek et al. (2022). This table is also available through the OGLE website and Zenodo at doi:10.5281/zenodo.7472598. ${ }^{8}$

The saturation limits for Spitzer bands are 6.0, 5.5, 3.0, and 3.0 mag for the $I 1, I 2, I 3$, and $I 4$ bands, respectively. The WISE detectors saturate below 8.0, 7.0, and 3.8 mag for the W1, W2, and W3 bands, respectively. However, the WISE profile-fitting photometry allows us to extract reliable measurements for saturated sources using nonsaturated wings of their profiles. As a result, the NEOWISE-R and AllWISE databases contain useful information for sources up to brightnesses of $\mathrm{W} 1=2 \mathrm{mag}$, $\mathrm{W} 2=0 \mathrm{mag}$, and $\mathrm{W} 3=-3 \mathrm{mag} .{ }^{9}$ All of our Miras are fainter than the abovementioned saturation limits. However, to avoid contaminating distance measurements with perhaps inaccurately measured brightness during the profile-fitting photometry

[^5]using nonsaturated wings, we removed from the distance calculations W1, W2, and W3 measurements brighter than 4, 3, and 0 mag , respectively. This was the case for 2172 Miras. We marked these measurements as missing with a -99.999 value in Table 1.

We measured distances to 65,385 (out of 65,981 ) Miras. Most stars $(59,902)$ have distances measured with accuracy better than $10 \%$. The median distance accuracy is at a level of $6.6 \%$.

## 5. Division into O-rich and C-rich Miras

Miras (like other AGB stars) can be divided into O - and C-rich types. In the LMC, Soszyński et al. $(2005,2009)$ separated O-rich and C-rich LPVs using optical and near-infrared Wesenheit indices. However, the analysis of LPVs toward the BLG showed that this method cannot be used for Milky Way stars due to the considerable depth of the bulge along the line of sight (Soszyński et al. 2013). Recently, we found that such a division can be made based on the mid-IR color index and the pulsation period of stars (Iwanek et al. 2021a).

In Figure 2 (left), we show $(\mathrm{W} 1-\mathrm{W} 2)_{0}-\log P$ plane for the LMC Miras. We used dereddened mid-IR brightness and periods from Iwanek et al. (2021a) and the O/C classification made by Soszyński et al. (2009). It is clearly seen that C-rich Miras have redder colors $(\mathrm{W} 1-\mathrm{W} 2)_{0}$ than O-rich ones, the spread of the O-rich Miras colors is much smaller, and they clump between $(\mathrm{W} 1-\mathrm{W} 2)_{0}=0 \mathrm{mag}$ and $(\mathrm{W} 1-\mathrm{W} 2)_{0}=0.5$ mag. There is a partial overlap between both populations.

We constructed a similar plot (Figure 2, right) for the Milky Way Miras using pulsation periods from Iwanek et al. (2022) and mid-IR mean brightness measured in this paper (see Section 3.1). We noticed that similar deflection toward the redder colors of some Miras is present in the Milky Way, with a comparable clump consisting of a much larger number of stars around $(\mathrm{W} 1-\mathrm{W} 2)=0$. Therefore, we used the $(\mathrm{W} 1-\mathrm{W} 2)_{0}$ versus $\log P$ plane to divide Milky Way Miras into O- and C-rich.

We used 63,577 Miras that have a mid-IR mean brightness in both W1 and W2 WISE bands. The O/C division was performed in two separate iterations. In the first iteration, we assumed that the extinction toward each star was absent. We fitted the Gaussian Mixture Model (GMM) with three components to the (W1-W2) distribution.

We searched the parameter space using the Markov Chain Monte Carlo (MCMC) and Python library emcee ${ }^{10}$ (ForemanMackey et al. 2013). The O-rich Mira distribution is characterized by two components of the GMM, while the C-rich Mira distribution is characterized by one component. We found a first approximation of the intercept point of these groups is at $(\mathrm{W} 1-\mathrm{W} 2)=1.046 \mathrm{mag}$ and assumed this as a classification boundary between O-rich and C-rich stars before the next steps (i.e., stars with $(\mathrm{W} 1-\mathrm{W} 2)<1.046 \mathrm{mag}$ are O-rich).

During the second iteration, we iteratively calculated the distance and extinction toward each Mira star as described in Sections 3.2 and 4 , taking into account the Mira type from the previous iteration to choose an appropriate PLR for obtaining absolute brightness. Then we calculated the final extinctioncorrected mean brightness in the W1 and W2 bands and the dereddened color index $(\mathrm{W} 1-\mathrm{W} 2)_{0}$. We repeated the fitting procedure from the previous iteration and found the dereddened

[^6]Table 1
Mean Magnitudes, Distances, Extinction Values, and Photometric Chemical Types for 65,981 Galactic Miras

| ID | $\begin{gathered} P \\ \text { (days) } \end{gathered}$ | R.A. | Decl. | $\begin{gathered} l \\ (\mathrm{deg}) \end{gathered}$ | $\begin{gathered} \hline \hline b \\ (\mathrm{deg}) \end{gathered}$ | Loc. | Type | $\begin{gathered} m_{I} \\ (\mathrm{mag}) \end{gathered}$ | $\begin{gathered} m_{I 4} \\ (\mathrm{mag}) \end{gathered}$ | $\begin{gathered} \sigma_{I 4} \\ (\mathrm{mag}) \end{gathered}$ | $\begin{aligned} & \Delta m_{I 4} \\ & (\mathrm{mag}) \end{aligned}$ | $\begin{gathered} A_{K s} \\ (\mathrm{mag}) \end{gathered}$ | $\begin{gathered} d \\ (\mathrm{pc}) \end{gathered}$ | $\begin{gathered} \sigma_{d} \\ (\mathrm{pc}) \end{gathered}$ | $\begin{gathered} \mu \\ (\mathrm{mag}) \end{gathered}$ | $\begin{gathered} \sigma_{\mu} \\ (\mathrm{mag}) \end{gathered}$ | $n$ | Mask |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { OGLE-BLG- } \\ & \text { LPV- } \\ & 000009 \end{aligned}$ | 275.30 | $17^{\mathrm{h}} 05^{\mathrm{m}} 28^{\mathrm{s}} .47$ | $\begin{gathered} -32^{\circ} \\ 44^{\prime} \\ 22^{\prime \prime} 4 \end{gathered}$ | 352.019277 | 5.008994 | BLG | O | 13.008 | -99.999 | -99.999 | -99.999 | 0.165 | 13473 | 815 | 15.647 | 0.131 | 3 | $-99.999$ |
| $\begin{aligned} & \text { OGLE-BLG- } \\ & \text { LPV- } \\ & 000018 \end{aligned}$ | 363.90 | $17 \mathrm{~h}^{\mathrm{h}} 5^{\mathrm{m}} 37 \mathrm{~s} .00$ | $\begin{gathered} -33^{\circ} \\ 02^{\prime} \\ 36^{\prime \prime} 6 \end{gathered}$ | 351.793338 | 4.802601 | BLG | O | 13.568 | -99.999 | -99.999 | -99.999 | 0.198 | 8658 | 545 | 14.687 | 0.137 | 3 | 1 |
| $\begin{aligned} & \text { OGLE-BLG- } \\ & \text { LPV- } \\ & 000024 \end{aligned}$ | 245.70 | $17^{\mathrm{h}} 05^{\mathrm{m}} 43 . \mathrm{s} .89$ | $\begin{gathered} -33^{\circ} \\ 02^{\prime} \\ 32^{\prime \prime} 6 \end{gathered}$ | 351.808730 | 4.784023 | BLG | O | 12.718 | -99.999 | -99.999 | -99.999 | 0.198 | 11759 | 603 | 15.352 | 0.111 | 3 | 1 |
| $\begin{aligned} & \text { OGLE-BLG- } \\ & \text { LPV- } \\ & 000028 \end{aligned}$ | 386.80 | $17^{\mathrm{h}} 05^{\mathrm{m}} 52 . \mathrm{s} .29$ | $\begin{gathered} -32^{\circ} \\ 39^{\prime} \\ 49!4 \end{gathered}$ | 352.130480 | 4.987692 | BLG | O | 12.868 | -99.999 | -99.999 | -99.999 | 0.165 | 8224 | 440 | 14.575 | 0.116 | 3 | 1 |
| OGLE-BLG- <br> LPV- <br> 000030 | 172.01 | $17^{\mathrm{h}} 05^{\mathrm{m}} 55^{\mathrm{s}} .21$ | $\begin{gathered} -32^{\circ} \\ 50^{\prime} \\ 244^{\prime \prime} 6 \end{gathered}$ | 351.994917 | 4.873692 | BLG | O | 12.133 | -99.999 | -99.999 | -99.999 | 0.165 | 10681 | 726 | 15.143 | 0.148 | 3 | 1 |
| $\begin{aligned} & \text { OGLE-BLG- } \\ & \text { LPV- } \\ & 000092 \end{aligned}$ | 348.10 | $17^{\mathrm{h}} 07^{\mathrm{m}} 36^{\mathrm{s}} .82$ | $\begin{gathered} -32^{\circ} \\ 48^{\prime} \\ 40!3 \end{gathered}$ | 352.231693 | 4.605862 | BLG | O | 12.980 | -99.999 | -99.999 | -99.999 | 0.216 | 12952 | 943 | 15.562 | 0.158 | 3 | -99.999 |
| $\begin{aligned} & \text { OGLE-BLG- } \\ & \text { LPV- } \\ & 000106 \end{aligned}$ | 363.10 | $17^{\mathrm{h}} 07^{\mathrm{m}} 44{ }^{\text {s }} .70$ | $\begin{gathered} -32^{\circ} \\ 30^{\prime} \\ 20^{\prime \prime} 8 \end{gathered}$ | 352.494298 | 4.765683 | BLG | O | 13.051 | -99.999 | -99.999 | -99.999 | 0.193 | 12486 | 1049 | 15.482 | 0.182 | 3 | -99.999 |
| $\begin{aligned} & \text { OGLE-BLG- } \\ & \text { LPV- } \\ & 000113 \end{aligned}$ | 342.10 | $17^{\mathrm{h}} 07^{\mathrm{m}} 50.52$ | $\begin{gathered} -32^{\circ} \\ 43^{\prime} \\ 04^{\prime \prime} 1 \end{gathered}$ | 352.335630 | 4.622973 | BLG | O | 13.315 | -99.999 | -99.999 | -99.999 | 0.216 | 7693 | 490 | 14.431 | 0.138 | 3 | 1 |
| $\begin{aligned} & \text { OGLE-BLG- } \\ & \text { LPV- } \\ & 000142 \end{aligned}$ | 268.10 | $17^{\mathrm{h}} 08^{\mathrm{m}} 39{ }^{\text {s }} 85$ | $\begin{gathered} -32^{\circ} \\ 58^{\prime} \\ 09!! \end{gathered}$ | 352.235834 | 4.334476 | BLG | O | 13.190 | -99.999 | -99.999 | -99.999 | 0.239 | 15180 | 1063 | 15.906 | 0.152 | 3 | -99.999 |
| $\begin{aligned} & \text { OGLE-BLG- } \\ & \text { LPV- } \\ & 000147 \end{aligned}$ | 208.10 | $17^{\mathrm{h}} 08^{\mathrm{m}} 40{ }^{\text {s }} 98$ | $\begin{gathered} -32^{\circ} \\ 54^{\prime} \\ 57!!2 \end{gathered}$ | 352.281366 | 4.363104 | BLG | O | 12.493 | -99.999 | -99.999 | -99.999 | 0.243 | 9241 | 562 | 14.829 | 0.132 | 3 | 1 |
| $\begin{aligned} & \text { OGLE-BLG- } \\ & \text { LPV- } \\ & 000161 \end{aligned}$ | 337.00 | $17^{\mathrm{h}} 08^{\mathrm{m}} 45^{\text {s }} .88$ | $\begin{gathered} -32^{\circ} \\ 03^{\prime} \\ 07!!8 \end{gathered}$ | 352.988923 | 4.862020 | BLG | O | 13.117 | -99.999 | -99.999 | -99.999 | 0.221 | 8838 | 669 | 14.732 | 0.164 | 3 | 1 |
| $\begin{aligned} & \text { OGLE-BLG- } \\ & \text { LPV- } \\ & 000190 \end{aligned}$ | 544.90 | $17^{\mathrm{h}} 08^{\mathrm{m}} 59.33$ | $\begin{gathered} -33^{\circ} \\ 16^{\prime} \\ 12^{\prime \prime} 7 \end{gathered}$ | 352.033709 | 4.101120 | BLG | O | 14.424 | -99.999 | -99.999 | -99.999 | 0.265 | 9616 | 834 | 14.915 | 0.188 | 3 | 1 |
| $\begin{aligned} & \text { OGLE-BLG- } \\ & \text { LPV- } \\ & 000218 \end{aligned}$ | 233.90 | $17^{\mathrm{h}} 09^{\mathrm{m}} 09^{\text {s }} 16$ | $\begin{gathered} -32^{\circ} \\ 07^{\prime} \\ 03!4 \end{gathered}$ | 352.984927 | 4.757037 | BLG | O | 14.125 | -99.999 | -99.999 | -99.999 | 0.221 | 10234 | 685 | 15.050 | 0.145 | 3 | 1 |
| $\begin{aligned} & \text { OGLE-BLG- } \\ & \text { LPV- } \\ & 000257 \end{aligned}$ | 328.80 | $17^{\mathrm{h}} 09^{\mathrm{m}} 25^{\text {s }} 43$ | $\begin{gathered} -31^{\circ} \\ 54^{\prime} \\ 59!! \end{gathered}$ | 353.181672 | 4.829763 | BLG | O | 13.544 | -99.999 | -99.999 | -99.999 | 0.225 | 8559 | 453 | 14.662 | 0.115 | 3 | 1 |
| $\begin{aligned} & \text { OGLE-BLG- } \\ & \text { LPV- } \\ & 000284 \end{aligned}$ | 373.90 | $17^{\mathrm{h}} 09^{\mathrm{m}} 38^{\text {s }} .56$ | $\begin{gathered} -32^{\circ} \\ 58^{\prime} \\ 57!! \end{gathered}$ | 352.347350 | 4.161511 | BLG | O | 13.089 | -99.999 | -99.999 | -99.999 | 0.239 | 8976 | 779 | 14.765 | 0.189 | 3 | 1 |
|  | 332.40 | $17^{\mathrm{h}} 09^{\mathrm{m}} 41.82$ |  | 352.541258 | 4.289436 | BLG | O | 12.913 | -99.999 | -99.999 | -99.999 | 0.210 | 8205 | 598 | 14.570 | 0.158 | 3 | 1 |



Table 1
Continued)

| Table 1 (Continued) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ID | $\begin{gathered} P \\ \text { (days) } \end{gathered}$ | R.A. | Decl. | $\begin{gathered} l \\ (\mathrm{deg}) \end{gathered}$ | $\begin{gathered} b \\ (\mathrm{deg}) \end{gathered}$ | Loc. | Type | $\begin{gathered} m_{I} \\ (\mathrm{mag}) \end{gathered}$ | $\begin{gathered} m_{I 4} \\ (\mathrm{mag}) \end{gathered}$ | $\begin{gathered} \sigma_{I 4} \\ (\mathrm{mag}) \end{gathered}$ | $\begin{aligned} & \Delta m_{I 4} \\ & (\mathrm{mag}) \end{aligned}$ | $\begin{gathered} A_{K s} \\ (\mathrm{mag}) \end{gathered}$ | $\begin{gathered} d \\ (\mathrm{pc}) \end{gathered}$ | $\begin{gathered} \sigma_{d} \\ (\mathrm{pc}) \end{gathered}$ | $\begin{gathered} \mu \\ (\mathrm{mag}) \end{gathered}$ | $\begin{gathered} \sigma_{\mu} \\ \text { (mag) } \end{gathered}$ | $n$ | Mask |
| $\begin{aligned} & \hline \text { OGLE-GD- } \\ & \text { LPV- } \\ & 025627 \end{aligned}$ |  |  | $\begin{gathered} +09^{\circ} \\ 32^{\prime} \\ 122^{\prime \prime} 1 \end{gathered}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\begin{aligned} & \text { OGLE-GD- } \\ & \text { LPV- } \\ & 025628 \end{aligned}$ | 552.10 | $19^{\mathrm{h}} 16^{\mathrm{m}} 03^{\text {s }} .38$ | $\begin{gathered} +10^{\circ} \\ 55^{\prime} \\ 03!{ }^{\prime \prime} 7 \end{gathered}$ | 45.439597 | $-0.419830$ | GD | C | 16.860 | -99.999 | -99.999 | -99.999 | 0.937 | 3658 | 1588 | 12.817 | 0.943 | 1 | -99.999 |
| $\begin{aligned} & \text { OGLE-GD- } \\ & \text { LPV- } \\ & 025629 \end{aligned}$ | 338.40 | $19^{\mathrm{h}} 16^{\mathrm{m}} 03^{\mathrm{s}} .62$ | $\begin{gathered} +00^{\circ} \\ 45^{\prime} \\ 43!!2 \end{gathered}$ | 36.427432 | $-5.126788$ | GD | O | 13.670 | -99.999 | -99.999 | -99.999 | 0.162 | 13744 | 1003 | 15.690 | 0.158 | 3 | -99.999 |
| OGLE-GD- <br> LPV- <br> 025630 | 407.80 | $19^{\mathrm{h}} 16^{\mathrm{m}} 055^{\text {s }} 40$ | $\begin{gathered} -04^{\circ} \\ 09^{\prime} \\ 09!!2 \end{gathered}$ | 32.029396 | $-7.372240$ | GD | C | 10.804 | -99.999 | -99.999 | -99.999 | 0.155 | 2140 | 854 | 11.652 | 0.866 | 1 | -99.999 |
| $\begin{aligned} & \text { OGLE-GD- } \\ & \text { LPV- } \\ & 025631 \end{aligned}$ | 170.18 | $19^{\mathrm{h}} 16^{\mathrm{m}} 05^{\text {s }} .53$ | $\begin{gathered} -03^{\circ} \\ 59^{\prime} \\ 311^{\prime \prime} 0 \end{gathered}$ | 32.174114 | $-7.300167$ | GD | O | 11.540 | -99.999 | -99.999 | -99.999 | 0.203 | 9265 | 437 | 14.834 | 0.102 | 3 | -99.999 |
| $\begin{aligned} & \text { OGLE-GD- } \\ & \text { LPV- } \\ & 025632 \end{aligned}$ | 267.70 | $19^{\mathrm{h}} 16^{\mathrm{m}} 05^{\text {s }} .84$ | $\begin{gathered} +23^{\circ} \\ 17^{\prime} \\ 28^{\prime \prime} 7 \end{gathered}$ | 56.422200 | 5.308147 | GD | O | 13.044 | -99.999 | -99.999 | -99.999 | 0.223 | 10835 | 771 | 15.174 | 0.155 | 3 | -99.999 |
| $\begin{aligned} & \text { OGLE-GD- } \\ & \text { LPV- } \\ & 025633 \end{aligned}$ | 290.10 | $19^{\mathrm{h}} 16^{\mathrm{m}} 06^{\text {s }} .44$ | $\begin{gathered} -03^{\circ} \\ 01^{\prime} \\ 03!^{\prime \prime} 6 \end{gathered}$ | 33.051229 | $-6.862450$ | GD | O | 13.017 | -99.999 | -99.999 | -99.999 | 0.238 | 14920 | 1124 | 15.869 | 0.164 | 3 | -99.999 |
| $\begin{aligned} & \text { OGLE-GD- } \\ & \text { LPV- } \\ & 025634 \end{aligned}$ | 335.40 | $19^{\mathrm{h}} 16^{\mathrm{m}} 06^{\mathrm{s}} .64$ | $\begin{gathered} +14^{\circ} \\ 17^{\prime} \\ 31!{ }^{\prime \prime} 9 \end{gathered}$ | 48.431990 | 1.140272 | GD | O | 13.421 | -99.999 | -99.999 | -99.999 | 0.523 | 7124 | 568 | 14.263 | 0.173 | 5 | -99.999 |
| $\begin{aligned} & \text { OGLE-GD- } \\ & \text { LPV- } \\ & 025635 \end{aligned}$ | 443.00 | $19^{\mathrm{h}} 16^{\mathrm{m}} 06^{\mathrm{s}} .76$ | $\begin{gathered} +14^{\circ} \\ 37^{\prime} \\ 24_{\prime \prime} 3 \end{gathered}$ | 48.725425 | 1.294035 | GD | O | 13.221 | -99.999 | -99.999 | -99.999 | 0.369 | 4345 | 446 | 13.190 | 0.223 | 2 | -99.999 |
| $\begin{aligned} & \text { OGLE-GD- } \\ & \text { LPV- } \\ & 025636 \end{aligned}$ | 255.50 | $19^{\mathrm{h}} 16^{\mathrm{m}} 07^{\text {s }} .04$ | $\begin{gathered} -00^{\circ} \\ 06^{\prime} \\ 14!3 \end{gathered}$ | 35.661065 | $-5.536504$ | GD | O | 12.207 | -99.999 | -99.999 | -99.999 | 0.162 | 13278 | 854 | 15.616 | 0.140 | 3 | -99.999 |






 measurements were unavailable. Here we present the first and last 20 rows of the table for guidance regarding its form and content.
(This table is available in its entirety in machine-readable form.)


Figure 2. Mid-IR dereddened color index $(\mathrm{W} 1-\mathrm{W} 2)_{0}$ vs. $\log P$ diagram. Left: diagram for Miras located in the LMC, colored using the classification into O- and C-rich as assigned by Soszyński et al. (2009). Right: division into O-rich and C-rich Galactic Miras made in this paper. O-rich Miras are marked with blue points, whereas the C-rich Miras are marked with red points. The total distribution of (W1 - W2) $)_{0}$ is shown by a black histogram. The combined model fitted to the (W1 - W2) Milky Way Mira distribution is plotted with a dashed-dotted green line, while solid blue and red lines present separate models for the O-rich and C-rich Mira distributions. The intercept points are marked by a green dot, whereas the division line is plotted in black.
intercept point at 0.936 mag. The final division of the Milky Way Miras is presented in Figure 2 (right).
We divided the Milky Way Miras into O-rich ((W1 - W2) ${ }_{0}$ $<0.936$ mag; 61,333 objects), and C-rich ((W1 - W2) $)_{0} \geqslant$ 0.936 mag; 2244 objects). However, in Figure 2 (right) it is clearly seen that both O-rich and C-rich Mira distributions partly overlap. We estimated possible contamination in both the O-rich and C-rich groups by Miras from the other group by integrating the area under the model curve. The possible contamination of the C -rich Miras by O-rich Miras is at a level of $4.34 \%$, while the contamination of the O-rich Miras by the C-rich Miras is at the level $0.72 \%$. In other words, 442 of the 61,333 O-rich Miras could be C-rich, while 98 of the 2244 C-rich Miras could be O-rich ones. Such small contamination should not significantly affect our analysis and the final result. Since this division is made solely based on the photometric properties of Mira stars, spectroscopic observations are needed to confirm their chemical type.

For stars without W1 or W2 mean brightness measurements, we set their type as O-rich ( 2404 such cases), since this type predominates in the Milky Way (no more than $4 \%$ is C-rich). Finally, we divided the collection of 65,981 Milky Way Miras into 63,737 O-rich and 2244 C-rich stars.

## 6. Three-dimensional Structure of the Milky Way

Mira stars are characterized by a very wide range of ages; therefore, they can be found both in the structures represented by the old- and intermediate-age populations, i.e., bulge/bar and a long bar, as well as near the structures typical for the young population, i.e., spiral arms (Urago et al. 2020; Iwanek et al. 2022). Most Miras, however, belong to the intermediate-age stellar population, and they clump around the center of the Milky Way. Semczuk et al. (2022b) showed an anticorrelation between the location of Miras along the Galactic longitude $l$ and their pulsation periods (which is related to the age; the longer the pulsation period the younger the Mira star) with respect to the GC. The authors explained that such an anticorrelation can be
explained by an age-morphology dependence of the boxy/ peanut bulge.

The BLG is an extremely interesting region to study in three dimensions based on such a large sample of Miras. A number of previous studies, often based on the analysis of red clump stars, indicated the existence of the X -shaped structure (e.g., McWilliam \& Zoccali 2010; Nataf et al. 2010; Wegg \& Gerhard 2013; Clarke et al. 2019). On the other hand, other studies argue that the X -shaped structure is not visible in the Mira stars distribution, and the boxy model is more appropriate to describe the BLG's shape (e.g., López-Corredoira 2017; Chrobáková et al. 2022).

Another puzzle of the Milky Way structure is related to the long bar-a thin and long stellar overdensity extending central bar. This component was discovered in the near-infrared data in the 1990s (e.g., Calbet et al. 1995) and later was studied by several groups (e.g., López-Corredoira et al. 2007; Ciambur et al. 2017). The long bar appears to be a very thin structure, about 200 pc wide, with a different orientation angle than the bar (e.g., López-Corredoira et al. 2007; Cabrera-Lavers et al. 2008). It turns out that the determination of the length and orientation angle of the long bar is crucial for the development of models of the inner part of the Milky Way. Mira variables, due to their intermediate ages, seem to be the best tool for conducting such an analysis.

### 6.1. Cartesian Coordinates

We studied the three-dimensional distribution of Miras in the Milky Way in the Cartesian coordinate system with the origin at the Sun. We transform the galactic $(l, b, d)$ coordinates to $(X$, $Y, Z)$ coordinates using transformations:

$$
\begin{align*}
& X=d \times \cos l \cos b \\
& Y=d \times \sin l \cos b \\
& Z=d \times \sin b \tag{4}
\end{align*}
$$

### 6.2. Sample Selection

We limited our exploration space to a three-dimensional cuboid: $4 \mathrm{kpc} \leqslant X \leqslant 12 \mathrm{kpc},-4 \mathrm{kpc} \leqslant Y \leqslant 4 \mathrm{kpc}$, and -2 kpc


Figure 3. Distribution of Miras in Galactic coordinates. The sample of Miras shown is limited to the cuboid in three-dimensional ( $X, Y, Z$ ) space defined by $4 \mathrm{kpc} \leqslant$ $X \leqslant 12 \mathrm{kpc},-4 \mathrm{kpc} \leqslant Y \leqslant 4 \mathrm{kpc}$, and $-2 \mathrm{kpc} \leqslant Z \leqslant 2 \mathrm{kpc}$. Miras are presented by points color-coded with the $I$-band magnitude. Gray points represent areas of the OGLE fields, limited to the abovementioned cuboid, where we expect any detection. More about expected detections in the OGLE fields can be found in Section 6.4. The black polygon represents an area that we excluded from the analysis because of the low completeness of the Mira sample caused by the high extinction near the Galactic plane.
$\leqslant Z \leqslant 2 \mathrm{kpc}$ covering the central parts of the Milky Way. This limit left us with 39,619 Miras.

The completeness of the sample is essential when studying three-dimensional structures. Our Galactic Miras collection (Iwanek et al. 2022) does not contain stars located very close to the Galactic plane (in the range of about $-1^{\circ} \leqslant b \leqslant 1^{\circ}$ ). This is caused by the very large amount of dust inside this region that nearly completely obscures the stars in the OGLE $I$ and $V$ bands. Additionally, at slightly larger $|b|$, the clouds of dust are less optically thick but still obscure the stars. This effect is clearly shown in Figure 3, where Miras near the Galactic plane are fainter. In this figure, we present Miras located in the abovementioned cuboid only. Therefore, we completely removed the region near the Galactic plane from further analysis, i.e., we removed regions with no Miras detection, or with significantly reduced completeness of our catalog. Admittedly, we significantly reduced the impact of interstellar extinction by the use of mid-IR data, where its value is noticeably smaller. However, this does not increase the completeness of the sample close to the Galactic plane. We removed the stars from the incomplete area using the mask shown with the black polygon in Figure 3. With this mask, we removed 7180 Miras from the analysis, leaving us with 32,439 Miras. Stars located inside the mask were assigned a value of 0 in the column "mask" in Table 1, while stars located outside the mask (so the ones used in further analyses) were assigned a value of 1. A similar cut was made by Pietrukowicz et al. (2015) during their analysis of the three-dimensional structure of the BLG using RR Lyrae stars.

The last cut we made was based on the distance accuracy and the chemical type of Miras. We removed all C-rich Miras from the analysis ( 2244 objects), as these stars usually change their mean brightness over time due to the significant mass-loss phenomenon (Iwanek et al. 2021b). This means that their distances are likely to be affected by inaccurate mean magnitude measurements. Moreover, we limited our sample
to stars with distances measured with accuracy better than $20 \%$ only. These two conditions left us with 31,992 Miras, which is our final sample used to study their three-dimensional distribution in the Milky Way.

### 6.3. Galactic Bar Model

Recently, Sormani et al. (2022) proposed the 39 parameter analytical model of the Milky Way bar, which reproduces in detail the three-dimensional distribution of the $N$-body bar including the X -shaped structure. The authors obtained this model by fitting a multicomponent parametric density distribution to a made-to-measure $N$-body model of Portail et al. (2017). The latter model was proposed because it accurately represents observations, both the density data and the kinematics of stars in the center of the Galaxy.

The Sormani et al. (2022) model describes a threedimensional density in the Cartesian coordinates and is composed of three barred components and an axisymmetric disk:

$$
\begin{equation*}
\rho\left(X_{\mathrm{S}}, Y_{\mathrm{S}}, Z_{\mathrm{S}}\right)=\rho_{\mathrm{bar}, 1}+\rho_{\mathrm{bar}, 2}+\rho_{\mathrm{bar}, 3}+\rho_{\mathrm{disk}} \tag{5}
\end{equation*}
$$

where $\rho_{\text {bar }, 1}$ and $\rho_{\text {bar }, 2}$ represent the bar component, including the X -shaped structure in the center, $\rho_{\mathrm{bar}, 3}$ represents the long bar, i.e., vertically flat extension of the bar, and $\rho_{\text {disk }}$ gives the contribution from the Milky Way disk to the total bar density. For the detailed equations of this model, we refer to Sormani et al. (2022).

The origin of the coordinate system of the Sormani et al. (2022) model is at the GC. It does not take into account the orientation angle of the bar, and the density $\rho\left(X_{\mathrm{S}}, Y_{\mathrm{S}}, Z_{\mathrm{S}}\right)$ is defined in units of $10^{10} M_{\odot} \mathrm{kpc}^{-3}$. We slightly modified this model by shifting and rotating the coordinate system and modifying the density unit, as we did not have prior information on the ratio of the total mass of O-rich Miras to
the total stellar mass. We defined the modified model as

$$
\begin{equation*}
\rho^{\prime}\left(X^{\prime}, Y^{\prime}, Z^{\prime}\right)=\beta\left(\rho_{\mathrm{bar}, 1}+\rho_{\mathrm{bar}, 2}+\rho_{\mathrm{bar}, 3}+\rho_{\mathrm{disk}}\right) \tag{6}
\end{equation*}
$$

where coordinates $\left(X^{\prime}, Y^{\prime}, Z^{\prime}\right)$ are shifted with parameters $X_{\mathrm{GC}}$, $Y_{\mathrm{GC}}, Z_{\mathrm{GC}}$ (these parameters indicate the Galaxy center in the coordinate system with the origin at the Sun) and rotated by the angle $\theta$, and they are given by

$$
\begin{align*}
X^{\prime} & =\left(Y-Y_{\mathrm{GC}}\right) \times \sin \theta+\left(X-X_{\mathrm{GC}}\right) \times \cos \theta \\
Y^{\prime} & =\left(Y-Y_{\mathrm{GC}}\right) \times \cos \theta-\left(X-X_{\mathrm{GC}}\right) \times \sin \theta \\
Z^{\prime} & =Z-Z_{\mathrm{GC}} \tag{7}
\end{align*}
$$

while $\beta$ is the scaling parameter that has a unit of the number of Miras per $10^{10} M_{\odot}$. Finally, we fitted the 44-parameter model to the Milky Way bar.

### 6.4. Fitting Procedure

Although the positions in the sky of each Mira variable are known with great accuracy, the distances are not. There is significant uncertainty in this coordinate; therefore, it is necessary to take it into account to reproduce a meaningful fit to the three-dimensional distribution of Miras.

We took into account the distance uncertainties by implementing Bayesian hierarchical inference in our method. The theory of hierarchical Bayesian methods is beyond the scope of this paper, and we refer to, e.g., Gelman et al. (2004) and Gelman \& Hill (2007). The use of Bayesian hierarchical inference in astronomical research is becoming increasingly common, and it is used in many branches of modern astronomy, as shown by, e.g., Foreman-Mackey et al. (2014), Luri et al. (2018), Delgado et al. (2019), and Poleski et al. (2021).

Assuming that our collection of Mira stars (Iwanek et al. 2022) contains $N$ Mira variables located in the Milky Way, we can define the likelihood function as

$$
\begin{equation*}
\mathcal{L}(\boldsymbol{p})=e^{-N_{\exp }} \prod_{i=1}^{N} \rho^{\prime}\left({X^{\prime}}_{i}, Y_{i}^{\prime}, Z_{i}^{\prime} ; \boldsymbol{p}\right) \tag{8}
\end{equation*}
$$

where $N_{\exp }$ in the normalization term is the expected number of Miras observed in the OGLE fields in the analyzed cuboid (Section 6.2) and is given by

$$
\begin{equation*}
N_{\mathrm{exp}}=\int \rho^{\prime}\left(X^{\prime}, Y^{\prime}, Z^{\prime} ; \boldsymbol{p}\right) d \log X^{\prime} d \log Y^{\prime} d \log Z^{\prime} \tag{9}
\end{equation*}
$$

In both equations, $\boldsymbol{p}$ denotes a vector of 44 model parameters. The assumption that we observe all the stars is not true in any sky survey, as the observed number of stars is affected by many factors, e.g., instrumental ones. Therefore, in the likelihood function, a term taking into account detection efficiency is necessary. Since the number of all Miras is given by the Poisson distribution, under the assumption of negligible uncertainties of the distances (and thus ( $X^{\prime}, Y^{\prime}, Z^{\prime}$ ) coordinates), we can define the likelihood function as

$$
\begin{equation*}
\mathcal{L}(\boldsymbol{p})=e^{-N_{\mathrm{exp}}} \prod_{i=1}^{N_{\mathrm{obs}}} \rho^{\prime}\left(X_{i}^{\prime}, Y_{i}^{\prime}, Z_{i}^{\prime} ; \boldsymbol{p}\right) \tag{10}
\end{equation*}
$$

where $N_{\text {obs }}$ is the number of Miras observed/analyzed. In our case $N_{\text {obs }}=31,992$, as described in Section 6.2.

The likelihood $\mathcal{L}$ given by Equation (10) can be modified into a hierarchical form by including the posterior distribution of distance to each Mira in Equation (10) and marginalizing
over these distributions. Therefore, for each star $i$ we drew $K=10$ samples of distance according to the normal distribution with a mean equal to the estimated distance $d_{i}$ and a standard deviation equal to the distance uncertainty $\sigma_{d, i}$. We then combined the drawn distances and on-sky coordinates to calculate the Cartesian coordinates of these samples ( $X_{i, k}^{\prime}, Y_{i, k}^{\prime}, Z_{i, k}^{\prime}$ ). Finally, the hierarchical likelihood could be defined as

$$
\begin{equation*}
\mathcal{L}(\boldsymbol{p})=e^{-N_{\text {exp }}} \prod_{i=1}^{N_{\text {obs }}}\left(\frac{1}{K} \sum_{k=1}^{K} \rho^{\prime}\left(X_{i, k}^{\prime}, Y_{i, k}^{\prime}, Z_{i, k}^{\prime} ; \boldsymbol{p}\right)\right) \tag{11}
\end{equation*}
$$

During the sample drawing, it could happen that for Miras lying near the boundaries of the analyzed cuboid, the randomly selected samples could fall outside the analyzed area. In such cases, we checked what percentage of the drawn samples fell outside the cuboid, and if it was greater than $50 \%$, we removed such stars from the analysis. This was the case for 112 Miras. On the other hand, if more than $50 \%$ of the samples at the first draw were inside the cuboid, we repeated the draw until we had a full 10 samples for each Mira inside the cuboid.

When calculating $N_{\text {exp }}$, we took into account the success rate of finding Miras in the cuboid analyzed in the OGLE survey fields. We randomly selected from the uniform distribution $1,000,000$ points from the defined cuboid. We calculated the Galactic coordinates ( $l, b$ ) for each point and checked how many points could be observed by the OGLE survey. In the OGLE fields, we would be able to find $67 \%$ of points out of the whole sample. All of these points are presented in Figure 3.

We fitted the model given by Equation (6) to the Galactic Mira distribution using the MCMC implemented in the Python package emcee ${ }^{11}$ (Foreman-Mackey et al. 2013). In all fitting runs, i.e., during bias exploration (see Section 6.5) and fitting the final model to the Mira distribution (see Section 6.6), we used 1000 walkers and 5000 steps for a single run. We adopted the flat prior distributions for most parameters, limiting their values to a physically reasonable range (as summarized in Table 2). The only parameter with the informative prior defined by the normal distribution was $\theta$, i.e., the inclination of the bar to the line of sight. As a $\theta$ prior, we used $p(\theta)=\mathcal{N}(\theta ; 20,3)$, where the mean and standard deviation values were taken from Pietrukowicz et al. (2015). Priors for all parameters that we used during model fitting are presented in Table 2.

### 6.5. Bias Exploration with Simulations

The model that we fit to the data has 44 parameters. Such a large parameter space may be plagued by biases and degeneracies that in turn may affect the final parameters of the model. Therefore, we explored potential biases by assuming the model parameters and simulating mock distributions of Miras, fitting the model, and comparing the assumed parameters with the recovered values.

We generated two mock data sets, each with different model parameters. To best reproduce the true data and its uncertainties, we first counted how many Miras are expected to be observed in the examined cuboid (for more information, see Section 6.1). Then, we drew a number of stars from the Poisson distribution with an expected value equal to the expected number of Miras calculated a step earlier. For each star from this sample, we drew the position, i.e., $\left(X^{\prime}, Y^{\prime}, Z^{\prime}\right)$ from the
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Final Solution for the Milky Way Bar with Statistical and Systematic Uncertainties

| Parameter | Sormani et al. (2022) Value | This Paper Value | $\sigma_{\text {stat, }+}$ | $\sigma_{\text {stat },-}$ | $\sigma_{\text {sys }}$ | Unit | This Paper Prior |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Coordinate System Parameters |  |  |  |  |  |  |  |
| $\beta$ |  | 21101 | 2046 | 1940 |  | No. of Miras $10^{-10} M_{\odot}^{-1}$ | (10,000, 25,000) |
| $X_{\text {GC }}$ |  | 7.66 | 0.01 | 0.01 | 0.39 | kpc | $(4,12)$ |
| $Y_{\text {GC }}$ |  | -0.01 | 0.01 | 0.01 | 0.01 | kpc | $(-4,4)$ |
| $Z_{\mathrm{GC}}$ |  | 0.01 | 0.01 | 0.01 | 0.01 | kpc | $(-2,2)$ |
| $\theta$ |  | 20.2 | 0.6 | 0.5 | 0.7 | deg | $\mathcal{N}(20,3)$ |


|  | Bar 1 Component |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\rho_{1}$ | 0.316 | 0.682 | 0.069 | 0.062 | $(0,10)$ |
| $x_{1}$ | 0.490 | 0.339 | 0.019 | 0.017 | $(0,10)$ |
| $y_{1}$ | 0.392 | 0.205 | 0.017 | 0.015 | $(0,10)$ |
| $z_{1}$ | 0.229 | 0.103 | 0.018 | 0.018 | kpc |
| $c_{\\|}$ | 1.991 | 2.686 | 0.574 | 0.574 | kpc |
| $c_{\perp}$ | 2.232 | 2.636 | 0.308 | 0.290 | kpc |
| $m$ | 0.873 | 0.742 | 0.054 | 0.050 | $(0,10)$ |
| $\alpha$ | 0.626 | 0.780 | 0.065 | 0.065 | $(0,10)$ |
| $n$ | 1.940 | 126.914 | 52.005 | 42.649 | $(0,10)$ |
| $c$ | 1.342 | 3.598 | 0.205 | 0.202 | $(0,10)$ |
| $x_{c}$ | 0.751 | 0.236 | 0.001 | 0.001 | $(0,400)$ |
| $y_{c}$ | 0.469 | 0.334 | 0.004 | 0.004 | $(0,10)$ |
| $r_{\text {cut }}$ | 4.370 | 16.806 | 4.972 | 3.877 | $(0,10)$ |


|  |  | Bar 2 Component |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho_{2}$ | 0.050 | 0.055 | 0.020 | 0.016 | $(0,10)$ | $10^{10} M_{\odot} \mathrm{kpc}^{-3}$ |
| $x_{2}$ | 5.364 | 3.388 | 1.224 | 0.665 | kpc |  |
| $y_{2}$ | 0.959 | 0.463 | 0.063 | 0.065 | kpc |  |
| $z_{2}$ | 0.611 | 0.557 | 0.023 | 0.021 | kpc |  |
| $n_{2}$ | 3.051 | 1.506 | 0.269 | 0.223 | $(0,10)$ | $(0,10)$ |
| $c_{\perp, 2}$ | 0.970 | 4.045 | 1.406 | 1.016 | $(0,10)$ | $10)$ |
| $R_{2, \text { out }}$ | 3.190 | 3.422 | 0.359 | 0.318 | $(0,10)$ |  |
| $R_{2, \text { in }}$ | 0.558 | 0.608 | 0.034 | 0.030 | $(0,10)$ |  |
| $n_{2, \text { out }}$ | 16.731 | 3.571 | 1.050 | 0.783 | $(0,10)$ |  |
| $n_{2, \text { in }}$ | 3.196 | 9.954 | 5.422 | 3.203 | $(-100,100)$ |  |

Bar 3 Component

| $\rho_{3}$ | 1743.049 | 1962.209 | 936.854 | 771.640 | $10^{10} M_{\odot} \mathrm{kpc}^{-3}$ | $(500,4000)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{3}$ | 0.478 | 0.231 | 0.070 | 0.062 | kpc | $(0,10)$ |
| $y_{3}$ | 0.267 | 0.173 | 0.053 | 0.047 | kpc | $(0,10)$ |
| $z_{3}$ | 0.252 | 0.181 | 0.014 | 0.014 | kpc | $(0,10)$ |
| $n_{3}$ | 0.980 | 0.733 | 0.071 | 0.067 |  | $(0,10)$ |
| $c_{\perp, 3}$ | 1.879 | 1.606 | 0.093 | 0.090 |  | $(0,10)$ |
| $R_{3, \text { out }}$ | 2.204 | 0.764 | 0.507 | 0.529 | kpc | $(0,10)$ |
| $R_{3, \text { in }}$ | 7.607 | 12.289 | 3.554 | 3.231 | kpc | $(0,100)$ |
| $n_{3, \text { out }}$ | -27.291 | -98.157 | 65.511 | 68.029 |  | $(-200,200)$ |
| $n_{3, \text { in }}$ | 1.630 | 0.935 | 0.145 | 0.087 |  | $(0,10)$ |
| Disk Component |  |  |  |  |  |  |
| $\Sigma_{0}$ | 0.103 | 0.158 | 0.052 | 0.046 | $10^{10} M_{\odot} \mathrm{kpc}^{-2}$ | $(0,10)$ |
| $R_{d}$ | 4.754 | 4.015 | 0.270 | 0.291 | kpc | $(0,10)$ |
| $z_{d}$ | 0.151 | 0.121 | 0.046 | 0.038 | kpc | $(0,10)$ |
| $R_{\text {cut }}$ | 4.688 | 8.968 | 0.900 | 0.903 | kpc | $(0,100)$ |
| $n_{d}$ | 1.536 | 2.663 | 0.485 | 0.437 |  | $(0,10)$ |
| $m_{d}$ | 0.716 | 0.359 | 0.132 | 0.112 |  | $(0,10)$ |

Note. We also provide the parameter values as presented in the original paper about the model, i.e., Sormani et al. (2022), and priors used during model fitting. The only parameter with the informative prior defined by the normal distribution was $\theta$. For other parameters, we adopted flat prior distributions between indicated values.
$\rho^{\prime}\left(X^{\prime}, Y^{\prime}, Z^{\prime}\right)$ distribution (Equation (6)), and we transformed it into the Galactic coordinates and distances $(l, b, d)$. Since the best accuracy of the distance measurement in our sample of real Miras was about $4 \%$, and at the same time, we have limited the
sample to a distance accuracy not worse than $20 \%$ (for more information, see Section 6.2), this is the range we have assigned to the mock sample. Therefore, we calculated the distance uncertainties in the mock data sets by multiplying the
distance by randomly selected distance accuracy in the range between $4 \%$ and $20 \%$. As the mock distance is accurate, we added noise by randomizing the new distance from the normal distribution with the mock distance taken as the mean and the calculated distance uncertainty taken as the standard deviation.

We performed 10 fitting runs for each mock data set (i.e., 20 fitting runs in total). The MCMC fitting procedure retrieved almost all original parameters within the $3 \sigma$ regions, in at least 15 fits. The parameter $\theta$ is the only one that has not been reproduced in any fit. Therefore, we investigated the $\theta$ bias in detail.

We simulated and fitted other mock data sets with the same model parameters as used previously, changing only the inclination of the bar, i.e., $\theta$. In this test, the bar was inclined at angles of $\theta_{\text {TRUE }}$ equal to $15^{\circ}, 20^{\circ}, 25^{\circ}, 30^{\circ}, 35^{\circ}, 40^{\circ}, 45^{\circ}$, $50^{\circ}$, and $55^{\circ}$, and the MCMC procedure returned values for $\theta_{\text {MCMC }}$ equal to $8^{\circ} .6,12^{\circ} .1,16^{\circ} .1,19^{\circ} .1,24^{\circ} .2,27^{\circ} .6,32^{\circ} .3,36^{\circ} .2$, and $39^{\circ} .7$, respectively. We noticed that there is a linear relation between $\theta_{\text {MCMC }}$ and $\theta_{\text {TRUE }}$ :

$$
\begin{equation*}
\theta_{\mathrm{MCMC}}=0.792( \pm 0.012) \times \theta_{\mathrm{TRUE}}-3.731( \pm 0.448) \tag{12}
\end{equation*}
$$

The scatter of this relation is equal to 0.4 . The scatter, as well as parameter uncertainties of the relation given by Equation (12), will be taken into account in the subsequent estimation of $\theta$.

Knowing that our procedure returned an underestimated $\theta$, we performed another test. We repeated the fitting of both mock data sets; however, we fixed $\theta$ at the assumed value, i.e., $20^{\circ}$. We again performed 10 fitting runs for each mock data set, this time fitting a 43-parameter model (with fixed $\theta$ ). This test revealed that the posterior uncertainties of the model are underestimated. We compensated for this underestimation by multiplying the measured (statistics) uncertainties by factors derived from fits to simulated data by calculating an average ratio of the expected and measured parameters.

### 6.6. Final Bar Fit

As $\theta$ is biased in our fitting procedure, we performed the final fit during two iterations. In the first iteration, we fitted the full 44-parameter model. This run returned the inclination of the bar $\theta_{\text {MCMC }}=12^{\circ} .3_{-0.5 \circ}^{+0.6 \circ}$ (stat.). We calculated $\theta_{\text {TRUE }}$ using Equation (12). Therefore, the final slope of the bar is $\theta_{\text {TRUE }}=\theta=20^{\circ} 2_{-0.5 \circ}^{+0.6 \circ}$ (stat.). In the second iteration, we fixed $\theta$, and we fitted the 43-parameter model. The final solution with statistical uncertainties for the Milky Way bar is presented in Table 2. The bias exploration showed that the posterior uncertainties of the model are underestimated. The statistics uncertainties of the final fit reported in Table 2 are already corrected as described in Section 6.5.

In Figures 4, 5, and 6, we present the data, model, and residuals in a two-dimensional projection of the analyzed cuboid. The corner plot, i.e., the two-dimensional projections of the multidimensional posterior parameter spaces fitted to the Galactic Mira distribution, is available through the OGLE website ${ }^{12}$ and Zenodo at doi:10.5281/zenodo. 7472598 . The corner plot was made using the corner ${ }^{13}$ Python library (Foreman-Mackey 2016). The two-dimensional projections of the three-dimensional map of the Milky Way are presented in Figure 7.
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### 6.7. Systematic Uncertainties

The $\theta$ systematic uncertainty comes from the linear underestimation of $\theta$ described in Section 6.5. During the estimation of the $\theta$ systematic uncertainty, we took into account uncertainties and scatter of Equation (12). From the uncertainty propagation, when calculating $\theta_{\text {TRUE }}$, we obtained the uncertainty of $0^{\circ} .6$, while the scatter of the relation is equal to 0.4 . Combining these two uncertainties in the quadrature gives the final $\theta$ systematic uncertainty, which is equal to 0.7 . This uncertainty is indicated in Table 2 as $\sigma_{\text {sys }}$.

The fitted model parameters vitally depend on the knowledge of the extinction, but also the zero-point of PLRs. First, the result could be affected by poorly measured extinction, which is highly variable toward the BLG. Second, the zeropoint of the PLRs in the Milky Way may differ from the zeropoint of the LMC PLRs that we used. The zero-point may be affected by, e.g., the higher metallicity of the Milky Way. Both of these factors may have a significant impact on the measured distances to the Mira variables, and thus on the final Mira distribution in the Milky Way.

We analyzed both abovementioned effects. The first, extinction, was verified by measuring distances using different extinction laws. Using the same procedures as described in Section 3.2 and Section 4, we measured the extinction in the $V$ band, then we transformed $A_{V}$ to the mid-IR extinctions $A_{\lambda}$ using the extinction laws derived by Chen et al. (2018) and Wang \& Chen (2019): $A_{\mathrm{W} 1} / A_{V}=0.039, A_{\mathrm{W} 2} / A_{V}=0.026$, $A_{\mathrm{W} 3} / A_{V}=0.040, A_{I 1} / A_{V}=0.037, A_{I 2} / A_{V}=0.026, A_{I 3} / A_{V}=$ 0.019 , and $A_{I 4} / A_{V}=0.025$, and we measured again the distance to each Mira star. As the different extinction laws can cause a systematic shift of the whole Mira distribution in space, we estimated systematic uncertainties of $X_{\mathrm{GC}}, Y_{\mathrm{GC}}$, and $Z_{\mathrm{GC}}$. We calculated the mean distance difference between data sets with different extinction laws and found that on average the distances are shifted by about $4.5 \%$. As the shift in distances can also affect two other Cartesian coordinates, i.e., $Y$, and $Z$, we transformed both sets of coordinates $(l, b, d)$ to $(X, Y, Z)$, and calculated the mean difference in each coordinate. Finally, we estimated the systematic uncertainties of $X_{\mathrm{GC}}, Y_{\mathrm{GC}}$, and $Z_{\mathrm{GC}}$ to be $0.38,0.01$, and 0.01 kpc , respectively.

Another systematic shift in the distances may be caused by the zero-point of PLRs. To analyze this effect, we identified 41 OGLE-IV fields toward the BLG with the highest number of Miras and well-defined PLRs. We removed C-rich Miras as well as Miras with periods shorter than 100 days and longer than 400 days from the analysis. For each field, we calculated the PLR with a linear fit (the same method as presented in Iwanek et al. 2021a), calibrated at the distance to the Milky Way center $R_{0}=8.178 \mathrm{kpc}$ (GRAVITY Collaboration et al. 2019), in each analyzed mid-IR band. Then we calculated the mean difference between the LMC and the Milky Way absolute zero-points in each band (zero-points for LMC PLRs were taken from Iwanek et al. 2021a). The mean zero-point offset between the LMC and Milky Way's PLRs is equal to 0.022 mag , which translates into approximately $1 \%$ in the distance offset. This means that the distance to each Mira star could be shifted by approximately $1 \%$, depending on the line of sight. However, this uncertainty is much smaller than the typical Mira distance uncertainty, and adding them in the quadrature should not significantly affect the distance uncertainties reported in Table 1. This zero-point offset could cause a shift of the entire Mira distribution by approximately $1 \%$


Figure 4. The $Y-X$ projection of the three-dimensional distribution of Miras and the fitted model. Miras are summed along the $Z$-coordinate in each bin. Top left: Miras used in the final fit. Top right: the model of the bar (white contours) on top of the data. Bottom left: the model of the bar. Bottom right: the difference between the model and Mira distributions, i.e., residuals. The model shows the same number of stars as the number of analyzed Miras.


Figure 5. The $Y-Z$ projection of the three-dimensional distribution of Miras and the fitted model. Miras are summed along the $X$-coordinate in each bin. Top left: Miras used in the final fit. Top right: the model of the bar (white contours) on top of the data. Bottom left: the model of the bar. Bottom right: the difference between the model and Mira distributions, i.e., residuals. The model shows the same number of stars as the number of analyzed Miras.


Figure 6. The $X-Z$ projection of the three-dimensional distribution of Miras and the fitted model. Miras are summed along the $Y$-coordinate in each bin. Top left: Miras used in the final fit. Top right: the model of the bar (white contours) on top of the data. Bottom left: the model of the bar. Bottom right: the difference between the model and Mira distributions, i.e., residuals. The model shows the same number of stars as the number of analyzed Miras.
toward larger distances. Therefore, we took this into account in the systematic uncertainty of the distance to the GC, i.e., $X_{\mathrm{GC}}$. The zero-point offset equal to 0.022 mag means that $X_{\mathrm{GC}}=7.66 \mathrm{kpc}$ could be shifted by 0.08 kpc . We added this systematic error in quadrature to the $X_{\mathrm{GC}}$ systematic error resulting from the change in the extinction law (which is equal to 0.38 kpc$)$. The difference in zero-point has no significant impact on $Y$ - and $Z$-coordinates; therefore, we did not account for this in the systematic uncertainties of $Y_{\mathrm{GC}}$ and $Z_{\mathrm{GC}}$. The final systematic uncertainties are presented in Table 2.

## 7. Discussion

### 7.1. Distance to the GC and the Inclination of the Bar

We measured the distance to the GC $X_{\mathrm{GC}}=R_{0}=$ $7.66 \pm 0.01$ (stat.) $\pm 0.39$ (sys.) kpc. This result is consistent with other Milky Way studies based on various other indicators. For example, Eisenhauer et al. (2005) derived $R_{0}=7.62 \pm 0.32 \mathrm{kpc}$ based on orbits of young stars, while Ghez et al. (2008), using the same method, but a different data set, obtained $R_{0}=8.0 \pm 0.6 \mathrm{kpc}$. Trippe et al. (2008) using kinematics of old stellar population got the value of $R_{0}=8.07 \pm 0.32$ (stat.) $\pm 0.13$ (sys.) kpc, Nishiyama et al. (2006) using red clump stars found $R_{0}=7.52 \pm 0.10$ (stat.) $\pm 0.35$ (sys.) kpc, while Francis \& Anderson (2014) using globular clusters derived $R_{0}=7.4 \pm 0.2$ (stat.) $\pm 0.2$ (sys.) kpc. The more recent analysis based on RR Lyrae stars (Pietrukowicz et al. 2015) gave $R_{0}=8.27 \pm 0.01$ (stat.) $\pm 0.40$ (sys.) kpc. Matsunaga et al. (2009), based on 100 Miras, estimated the distance to GC to $R_{0}=8.24 \pm 0.08$ (stat.) $\pm 0.42$ (sys.) kpc. This result slightly differs from ours; however, both results are consistent with the uncertainty limit. The difference may be caused by a few orders of magnitude smaller sample of Miras used by Matsunaga et al. (2009), less accurate PLRs based only on Spitzer data, a different method of extinction measurement, etc. One of the most accurate measurements of the distance to GC was made by the GRAVITY Collaboration and was based on astrometric and spectroscopic observations of star S2 orbiting the central black hole $\mathrm{Sgr} \mathrm{A}^{*}$. This analysis provided
$R_{0}=8.178 \pm 0.013$ (stat.) $\pm 0.022$ (sys.) kpc (GRAVITY Collaboration et al. 2019). Comparing this result with ours, one may notice that our systematic uncertainty is 1 order of magnitude greater than the systematic uncertainty estimated by the GRAVITY Collaboration. Since the GRAVITY Collaboration measurement was direct, the possible systematic uncertainty was dominated by instrumental effects, mostly in the measurement of the astrometry. This measurement was free of possible uncertainties in extinction measurement, PLR calibration, differences in PLR zero-points between the Milky Way and LMC, etc., which could potentially affect our result.

We obtained the inclination of the Galactic bar to the SunGC line of sight equal to $\theta=20^{\circ} 2 \pm 0^{\circ} 6$ (stat.) $\pm 0^{\circ} .7$ (sys.). Our result is consistent with other previous studies that used, e.g., red clump giants (Stanek et al. 1997) or RR Lyrae stars (Pietrukowicz et al. 2015). The first analysis gave the range of angles between $20^{\circ}$ and $30^{\circ}$, while the second analysis derived inclination $\theta=20^{\circ} \pm 3^{\circ}$. The other studies used a deep nearinfrared wide-angle photometric analysis and measured the inclination of the bar to be $\theta=22^{\circ} \pm 5^{\circ} .5$ (Babusiaux \& Gilmore 2005) or red clump stars with a value of $\theta=27^{\circ} \pm 2^{\circ}$ (Wegg \& Gerhard 2013). The previous analysis of Mira stars distribution indicated that the bar is inclined with an angle $\sim 21^{\circ}$ (Grady et al. 2020).

### 7.2. Disk Flaring and Warping

Studies of the Milky Way structure with different tracers showed that the disk is warped (e.g., Smart et al. 1998; Drimmel \& Spergel 2001; Levine et al. 2006; Momany et al. 2006; Amôres et al. 2017). A recent analysis of the threedimensional distribution of the classical Cepheids (Skowron et al. 2019a) revealed that the disk warp seen in these stars differs from previously proposed models. The authors concluded that the shape of the warp may differ between the young and older stellar populations.

When looking at the $Y-Z$ projection of our Galaxy (middle panel of Figure 7), the disk flaring is visible. The Mira disk


Figure 7. Two-dimensional projections of the three-dimensional map of the Milky Way. With blue and red points, we show O-rich and C-rich Miras, respectively (the whole sample with distance accuracy better than $20 \%$ ), while gray points represent Classical Cepheids analyzed by Skowron et al. (2019a). We marked the GC with a black cross ( $X_{\mathrm{GC}}=7.66 \mathrm{kpc}, Y_{\mathrm{GC}}=-0.01 \mathrm{kpc}$ ), while we marked the solar system with an orange open circle with a center dot symbol. The black line along the bar shows the slope of the bar, i.e., $\theta$ angle $\left(\theta=20^{\circ} 2\right.$ ). Top: $Y-X$ projection of the Milky Way. Middle: $Y-Z$ projection of the Milky Way. Bottom: $X-Z$ projection of the Milky Way.
population plausibly follows the warp seen in the young stellar population. Unfortunately, we are unable to confirm this thoroughly because our Mira sample is incomplete at the
positive values of $Y$ and negative values of $Z$-this area is not visible from the southern hemisphere. The map presented in Figure 7 is the first such detailed and accurate three-
dimensional map of the Milky Way, showing both young and intermediate-age stellar populations.

### 7.3. The X-shaped Structure

Studies of the Milky Way bulge do not unequivocally prove the existence of an X shape-there exists evidence for and against the X -shaped bulge. The most promising evidence for the existence of the X -shaped structure is the split in the magnitude distribution of the red clump stars (McWilliam \& Zoccali 2010; Nataf et al. 2010; Wegg \& Gerhard 2013; Clarke et al. 2019). However, if this split was caused by an X-shaped bar, this would be evident in the Galaxy's three-dimensional structure. One group of stars should be closer to and the other farther away from the Sun along the same line of sight. LópezCorredoira (2017) analyzed the three-dimensional Milky Way structure based on the OGLE-III Mira sample (Soszyński et al. 2013) and concluded that there is no X -shaped structure. This analysis has several shortcomings. The authors used a small number of Miras compared to this analysis ( $<10 \%$ of our sample) and analyzed a small range of Galactic latitudes not exceeding $|l|=8^{\circ}$ (Semczuk et al. 2022b). They also used a simplified extinction and transformation of the $I$-band to the $K$ band mean magnitude and did not account for distance uncertainties, which are significant as we showed in this paper. A similar analysis has been carried out by Chrobáková et al. (2022) based on the recently published Mira sample in Iwanek et al. (2022). This paper (Chrobáková et al. 2022) ignores distance uncertainties and uses simplified extinction and transformation of the $I$-band to the $K$-band mean magnitude. The authors came to a similar conclusion as López-Corredoira (2017), indicating that the boxy-bulge model is more favorable.

Grady et al. (2020) divided the Milky Way Miras into groups with different ages. The authors conclude that the distinction between the oldest and youngest Miras in the inner Galaxy is clearly visible. The old/metal-poor Miras dominate centrally, while the young/metal-rich Miras show the boxy/peanut-like morphology with a characteristic X shape.

Our results shed new light on the problem regarding the existence of the X -shaped structure. It seems that the model proposed by Sormani et al. (2022) describes quite well the three-dimensional distribution of Miras in the BLG, as shown in Figures 4, 5, and 6. The model parameters (Table 2) that describe the X shape, i.e., $\alpha$ (the strength of the X shape) and $c$ (the slope of the X shape) in the ( $X, Z$ ) plane are statistically different from zero ( $\alpha=0.780 \pm 0.065$ and $c=3.598 \pm 0.204$ ) and are not biased (see Section 6.5). Therefore, we can conclude that the X -shaped structure exists in the distribution represented by Mira variables.

## 8. Conclusions

In this paper, we used the collection of 65,981 Miras (Iwanek et al. 2022) to construct the three-dimensional map of the Milky Way and to study the structure of the BLG. We crossmatched our Mira sample with the mid-IR data collected by WISE (Wright et al. 2010; Mainzer et al. 2011, 2014) and Spitzer (Werner et al. 2004) space telescopes. We derived mean luminosities in up to seven mid-IR bands and used the mid-IR PLRs (Iwanek et al. 2021a) to determine distances to 65,385 Mira stars with a median accuracy of $6.6 \%$. We fitted a 44-parameter model (Sormani et al. 2022) of the bulge to the Mira distribution taking into account the distance uncertainties by implementing Bayesian hierarchical
inference. We established the distance to the GC equal to $R_{0}=7.66 \pm 0.01$ (stat.) $\pm 0.39$ (sys.) kpc, while the inclination of the bulge to the Sun-GC line of sight equals $\theta=20^{\circ} .2 \pm 0.6$ (stat.) $\pm 0^{\circ} 7$ (sys.). These results are consistent with previous results obtained based on different stellar tracers. The model we used contains parameters responsible for the X-shaped structure. Our result gives independent clues in favor of an X-shaped bulge, as the strength of the X shape and its inclination are statistically different from zero ( $\alpha=0.780 \pm 0.065$ and $c=3.598 \pm 0.204$ ) and not biased. Further studies using different tracers or methods could reveal more accurately the nature of the X shape.
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