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Abstract

Multi-pollutant interactions can have crucial implications for the design and performance
of environmental policy targeting single pollutants. This paper presents a two-region model
where a global pollutant (CO2) and local pollutant (SO2) are produced jointly. The in-
teraction between SO2 and CO2 gives rise to the global dimming effect, which relates SO2

emissions to the environmental damage caused by CO2 emissions. We analyze climate policy
by comparing abatement of these pollutants in the presence and absence of the dimming
effect. We then draw implications for the design of international climate agreements, which
should reflect the interactive nature between pollutants. The paper also illustrates how
a market-based policy in the form of emissions taxes can be embedded into climate agree-
ments to facilitate an efficient coordination of multi-pollutant abatement across regions. Our
model predicts that this involves a uniform tax on the global pollutant but differentiated
(region-specific) taxes on the local pollutant.
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1 Introduction

Multi-pollutant interactions and the possibility of interdependent abatement actions across re-

gions or countries can have important implications for environmental policy design and cor-

responding welfare effects (Beavis and Walker, 1979; Schmieman et al., 2002; Fullerton and

Karney, 2018). A steady literature has now emerged on the properties and utilization of op-

timal environmental policy through price-based, quantity-based and a hybrid of these schemes

in multi-pollutant settings (Caplan and Silva, 2005; Yang, 2006; Moslener and Requate, 2007,

2009; Kuosmanen and Laukkanen, 2011; Ambec and Coria, 2013, 2018; Stranlund and Son,

2019). A key lesson from this literature is that any partial approach to an interdependent multi-

pollutant problem makes environmental policy assessments incomplete, leading to suboptimal

pollution levels and abatement targets. A limited number of case studies that look at the inter-

action between local and global air pollutants from the electric utility sector (CO2, NOx, SO2)

within a single nation-wide setting neatly illustrate the challenge in governing such interactive

pollutants jointly in a cost-effective manner (see Burtraw et al., 2003; Agee et al., 2014; Bonilla

et al., 2018). This not only depends on whether the pollutants in question are substitutes or

complements, but also on the potential that policies targeted at one pollutant may spill over to

the other pollutant, as well as technical features of the underlying production and abatement

technologies. This kind of pollution control problem is further exacerbated when the negative

externalities are transboundary crossing to other jurisdictions.

Interactive pollutants are also important in the context of climate change and the implemen-

tation of climate mitigation strategies. Multi-pollutant interaction in this domain has identified

ancillary local health benefits that can be derived from climate policy. For instance, there is evi-

dence indicating that substantial co-benefits can be generated through a simultaneous reduction

of (air) pollutants (e.g., Bell et al., 2008; Tollefsen, 2009; Plachinski et al., 2014). Neverthe-

less, despite the existence of co-benefits, the public good nature of climate benefits induces

policymakers to continuously focus their efforts on local (i.e., domestic) pollution abatement

strategies of which they are able to reap the benefits more directly, where the benefits of local

abatement have consistently been found to outweigh their costs (Bollen et al., 2009). However,

the most cost-effective abatement strategies for local pollutants usually do not entail co-benefits

for mitigating climate change in the same way that climate change mitigation does for local

air pollution. Therefore, in many countries a decoupling of global and local pollutants can be

witnessed, as predominantly is the case for CO2 (a global greenhouse gas pollutant) and SO2
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(a local/regional air pollutant) (e.g., Zheng et al., 2011). Since CO2 and SO2 are interrelated,

generating non-uniform geographical distributions of corresponding environmental damages, the

decoupling of these two pollutants is particularly problematic in view of climate policy. There

is an urgent call for more research on these relationships to gain a better understanding of the

design and functioning of climate policy involving multiple pollutants (e.g., Bonilla et al., 2018).

This paper aims to fill part of this gap and adds to the above literature by considering the

interaction between SO2 and CO2 by specifically modelling the implications of accounting for

the presence of the so-called global dimming effect in climate policy. Global dimming describes

the reflection of solar radiation from the planet’s surface, which “cools” the average global

temperature (Wild et al., 2005; Barrett, 2008). While dimming occurs naturally, for instance

following volcano eruptions, anthropogenic SO2 emissions are one of the main drivers of the

global dimming effect (Streets et al., 2006). Reducing SO2 emissions, while simultaneously

emitting CO2 and disregarding the dimming effect, can have a significant impact on climate

change. Although the exact contribution of SO2 to cool the global temperature is variable and

depends on the location of its source, climate models estimate the cooling effect caused by these

local pollutants to be between 0.33-1.09◦C, which subsequently masks the warming effect of

greenhouse gases by between 11-70 percent (Magnus et al., 2011). Therefore, reducing SO2

emissions while simultaneously emitting CO2 entails a “double” warming effect (Fuglestvedt et

al., 2003). Consequently, regions that are highly sensitive to climate change will have difficulty

controlling local air pollution, as marginal damages from climate change are rising with global

temperatures (Ikefuji et al., 2014). Thus, aggregate SO2 emissions are negatively correlated to

the warming impact caused by CO2.1

Emissions of CO2 and SO2 are often produced by the same source, predominantly in coal-

intensive power generation and industrial processes. The global public good nature of SO2

through the dimming effect poses a challenging question for decision-makers about what the

optimal levels of pollution of both SO2 and CO2 are when dimming is explicitly accounted for in

climate policy design. This paper addresses this question by implementing a simple two-region

model that allows for spatial spillovers depending on the nature of the pollutant. The literature

1Although our paper in itself is not about geoengineering, that is the deliberate manipulation of the environ-
ment at such a large scale that it may curb or reduce the risks associated with anthropogenic climate change
(Keith, 2000), solar radiation management (SRM) as one form of engineering the climate system could reinforce
this negative correlation. This could potentially lead to less co-benefits or higher environmental damages. For
some key contributions on geoengineering and SRM in the environmental economics realm see Barrett (2008),
Moreno-Cruz (2010, 2015), Goeschl et al. (2013), Heyen et al. (2015), Heutel et al. (2018), Emmerling and
Tavoni (2018), and Heyen et al. (2019).
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most closely related to our model is Yang (2006) and Legras (2011). Yang (2006) analyzes a two-

country (North-South) model and employs a differential game theoretic approach of negatively

correlated local and global stock externalities to derive efficiency conditions for a cooperative

solution. These conditions are then compared with the conditions at the Nash equilibrium

where the countries internalize the local externality and act strategically to provide the global

externality. We differ from Yang (2006) by allowing the net radiative forcing between the local

and global pollutant to change by linking it to abatement technology. Legras (2011) models

optimal pollution targets by taking account of the interactivity between CO2 and SO2 in a

dynamic single-region setting, and finds that ignoring the dimming effect results in too much

SO2 abatement. In contrast, our model considers a two-region setup with global environmental

spillovers, which allows for a comparison of the cooperative and noncooperative solutions.

This paper contributes to the theoretical literature on multi-pollutant problems in a multi-

regional setting by incorporating the dimming effect. Our model reveals that the socially-

optimal (first-best) outcome, taking account of the dimming effect, entails levels of SO2 and CO2

abatement that are below the respective second-best levels which do not recognize dimming. In

other words, ignorance of the dimming effect implies over-abatement of both the local and global

pollutant. Surprisingly, comparing optimal abatement with abatement at the Nash equilibrium

that acknowledges dimming reveals under-abatement. This latter result is unambiguous for the

local pollutant. However, for CO2 abatement it holds under the mild condition that regions

are not too heterogeneous in terms of the relative benefit they encounter from reducing CO2

emissions. We subsequently link these findings to the design of international climate agreements

and show how a market-based policy mechanism in the form of emissions taxes can be used

to correct for the cross-regional inefficiencies in emissions reductions. An optimal international

climate agreement should reflect the multi-pollutant interaction. It is shown that this could be

achieved via a uniform carbon tax on the global pollutant but regionally differentiated sulphur

taxes on the local pollutant.

The remainder of the paper is structured as follows. Section 2 introduces the basic model.

Section 3 provides a systematic analysis of the model where we derive results with and without

accounting for the dimming effect in multi-pollutant control policy. Section 4 summarizes the

main findings from these policy analyses. To complement the formal analysis, Section 5 presents

a numerical example, which is used to illustrate some important implications for the design of

climate policy through a lens of international climate agreements in combination with emissions

taxation. Conclusions are in Section 6.
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2 The Model

Consider two regions, denoted n = i, j, with each region emitting both SO2 and CO2 emissions

as a result of production activities and energy usage. These two types of pollutants differ in the

sense that SO2 is a non-uniformly mixed pollutant and CO2 a uniformly mixed pollutant. From

a geographical perspective, let us refer to SO2 and CO2 as the “local” pollutant, Ln, and “global”

pollutant, Gn, respectively. For convenience and use later, we index the type of pollutant as

k = G,L. Given this classification, the local pollutant causes damage within a single region only,

whereas the environmental damage caused by the global pollutant is experienced across both

regions. From this we can characterize two environmental damage functions. Since the damage

caused by the local pollutant is contained within a single region, there are no transboundary

spillovers from the local pollutant to the other region, implying damage from the local pollutant

given by

DL
n (Ln) n = i, j. (1)

Global environmental damage is driven by the emissions of both the global and local pollutant.

However, the local and global pollutant are interdependent via the dimming effect, which is

the impact the local pollutant has on the damage caused by the global pollutant. The global

environmental damage function can therefore be specified as

DG (Gi +Gj , Li + Lj) . (2)

Both regions are considered to be heterogeneous in terms of national income (GDP),mn, with

mi 6= mj . This heterogeneity allows the two regions to be on different parts of the Environmental

Kuznets Curve (EKC) (e.g., Carson, 2010). Following the main empirical findings regarding the

EKC, in terms of SO2 emissions we assume that the EKC has an inverted U-shape and that CO2

emissions are (weakly) concave in income (Vollebergh et al., 2009). That is, SO2 emissions in

region n are increasing in GDP (per capita) up to some critical income level, mn, and decreases

afterwards, i.e., ∂Ln
∂m > 0 for m ∈ [0,mn) and ∂Ln

∂m < 0 for m > mn. With respect to the global

pollutant, allowing CO2 emissions in region n = i, j to be (weakly) concave in income implies

∂Gn
∂m > 0 and ∂2Gn

∂m2 < 0. To ensure that our results are not driven by differences in preferences

for environmental quality, we further assume that both regions have identical turning points for

SO2 emissions , i.e., mi = mj = m.

5



To obtain analytic comparisons we implement the following parametric model. Let the level

of uncontrolled “business as usual” (BAU) emissions of SO2 in region n be given by

L̄n = an

(
φmn −

mλ
n

λ

)
n = i, j (3)

where λ > 1. From (3) one derives ∂L̄n
∂mn

= an(φ −mλ−1
n ) and ∂2L̄n

∂m2
n

= an (1− λ)mλ−2
n < 0 for

λ > 1. The turning point on the EKC is where m ≡ φ
1

λ−1 , thus ∂L̄n
∂mn

R 0 for mn Q mn. Since the

second derivative is negative, the EKC is concave. We assume that differences in EKC emission

levels across the two regions are solely driven by differences in income but that preferences are

homogeneous, i.e., λi = λj = λ. Equation (3) shows that a region’s local SO2 emissions depend

on parameter an, which is a “shifter” of the EKC. This parameter indicates that a region with

a higher average sulphur content in the energy mix will have a higher an value, which would

shift the EKC in an upward direction. Conversely, installing scrubbers in power plants to abate

SO2 would lower the average sulphur content of the energy mix and lead to a downward shift

of the EKC without a change of the turning point level of income, mn. In contrast to the local

pollutant, the BAU level of uncontrolled CO2 emissions is assumed to be strictly increasing and

concave in income

Ḡn = bnm
γ
n n = i, j (4)

where 0 < γ < 1 is a preference parameter (again, assumed to be homogeneous across the two

regions); bn is a “shifter” indicating that a region with a higher carbon intensity will have higher

EKC CO2 emissions for a given level of GDP.2 Following (3) and (4), the aggregate level of

BAU emissions of the local pollutant and global pollutant are L̄ ≡ L̄i + L̄j and Ḡ ≡ Ḡi + Ḡj ,

respectively.

Next we specify the environmental damage functions. Using (3) and utilizing a quadratic

function for (1), the damage from SO2 emissions in region n at the BAU emissions level is

DL
n =

r (Ln)2

2
=
r

2

[
an

(
φmn −

mλ
n

λ

)]2

n = i, j. (5)

From (5) one straightforwardly derives that the marginal damage from the local pollutant in a

single region is a ray from the origin with slope r, i.e., ∂DLn
∂Ln

= rLn.

With respect to CO2 emissions in each region, global environmental damage correspondingly

depends on the aggregate level of CO2 emissions across the two regions. Given its uniformly

mixing character, CO2 emissions are perfectly substitutable, implying G = Gi + Gj . The

2Burke (2012) shows that the EKC for CO2 emissions is largely dependent on the energy mix, as with SO2

emissions.
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existence of the dimming effect requires a specification of the global damage function such that

emissions in region i decreases the marginal damage in region j, and vice-versa. The following

representation of the global damage function manifests this feature in terms of the slope of the

global marginal damage, g > 0, being reduced by SO2 emissions across the two regions3

DG =

(
g −

∑
n

Ln

)∑
n

Gn n = i, j. (6)

From (6) we obtain that the marginal damage from the global pollutant (CO2 emissions) is

decreasing in the total emissions of the local pollutant (SO2 emissions)

∂DG

∂Gi
=
∂DG

∂Gj
= g −

∑
n

Ln. (7)

Further, let αn be the benefit share in region n = i, j from reducing the global pollutant,

implying αi + αj = 1. Applying this to (6), the marginal damage from the global pollutant in

region n is then

∂DG
n

∂G
= αn

(
g −

∑
n

Ln

)
n = i, j. (8)

The benefit from abating CO2 emissions is the reduction in global environmental damage. There

are two externalities simultaneously interacting here: the global public good externality from

CO2 abatement and the dimming externality from SO2 abatement, where an increase in SO2

abatement in region i generates a negative externality in region j, and vice-versa.

As a final model ingredient, let us look at abatement costs. As commonly employed in the

climate change economics literature, we consider a quadratic specification of the total abatement

cost function for both the local and global pollutant (e.g., Barrett, 1994; Nordhaus, 2015)

Ckn =
ck(qkn)2

2
n = i, j k = G,L. (9)

As can be inferred from this specification, both regions are assumed to have access to the same

abatement technology, and therefore face similar cost functions when they adopt a similar abate-

ment technology. Given quadratic total abatement costs, the marginal costs are proportionally

increasing in abatement
dCkn
dqkn

= ckqkn n = i, j k = G,L. (10)

3To keep the model analytically tractable and as simple as possible, we employ a linear rather than a convex
specification of the global damage function, as the latter would generate a non-linear system of four first-order
conditions from which no closed-form solutions to the equilibrium abatement levels can be obtained. However,
as we will see in Section 4, clear results can be derived by directly comparing the relevant first-order conditions.
Linear damage functions are commonly assumed in the literature (Nordhaus, 2015; see Lessmann et al. (2015)
for a comparison of integrated assessment models).
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3 Policy Analyses

In this section we distinguish and analyze four different policy scenarios, depending on whether

or not regions recognize the dimming effect and whether or not they cooperatively coordinate

abatement actions. In case regions do not coordinate, we identify the Nash equilibria involving

the situation where each region chooses its individual level of SO2 and CO2 abatement to mini-

mize the sum of environmental damages and abatement costs, taken as given the other region’s

abatement decisions. When regions do coordinate the model solves for the social optimum,

which internalizes all externalities and minimizes the sum of aggregate environmental damages

and abatement costs. In identifying the Nash and socially-optimal abatement levels, the key

issue in distinguishing and analyzing the climate policies with one another is the recognition of

a region’s impact of SO2 abatement on the environmental damage from CO2 emissions. As a

baseline, we start by looking at the second-best scenario where the policymaker does not account

for the existence of the dimming effect in Section 3.1. Then we will analyze the situation when

dimming is recognized, and identify the Nash equilibrium and social optimum in Section 3.2.

3.1 Ignoring the Dimming Effect

Let us first consider unilateral policy where each region chooses abatement levels to maximize

their individual net benefit from abatement, which is the avoided environmental damages from

pollution. The environmental damages are determined after emissions abatement relative to the

BAU levels Ln = L̄n − qLn and Gn = Ḡn − qGn for the local and global pollutant, respectively.

The objective function of region n then reads

Bn = min
{qL
n
,qG
n
}

{
αng

∑
n

(
Ḡn − qGn

)
+

r(L̄n−qLn)
2

2 +
cL(qLn)

2
+cG(qGn )

2

2

}
n = i, j (11)

where underlined variables represent the situation without recognition of the dimming effect.

The first-order condition for the local pollutant is

∂Bn
∂qLn

= −r(L̄n − qLn) + cLqL
n

= 0 n = i, j. (12)

The first term is the direct effect of SO2 abatement on a single region’s local environmental

damage. Note, however, that there is no indirect impact from dimming here with the Nash

equilibrium being

q̂L
n

=
rL̄n
r + cL

n = i, j. (13)

This expression shows that, without dimming, a constant proportion r
r+cL

of local BAU emissions

are abated in each region, which is a dominant strategy. SO2 abatement is increasing in the
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BAU level, but each region abates by the same proportion, which is determined by the slope

of the marginal damage from SO2 emissions and the corresponding marginal abatement costs.

Aggregate SO2 abatement without dimming at the Nash equilibrium across the two regions is

simply Q̂
L

= q̂L
i

+ q̂L
j

= rL̄
r+cL

, since L̄ ≡ L̄i + L̄j .

From (11) the first-order condition for the global pollutant is

∂Bn
∂qGn

= −αng + cGqGn = 0 n = i, j (14)

which yields the region’s Nash equilibrium level of CO2 abatement

q̂G
n

=
αng

cG
n = i, j. (15)

The aggregate Nash equilibrium level of CO2 abatement is then straightforwardly Q̂
G

= q̂G
i

+

q̂G
j

= g
cG

.

Next consider a second-best planner. This planner’s solution internalizes the externalities

across regions, but does not recognize the dimming effect of the local pollutant on global CO2

damages. In this case the obejctive function of region n involves the planner choosing all four

abatement levels

Bn = min
{qL
i
,qL
j
,qG
i
,qG
j
}

{
g
∑

n

(
Ḡn − qGn

)
+
∑

n

r(L̄n−qLn)
2

2 +
∑

n

cL(qLn)
2
+cG(qGn )

2

2

}
n = i, j.

(16)

The second-best planner’s solution for SO2 abatement, qL
∗

n
, is the same as the Nash equilibrium

that does not recognize dimming (13)

q̂L
n

= qL
∗

n
=

rL̄n
r + cL

n = i, j. (17)

When the dimming effect is ignored, the second-best planner’s first-order condition for the global

pollutant is similar to (14) but without the benefit share term

g + cGqGn = 0 n = i, j. (18)

Similar to the local pollutant, this gives a dominant strategy solution for each region when

dimming is not recognized

qG
∗

n
=

g

cG
n = i, j. (19)

Across both regions this results in an aggregate abatement level of the global pollutant equal to

QG
∗

= 2g
cG

.
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3.2 Recognizing the Dimming Effect

Here we consider the impact of recognizing the dimming effect. We first derive the Nash equi-

librium where each region chooses abatement to minimize individual damages, taking as given

emissions abatement in the other region. We then consider the first-best solution where a planner

that recognizes the dimming effect internalizes all externalities across regions.

3.2.1 Unilateral (Noncooperative) Abatement

Under unilateral policy each region independently chooses abatement levels to maximize their

individual net benefit from SO2 abatement. As before, we can write the benefit from SO2

abatement as avoided damages from pollution. Damages from emissions are determined after

abatement, qLn , from the BAU level Ln = L̄n − qLn and Gn = Ḡn − qGn . The objective function

of region n = i, j now includes the effect of local pollution on global pollution damage

Bn = min
{qLn ,qGn }

{
αn[g−

∑
n(L̄n−qLn)]

∑
n(Ḡn−qGn )

+ r
(
L̄n − qLn

)2
2 + cL(qLn )2+cG(qGn )2

2

}
. (20)

Using aggregate BAU emissions of the two pollutants, the first-order condition with respect to

the local pollutant is

∂Bn
∂qLn

= −r
(
L̄n − qLn

)
+ αn

(
Ḡ−

∑
n

qGn

)
+ cLqLn = 0 n = i, j. (21)

The first term is the direct effect of local abatement reducing local damage; the second term

is the indirect effect from dimming. It reveals that reducing the local pollutant unilaterally

increases the own damages from the global pollutant. The third term is the marginal abatement

cost of the local pollutant. The first-order condition with respect to the global pollutant is

∂Bn
∂qGn

= −αn

(
g − L̄+

∑
n

qLn

)
+ cGqGn = 0 n = i, j. (22)

The first term is region n’s marginal benefit from CO2 abatement and the second term is the

corresponding marginal abatement cost. Note that the first-order conditions in (22) depend on

three abatement levels due to the interaction of the pollutants. From (22) one derives

qGn =
αn
(
g − L̄+

∑
n q

L
n

)
cG

n = i, j. (23)

From this we see that the important determinant of a region’s CO2 abatement effort is its benefit

share, αn. In particular, each region abates CO2 in proportion to its benefit share, which implies

that
qGi
qGj

=
αi
αj
. (24)

10



Using (24) to eliminate qGj from (21) results in

qLn =
rL̄n − αnḠ+ qGn

r + cL
n = i, j. (25)

Each region recognizes that, due to the dimming effect, own abatement levels are complements

within the region since dqLn
dqGn

= 1
r+cL

> 0. This occurs since increasing SO2 abatement exacerbates

the marginal damage from CO2.

Next, the two first-order conditions for the local pollutant (21) imply

cLqLn − r
(
L̄n − qLn

)
= −αn

(
Ḡ−

∑
n

qGn

)
n = i, j. (26)

Given our two-region setting, writing out the two first-order conditions explicitly yields

cLqLi − r(L̄i − qLi )

αi
=
cLqLj − r(L̄j − qLj )

αj
. (27)

Solving this for qLj gives

qLj =
αj
(
r + cL

)
qLi + r

(
αiL̄j − αjL̄i

)
αi (r + cL)

. (28)

Equation (28) shows that the local pollutants are strategic complements across regions, with

the best-response slope determined by the global benefit share due to the dimming effect:
dqLj
dqLi

=

αj
αi
> 0. Using (28) to eliminate qLj in (22) yields (see Appendix A)

qLi = cGqGi − αi
(
g − L̄

)
−
r
(
αiL̄j − αjL̄i

)
(r + cL)

. (29)

Finally, using (25) and (29) solves for the Nash equilibrium of the level of CO2 abatement

(see Appendix A)

q̂Gn =
αn
[
cL
(
g − L̄

)
+ gr − Ḡ

]
cG (r + cL)− 1

n = i, j. (30)

Summing across regions, the aggregate level of CO2 abatement at the Nash equilibrium, Q̂G =

q̂Gi + q̂Gj , is then equal to

Q̂G =
cL
(
g − L̄

)
+ gr − Ḡ

cG (r + cL)− 1
. (31)

Following the same procedure for the local pollutant, using (25) and (31), the Nash level of SO2

abatement is

q̂Ln =
rL̄n − αnḠ
r + cL

+
αn
[
cL
(
g − L̄

)
+ gr − Ḡ

]
(r + cL) [cG (r + cL)− 1]

n = i, j. (32)

Summing across regions yields the aggregate level of SO2 abatement at the Nash equilibrium

Q̂L =
rL̄− Ḡ
r + cL

+
cL
(
g − L̄

)
+ gr − Ḡ

(r + cL) [cG (r + cL)− 1]
. (33)

Recall that we restrict our attention to interior solutions with positive abatement levels but

which are less than BAU emissions, so L̄n > qLn > 0 and Ḡn > qGn > 0 for n = i, j.
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3.2.2 The Social Optimum

The socially optimal policy involves a planner that chooses all four abatement levels to minimize

the sum of environmental damages and abatement costs across both regions while accounting

for the dimming effect

B = min
{qLn ,qGn }

{ ∑
n

r(L̄n−qLn)
2

2 +
[
g −

∑
n

(
L̄n − qLn

)]∑
n

(
Ḡn − qGn

)
+
∑

n
cL(qLn )2+cG(qGn )2

2

}
.

(34)

The four first-order conditions are

−r
(
L̄n − qLn

)
+
(
Ḡ− qGi − qGj

)
+ cLqLn = 0 n = i, j (35)

−
(
g − L̄+ qLi + qLj

)
+ cGqGn = 0 n = i, j. (36)

Using the two first-order conditions in (35) results in

r
(
L̄n − qLn

)
− cLqLn = Ḡ− qGi − qGj n = i, j (37)

therefore

qLi − qLj =
r
(
L̄i − L̄j

)
r + cL

, (38)

which implies that qLi > qLj if L̄i > L̄j . That is, higher BAU emissions entails greater marginal

damage on the last unit, hence requiring more abatement of the local pollutant within a region.

Since the social planner internalizes all the externalities, we obtain the standard Samuelson

condition for abatement of the global pollutant. Rearranging (36) yields

qGi = qGj = qG =
g − L̄+ qLi + qLj

cG
. (39)

Substituting (39) into (35) and rearranging implies

qLn =
rL̄n − Ḡ+ 2qG

r + cL
n = i, j. (40)

From this one can directly infer the complementary nature of the interacting pollutants which

the planner recognizes, i.e., dqLn
dqG

= 2
r+cL

> 0.

Use (40) to eliminate qLn in (36) to obtain the socially optimal level of CO2 abatement in

each region

qG
∗

n = qG
∗

=
cL
(
g − L̄

)
+ gr − 2Ḡ

cG (r + cL)− 4
. (41)

Since qGi = qGj = qG, the optimal aggregate level of CO2 abatement across the two regions is

simply QG
∗

= 2qG
∗
. Thus, the optimal level of SO2 abatement in each region, which can be

12



found by directly substituting (41) into (40), is

qL
∗

n =
rL̄n − Ḡ
r + cL

+
2

r + cL

(
cL
(
g − L̄

)
+ gr − 2Ḡ

cG (r + cL)− 4

)
n = i, j. (42)

This concludes the derivation of the Nash and socially optimal abatement levels when the

policymaker takes account of the dimming effect.

4 Main Results

After having derived the relevant abatement levels with and without consideration of the dim-

ming effect, we are now in a position to make direct policy comparisons. As a point of reference,

Table 1 summarizes the abatement quantities, as derived in the previous Section, from which

we will be able to obtain our key results. In what follows, we restrict the policy comparisons to

interior solutions, reflecting non-negative abatement levels but which are less than the respective

upper bounds in terms of BAU emissions. Note that we have identified eight abatement levels

for two regions. For interior solutions we then have upper and lower bounds for 16 abatement

levels, implying 32 inequalities that need to be satisfied simultaneously. The three parame-

ter restrictions identified in Lemma 1 below are the necessary and sufficient conditions for the

existence of all possible interior solutions (proof in Appendix A).

Lemma 1. The Nash and second-best abatement levels in the no-dimming scenario are interior

solutions when q̂L
n

= qL
∗

n
∈ (0, L̄n) and q̂G

n
, qG

∗

n
∈ (0, Ḡn). The Nash and first-best abatement lev-

els in the dimming scenario are interior solutions when q̂Ln , q
L∗
n ∈ (0, L̄n) and q̂Gn , q

G∗
n ∈ (0, Ḡn).

These interior solutions exist when the following three parameter restrictions are satisfied:

R1 : L̄ < g < cGḠn

R2 : 2Ḡ < y <
xḠ

2

R3 : x > 4 (43)

where x ≡ cG(r + cL) > 0 and y ≡ g(r + cL)− cLL̄ > 0.

The first comparison we make concerns the case of unilateral abatement in each region. This

situation involves the Nash abatement levels of both the local and global pollutant with dimming

(q̂Ln , q̂Gn ) and without recognizing dimming (q̂L
n

, q̂G
n

). Proposition 1 and Proposition 2 summarize

the comparison for the local and global pollutant, respectively. The proofs of all propositions

are in Appendix B.
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Table 1: Summary of Regional Abatement Quantities with and without Dimming

Without Dimming With Dimming

Nash Second-Best Nash First-Best

(q̂k
n
) (qk

∗

n
) (q̂kn) (qk

∗
n )

Pollutant

SO2
rL̄n
r+cL

rL̄n
r+cL

rL̄n−αnḠ
r+cL

+ αn
r+cL

(
y−Ḡ
x−1

)
rL̄n−Ḡ
r+cL

+ 2
r+cL

(
y−2Ḡ
x−4

)

CO2
αng
cG

g
cG

αn(y−Ḡ)
x−1

y−2Ḡ
x−4

NOTES: x ≡ cG(r + cL) and y ≡ g(r + cL)− cLL̄; see also Lemma 1.

Proposition 1. The Nash equilibrium ignoring the dimming effect results in more SO2 abate-

ment relative to the level of SO2 abatement at the Nash equilibrium that acknowledges the dim-

ming effect

q̂Ln < q̂L
n

.

Proposition 2. The Nash equilibrium ignoring the dimming effect results in more CO2 abate-

ment relative to the level of CO2 abatement at the Nash equilibrium that acknowledges the dim-

ming effect

q̂Gn < q̂G
n

.

Propositions 1 and 2 indicate that Nash equilibrium abatement of both pollutants is greater

when the dimming effect is ignored. Ignoring the dimming effect results in dominant strategy

solutions for both pollutants [see q̂L
n

in (13) and q̂G
n

in (19)], hence there is no strategic response

from a change in abatement of either pollutant in the other regions. Neither the benefit ex-

ternality (via αn) nor the dimming effect are internalized in the Nash equilibrium that ignores

dimming. Therefore, each region doing the best that they can will choose more abatement of

both pollutants than they would if they acted in their own self-interest, but recognize dimming.

Previously in Section 3.2.1 we have shown that recognizing dimming involves strategic in-

teraction for both pollutants across both regions in the Nash equilibrium. Each region that

recognizes dimming will choose less abatement of the local pollutant, since this increases their

own damage for a given level of the global pollutant. Furthermore, recognizing dimming means

acknowledging the complementarity between the pollutants, i.e., dqLn
dqG

= 1
r+cL

> 0 from equation
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(25). Hence, reducing local abatement means reducing global abatement as well. The strate-

gic interaction means that both regions that recognize dimming are responding in the same

direction, hence both local and global abatement is less in the Nash equilibrium that recognizes

dimming.

The next set of policy comparisons relate to the optimal level of SO2 and CO2 abatement

with the corresponding levels in the second-best outcome which ignores the dimming effect.

Propositions 3 and 4 sum up the comparison result for the respective pollutants.

Proposition 3. The optimal level of SO2 abatement recognizing the dimming effect is lower

than the second-best level of SO2 abatement that ignores the dimming effect

qL
∗

n < qL
∗

n
.

Proposition 4. The optimal level of CO2 abatement recognizing the dimming effect is lower

than the second-best level of CO2 abatement that ignores the dimming effect

qG
∗

n < qG
∗

n
.

Propositions 3 and 4 tell us that a planner that does not account for the dimming effect will

choose too much abatement of both the local and global pollutant. The planner that recognizes

dimming understands the complementary nature of abatement, i.e., dqLn
dqG

> 0 following equation

(40). However, the planner who does not recognize dimming chooses a dominant strategy for

local abatement [qL
∗

n
in (13)] and a dominant strategy for global abatement [qG

∗

n
in (19)]. The

first-best planner recognizes that there is too much local abatement (relative to second-best)

since the dimming effect reduces global damage. Given the complementarity, the first-best

planner also recognizes that there is also too much global abatement by the planner that does

not recognize dimming. A well-intentioned planner who ignores the dimming effect will therefore

choose too much abatement of both pollutants across both regions. Thus, even though the global

pollutant externality is internalized across regions, the second-best planner does not recognize

the global externality created by the dimming effect. The second-best planner is clearly not

internalizing all the externalities from both pollutants across regions when the interacting nature

of the pollutants trhough the dimming effect is ignored.

The final set of policy comparisons concerns the dimming scenario by contrasting abatement

at the Nash equilibrium (q̂Ln , q̂Gn ) with the corresponding first-best level of abatement (qL
∗

n , qG
∗

n ).

Propositions 5 and 6 outline the main findings from this comparison for the local and global

pollutant, respectively.
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Proposition 5. When the dimming effect is acknowledged, the first-best level of SO2 abatement,

qL
∗

n , is higher than the corresponding level of SO2 abatement at the Nash equilibrium, q̂Ln , for all

benefit shares αn ∈ (0, 1)

qL
∗

n > q̂Ln .

Proposition 6. When the dimming effect is acknowledged, the first-best level of CO2 abatement,

qG
∗

n , is higher than the corresponding level of CO2 abatement at the Nash equilibrium, q̂Gn , for

all αn ∈ (0, α̃), with α̃ < 1 defined as follows (see Equation A39)

qG
∗

n T q̂Gn for αn Q α̃ ≡
(
x−1
x−4

) [
y−2Ḡ
y−Ḡ

]
< 1.

Proposition 5 indicates that there is too little abatement of the local pollutant at the Nash

equilibrium when the dimming effect is recognized. The optimal (first-best) outcome depicts

a social planner that acknowledges the dimming effect. Reducing SO2 emissions in one region

has a negative impact on the other region via the dimming effect that is not internalized at

the Nash equilibrium. If a region unilaterally decides to reduce its SO2 emissions, the dimming

effect becomes stronger, which increases the environmental damage from (a given level of) CO2

emissions.

Proposition 6 shows that there is also too little abatement of the global pollutant at the Nash

equilibrium when the dimming effect is recognized, but only as long as the benefit shares are not

too different, as defined by a critical threshold value α̃. For similar benefit shares, αn ∈ (0, α̃),

Nash abatement of CO2 is too low, the standard result from the international environmental

agreements literature that does not consider the dimming effect (see Finus and Caparrós, 2015).

However, the dimming effect raises a possibility that could not occur in this single pollutant

literature. If a region has a large share of the benefit from CO2 abatement (αn > α̃), the

optimal outcome would actually imply reducing abatement relative to the Nash equilibrium

that recognizes dimming (qG
∗

n < q̂Gn ). The optimum equates marginal abatement cost across

the two regions and the first-best planner achieves this by equating qG
∗

i with qG
∗

j (see Table 1).

The large benefit share region reduces CO2 abatement since the other region is increasing it,

resulting in a cost-effective solution, unlike the Nash equilibrium. The first-best planner always

results in a greater level of CO2 abatement than at the Nash equilibrium when dimming is

recognized (see Table 2). However, the planner’s re-allocation of abatement across regions can

result in a (very) high benefit share region actually reducing global abatement. This would not

occur without the dimming effect. Proposition 5 tells us that optimal SO2 abatement is always
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greater than the Nash equilibrium when dimming is recognized, since the dimming externality

is internalized across regions. Furthermore, we know that the optimal planner recognizes the

abatement complementarity, i.e., dqLn
dqG

> 0 following (40).

5 Implications for Climate Policy

Now we have derived the optimal and Nash abatement levels of the local and global pollutant

with and without accounting for the dimming effect, we can draw some implications for the

design of pollution control policy to correct for the cross-regional inefficiencies. In view of the

importance of cross-national coordination of abatement efforts, we shall consider a market-based

climate policy through a lens of emissions taxation and show how this can be embedded into an

international climate agreement to facilitate the coordination process.

Historically, international climate agreements have implemented quantity-based targets. For

instance, the Kyoto Protocol required a minimum 5.5 percent reduction relative to 1990 emissions

levels for Annex I nations. However, the design and implementation of domestic policies that

were needed to meet the internationally negotiated abatement requirements were left to the

individual member nations. Some literature has recently demonstrated that a carbon tax may

be an effective policy instrument for future climate agreements due to many desirable properties.

These include negotiating a single price rather than an abatement requirement for each signatory,

and tax revenues generated by the agreement that can be rebated to citizens covered by the

agreement (Weitzman, 2014; McEvoy and McGinty, 2018). Although our theoretical results are

derived in terms of abatement levels, we can straighforwardly relate these to emissions taxes, in

particular sulphur and carbon taxes.

Before we go into a more general discussion of emissions taxation in the context of interna-

tional climate agreements, let us first illustrate some of our key findings intuitively by means

of a numerical example. In line with our main approach, base parameters in our numerical

exercise were chosen such that it restricts the attention to interior equilibrium solutions, which,

we believe, represents the current situation in climate agreements realistically. Table 2 contains

the computed abatement levels of SO2 and CO2 for both regions at the Nash equilibrium with

and without acknowledgment of the dimming effect, as well as abatement in the second-best and

first-best case. The corresponding sulphur tax (τLn ) and carbon tax (τGn ) for each distinguished

case is given in squared brackets.
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Table 2: Equilibrium Abatement Quantities and Emissions Taxes with and without Dimming

Without Dimming With Dimming

Nash Second-Best Nash First-Best

(q̂k
n
) (qk

∗

n
) (q̂kn) (qk

∗
n )

Pollutant/Region

SO2 i 32 32 32− 31.11αi 5.33

[τ̂Li = 32] [τL
∗

i = 32] [τ̂Li = 32− 31.11αi] [τL
∗

i = 5.33]

SO2 j 48 48 48− 31.11αj 21.33

[τ̂Lj = 48] [τL
∗

j = 48] [τ̂Lj = 48− 31.11αj ] [τL
∗

j = 21.33]

CO2 i 70αi 70 44.44αi 33.33

[τ̂Gi = 140αi] [τG
∗

i = 140] [τ̂Gi = 44.44αi] [τG
∗

i = 66.67]

CO2 j 70αj 70 44.44αj 33.33

[τ̂Gj = 140αj ] [τG
∗

j = 140] [τ̂Gj = 44.44αj ] [τG
∗

j = 66.67]

NOTES: The outcomes are based on parameter values L̄i = 40, L̄j = 60, Ḡi = 80, Ḡj = 120,

cL = 1, cG = 2, r = 4 and g = 140. These values ensure that conditions R1, R2, R3 defined by

(43) all hold, ensuring interior equilibrium solutions. Corresponding sulphur and carbon tax

rates shown in squared brackets.

Without acknowledging the dimming effect, the only harmonized tax rate across the two

regions is the global carbon tax in the second-best setting with τG
∗

i = τG
∗

j = 140. When regions

take unilateral CO2 abatement decisions while ignoring dimming, the carbon tax at the Nash

equilibrium is only harmonized for the special case where the regional benefit shares are perfectly

symmetric (αi = αj = 0.5). In this case, the carbon tax amounts to τ̂Gi = τ̂Gj = 140× 0.5 = 70.

If the benefit shares are unequal (αi 6= αj 6= 0.5), then, as expected, the Nash carbon tax

is higher for the region that experiences higher environmental damages and equal to τ̂Gn =

140αn (n = i, j). Looking at the taxes imposed on SO2 emissions without consideration of the

dimming effect, both the Nash and second-best sulphur tax rates (τ̂Ln and τL
∗

n , respectively) are

independent of the regions’ benefit shares, ensuring a proportionate reduction in BAU emissions.

Hence, the sulphur tax is higher in the region which generates relatively more emissions (in the

numerical example this is region j, which implements a sulphur tax of τ̂Lj = τL
∗

j = 48; region i’s

sulphur tax is τ̂Li = τL
∗

i = 32).
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When the dimming effect is accounted for in climate policy, then the Nash equilibrium

sulphur tax in region n = i, j is lower compared to the Nash sulphur tax absent dimming (i.e.,

τ̂Ln < τ̂Ln) and is, moreover, decreasing in the benefit share due to the dimming effect (i.e.,

dτ̂Ln
dαn

< 0). The first-best sulphur tax (τL
∗

n ) is lower than its second-best counterpart (τL
∗

n ) and

independent of the regions’ benefit share (i.e., 5.33 < 32 for region i; 21.33 < 48 for region

j). This is due to the internalization of the dimming externality. It is important to note that

the optimal sulphur tax is not harmonized across the two regions (τL
∗

i 6= τL
∗

j ). This is because

individual regions must balance the local damage resulting from SO2 emissions with the dimming

effect. That is, the optimal sulphur tax is region-specific because the local marginal damage

differs on the last unit when BAU SO2 emissions vary regionally. In contrast, looking at CO2

emissions, the optimal carbon tax is uniform across the two regions but lower than the second-

best tax rate (τG
∗

n = 66.67 < τG
∗

n = 140). Thus, the optimal sulphur tax is heterogeneous across

regions and below the harmonized optimal carbon tax (τL
∗

n < τG
∗

n = τG
∗
). This means that

marginal abatement costs are not equalized across the two pollutants in equilibrium.

Proposition 6 tells us that recognizing dimming can result in a high benefit region actually

reducing CO2 abatement at the first-best solution compared to the Nash equilibrium that rec-

ognizes dimming. Table 2 shows that Nash CO2 abatement is 44 for all possible distributions

of the benefit shares; the first-best level of total CO2 abatement is 66.67, with each region

abating qG
∗

n = 33.33 and facing the same marginal cost of the last unit. However, suppose

αi = 0.8, exceeding the critical value α̃ = 0.75, and αj = 0.2, then q̂Gi = 0.8× 44.44 = 35.55 and

q̂Gj = 0.2× 44.44 = 8.89. In this case, region i would reduce global abatement at the first-best,

while region j increases abatement to qG
∗

n = 33.33, which equates the marginal abatement cost

of the last unit. This would not happen without the dimming effect from interacting pollutants.

Since αi < 1, the first-best solution would always imply increasing CO2 abatement from the

Nash equilibrium.

What lessons can be derived from this exercise for the formation of climate policy? Current

climate policy disregards the dimming effect, which corresponds to the second-best case that

we have identified above. Given our two-region model, the global uniform carbon tax under a

multilateral climate agreement would in fact be set too high relative to the he first-best uniform

carbon tax. The same is true for the second-best sulphur tax rates. The second-best scenario

is characterized by the internalization of the global externality from CO2 emissions but not the

externality that arises from the global dimming effect. In contrast, in the first-best scenario, the

optimal tax policy internalizes both externalities simultaneously. Since SO2 and CO2 abatement
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are complements, the optimal tax levels are below the tax rates that would be set in a second-best

setting where the dimming effect is not accounted for.

More generally, and linking back to some of our formal Propositions derived in Section 4, the

first-best outcome is being established with a climate policy that accounts for the global dimming

effect. This would correspond to a climate agreement that not only includes the abatement levels

of the local pollutant but also their interaction with the global pollutant. Propositions 5 and

6 stipulate how abatement decisions are affected when the dimming effect is recognized. In

the presence of dimming, Proposition 5 tells us that too little abatement of the local pollutant

occurs at the Nash equilibrium relative to the first-best abatement levels. This implies that,

absent any global climate agreement, a single region’s sulphur tax is too low. Furthermore, the

sulphur taxes at the Nash equilibrium will differ across regions, with the tax rate decreasing in

BAU emissions of SO2.

The Nash equilibrium carbon taxes will differ across regions, other than the knife-edge case

where benefit shares are equal. Otherwise, the region which has a higher benefit share will

have a higher carbon tax. With respect to the global pollutant, Proposition 6 suggests that,

if dimming is recognized, the Nash carbon tax rates are higher than the first-best levels up to

some critical level of the benefit share (α̃ = 0.75 in the numerical example). If αn ∈ (0, α̃) then

the carbon tax will be higher at the first-best, but if αn > α̃, then the first-best could actually

be a reduction in the domestic carbon tax to equate with the global carbon tax. The carbon

tax in the low-benefit region would necessarily increase dramatically until it is equated across

regions.

Currently existing climate policy does not acknowledge the dimming effect. Without an

agreement abatement of both the local and global pollutants are dominant strategies, since

neither externality is internalized at the Nash equilibrium. Each region abates a constant pro-

portion of the local pollutant. Abatement of the global pollutant in a given region, and hence the

carbon tax, is strictly increasing in the region’s benefit share. Without dimming, sulphur taxes

and carbon taxes are higher than at the Nash equilibrium that recognizes dimming. Therefore,

ignorance of the dimming effect can, in fact, be welfare improving absent a global agreement on

CO2 emissions.

Furthermore, without recognition of the dimming effect, abatement of the local pollutant

in the second-best outcome is the same as the level of abatement at the corresponding Nash

equilibrium. This implies that a region’s second-best sulphur taxes are equivalent to the tax at

the Nash equilibrium, which is a region’s dominant strategy solution. These abatement levels
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are constant proportions of BAU emissions, and there is no link in a global climate agreement

between sulphur and carbon taxes in a second-best world. These findings complement D’Autume

et al. (2016), who show that locally differentiated taxes could go hand-in-hand with a global

carbon tax even in a second-best setting. On the other hand, Van der Ploeg and De Zeeuw

(2016) find alternative pricing arrangements, depending on the nature of cooperation between

countries in a North-South context with climate tipping points. They show in a dynamic model

that carbon taxes tend to converge (diverge) in the cooperative (noncooperative) scenario. In

other words, cooperation exhibits more effective coordination, which is conducive to establishing

a uniform carbon pricing mechanism. In contrast, carbon prices become more differentiated when

countries act noncooperatively in coordinating abatement actions.

The 1997 Kyoto Protocol had ambitious CO2 abatement requirements (for Annex I nations)

but did not acknowledge the dimming effect. This corresponds to our second-best planner

where the agreement was narrow in membership but deep in terms of abatement. The 2015

Paris Accord has Nationally Determined Contributions (NDCs) for abatement. This agreement

is broad in terms of membership, but shallow in terms of abatement levels if the NDCs are what

each nation would do in the absence of an agreement. The Paris Accord is arguably closer to

our case of the Nash equilibrium that does not recognize dimming. There is no single price of

carbon under the Paris Accord and each nation chooses their own price to meet their NDC.

Our results also relate to the conventional wisdom regarding the EKC for both local and

global pollutants. Currently these EKC’s are “de-coupled” in the sense that local pollution has

no impact on global damages, that is, the dimming effect is ignored. The local pollutant EKC

has a turning point, suggesting a SO2 reduction as nations gain sufficient income. Recognizing

the dimming effect would then imply an upwards shift in the global EKC as income increases.

Recognizing dimming would link the two EKCs for both the noncooperative outcome as well as

for international climate agreements.

6 Conclusions

International coordination of climate change mitigation efforts, and the corresponding nego-

tiations and fixing of emissions reduction targets, are often centered around reducing carbon

dioxide (CO2) emissions without taking into account as to how this global pollutant interacts

with local (regional) pollutants, such as, for instance, sulphur dioxide (SO2) and nitrogen oxide

(NOx). This paper contributes to the literature on multi-pollutant interactions by studying how
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the interdependence between SO2 and CO2 affects the corresponding abatement decisions of

regions in the presence of the global dimming effect. The dimming effect refers to the impact of

SO2 abatement on the environmental damage derived from CO2 emissions. Acknowledging the

dimming effect gives rise to two interrelated externalities with spatial spillovers which shape the

(optimal) abatement decisions of individual regions.

In a simple two-region model, this paper examines and derives abatement of SO2 and CO2

in the situation where regions coordinate abatement actions noncooperatively (à la Nash) and

cooperatively. Given these policy scenarios, we further analyze abatement with and without

acknowledging the dimming effect. The optimal outcome represents the case which acknowledges

dimming and where regions coordinate abatement of SO2 and CO2 simultaneously in order

to minimize environmental damage originating from the joint production of these interactive

pollutants. Three sets of results are derived.

First, in the noncooperative scenario where both regions unilaterally minimize the aggregate

environmental damage from SO2 and CO2, Nash equilibrium abatement is lower with dimming

compared to abatement at the Nash equilibrium without acknowledgement of the dimming

effect. Second, the optimal level of both pollutants is lower relative to the respective second-

best abatement levels which ignore the dimming effect. In other words, there is over-abatement

when the dimming effect is not accounted for in coordinating abatement actions. Third, in

the presence of dimming, comparing the Nash level of abatement with the optimal level reveals

under-abatement at the Nash equilibrium. This result is unambiguous for the local pollutant

but holds for the global pollutant under the condition that the regions are not too heterogeneous

in terms of the respective benefits they derive from reducing CO2 emissions.

These results have important implications for policymakers facing the challenge of reducing

local air pollution and simultaneously mitigating global climate change. The results signify that

policymaking not only involves how countries unilaterally control the pollution and abatement

activities concerning CO2 and SO2, but also how this translates into multilateral pollution

control efforts. We illustrate such a translation in the context of international climate agreements

and show that a first-best climate agreement involves a uniform tax on the global pollutant (CO2)

but allows taxes on the local pollutant (SO2) to vary across regions. A market-based mechanism

like emissions taxation would allow an international climate agreement to reflect the interactive

nature between SO2 and CO2 optimally.
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Appendix A: Existence of Interior Abatement Solutions

To ensure the existence of interior emissions abatement levels, the following three parameter

restrictions need to be satisfied (see Lemma 1):

R1 : L̄ < g < cGḠn

R2 : 2Ḡ < y <
xḠ

2

R3 : x > 4.

Below we prove the existence of the interior abatement solutions. We first do this with respect to

emissions abatement under the non-dimming case, followed by the derivations for the dimming

scenario. For reasons of expositional clarity, and following the terminology in the main text,

wherever possible we make use of the terms y and x defined by y ≡ g
(
r + cL

)
− cLL̄ > 0 and

x ≡ cG(r + cL) > 0.

Non-Dimming Restrictions

1. qL
∗

n
= q̂L

n
∈ (0, L̄n) in (13)

qL
∗

n
= q̂L

n
=

rL̄n
r + cL

. (A1)

An interior solution is always ensured since r
r+cL

∈ (0, 1) and all parameters are strictly

positive. Therefore, a constant proportion of BAU emissions is abated in each region.

2. qG
∗

n
∈ (0, Ḡn) in (19) to be an interior solution requires

qG
∗

n
=

g

cG
< Ḡn, (A2)

otherwise there are no CO2 emissions in the second-best outcome which ignores the dim-

ming effect. We therefore require

g < cGḠn for qG
∗

n
∈ (0, Ḡn). (A3)

which is the right-hand side of R1 for n = i, j.

3. q̂G
n
∈ (0, Ḡn) in (15) to be an interior solution requires

q̂G
n

=
αng

cG
< Ḡn (A4)

or

αng < cGḠn. (A5)
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Since αn ∈ (0, 1) this inequality is ensured by the binding restriction (A3).

Equations (6), (7) and (8) detail how the marginal damage from the global pollutant is

strictly positive for all levels of local abatement. This requires g > L̄i + L̄j ≡ L̄, which is the

LHS of R1. Taken together with (A3) this results in the single parameter restriction R1, which

ensures that all 8 no-dimming abatement levels are interior solutions. R1 is both a necessary

and sufficient condition

R1 : L̄i + L̄j ≡ L̄ < g < cGḠn. (A6)

R1 must hold for both regions, so it is binding for the smaller BAU Ḡn region and slack for the

larger BAU region. In what follows, we have multiple restrictions in terms of overall Ḡ (and

not region-specific, Ḡn), meaning that we can add R1 across both regions n = i, j to obtain a

combined R1

L̄ < g < cGḠi

+L̄ < g < cGḠj

2L̄ < 2g < cGḠ

Combined R1 : L̄ < g <
cGḠ

2
. (A7)

The combined R1 is a necessary but not a sufficient condition. It allows for all possible combi-

nations of Ḡi and Ḡj for a given Ḡ. Whichever is smaller will be binding, and the average Ḡ
2 is

only binding if Ḡi = Ḡj .

Dimming Restrictions

The dimming restrictions are more complicated than the non-dimming restrictions, so we write

the dimming abatement quantities in (32) and (42) in terms of non-dimming abatement quan-

tities plus an additional term. This is what we implement for case (i) and (ii) below.

1. q̂Ln ∈ (0, L̄n) in (32) can be written as

q̂Ln =
rL̄n − αnḠ
r + cL

+
αn[cL(g − L̄) + gr − Ḡ]

(r + cL) [cG(r + cL)− 1]

=
rL̄n − αnḠ
r + cL

+
αn(y − Ḡ)

(r + cL) (x− 1)

=
rL̄n
r + cL

+ αn

[
−Ḡ
r + cL

+
(y − Ḡ)

(r + cL) (x− 1)

]
. (A8)
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Using (A1) above this becomes:

q̂Ln = q̂L
n

+ αn

[
−Ḡ (x− 1) + (y − Ḡ)

(r + cL) (x− 1)

]
= q̂L

n
+ αn

[
y − xḠ

(r + cL) (x− 1)

]
. (A9)

Below we will show that we require two more parameter restrictions for the possibility of

an interior equilibrium. These are R2 and R3, which together ensure the term in squared

brackets [·] < 0. This term must be smaller in magnitude than q̂L
n

= rL̄n
r+cL

for q̂Ln > 0.

2. qL
∗

n ∈ (0, L̄n) in (42) is

qL
∗

n =
rL̄n − Ḡ
r + cL

+
2

r + cL

(
cL
(
g − L̄

)
+ gr − 2Ḡ

cG (r + cL)− 4

)

=
rL̄n
r + cL

− Ḡ

r + cL
+

2

r + cL

(
y − 2Ḡ

x− 4

)
. (A10)

Using (A1), rewrite this in terms of the non-dimming level qL
∗

n

qL
∗

n = qL
∗

n
− Ḡ

r + cL
+

2

r + cL

(
y − 2Ḡ

x− 4

)
= qL

∗

n
+
−Ḡ (x− 4) + 2y − 4Ḡ

(r + cL) (x− 4)

= qL
∗

n
+

2y − xḠ
(r + cL) (x− 4)

. (A11)

Given R2 and R3, the dimming term is negative, hence the magnitude must be less than

qL
∗

n
for qL

∗
n > 0.

3. q̂Gn ∈ (0, Ḡn) in (30)

q̂Gn =
αn[cL(g − L̄) + gr − Ḡ]

cG (r + cL)− 1

=
αn(y − Ḡ)

x− 1
, (A12)

which is positive given R2 and R3.

4. qG
∗

n ∈ (0, Ḡn) in (41)

qG
∗

n =
cL
(
g − L̄

)
+ gr − 2Ḡ

cG (r + cL)− 4

=
y − 2Ḡ

x− 4
, (A13)

which is positive given R2 and R3.
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Combined Restrictions

Combining the abatement levels across regions results in a necessary but not sufficient condition.

If the necessary condition is not satisfied, then an interior solution is not possible. The combined

restrictions would be both necessary and sufficient if regions n = i, j are identical, i.e., αi = αi,

L̄i = L̄j , Ḡi = Ḡj .

1. qG
∗

n ∈ (0, Ḡn) in (41) is an interior solution when

0 < qG
∗

n =
y − 2Ḡ

x− 4
< Ḡn. (A14)

Combining this condition as above for n = i, j results in qG
∗

i + qG
∗

j = QG
∗
, where

0 < QG
∗

=
2
(
y − 2Ḡ

)
x− 4

< Ḡ, (A15)

since Ḡi + Ḡj = Ḡ. So, we have the necessary condition for an interior solution for QG
∗

(i) x < 4 ⇐⇒ xḠ

2
< y < 2Ḡ

(ii) x > 4 ⇐⇒ 2Ḡ < y <
xḠ

2
. (A16)

Using (A16) and (A7), we can now show that x < 4 is not possible at an interior equilib-

rium. Substituting the expressions y ≡ g
(
cL + r

)
− cLL̄ and x ≡ cG(r + cL) into (A16i)

implies
cG(r + cL)Ḡ

2
< g

(
cL + r

)
− cLL̄ < 2Ḡ. (A17)

Solving the left inequality for g results in

cG(r + cL)Ḡ

2
< g(cL + r)− cLL̄

cG(r + cL)Ḡ

2
+ cLL̄ < g(cL + r)

cGḠ

2
+

cLL̄

cL + r
< g. (A18)

Comparing (A18) with the combined R1 condition in (A7) implies

cGḠ

2
+

cLL̄

cL + r
< g <

cGḠ

2
. (A19)

This inequality cannot hold, since cLL̄
cL+r

> 0. Therefore, x ≮ 4 and x > 4 (R3), which from

(A16ii) implies R2.
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2. q̂Gn ∈ (0, Ḡn) in (30) is an interior solution for

0 < q̂Gn =
αn(y − Ḡ)

x− 1
< Ḡn. (A20)

Combining this condition for n = i, j results in q̂Gi + q̂Gj = Q̂G

0 < Q̂G =
y − Ḡ
x− 1

< Ḡ, (A21)

since αi + αj = 1, q̂Gi + q̂Gj = Q̂G and Ḡi + Ḡj = Ḡ. Restrictions R2 and R3 ensure that

Q̂G is strictly positive and below the upper bound, Ḡ.

3. q̂Ln ∈ (0, L̄n) in (32). For an interior solution

0 < q̂Ln =
rL̄n
r + cL

+ αn

[
y − xḠ

(r + cL) (x− 1)

]
< L̄n (A22)

then adding this up for regions n = i, j results in

0 < Q̂Ln =
rL̄

r + cL
+

y − xḠ
(r + cL) (x− 1)

< L̄ (A23)

since αi+αj = 1, q̂Li + q̂Lj = Q̂Ln and L̄i+ L̄j = L̄. The combined dimming term is negative

given R2 and R3 imply y < xḠ and x > 4.

4. Lastly, qL
∗

n ∈ (0, L̄n) in (42) is an interior solution when

0 < qL
∗

n = qL
∗

n
+

2y − xḠ
(r + cL)(x− 4)

< L̄n. (A24)

Combining across regions n = i, j gives

0 < QL
∗

n =
rL̄

r + cL
+

2(2y − xḠ)

(r + cL)(x− 4)
< L̄

0 < QL
∗

n = QL
∗

+
2(2y − xḠ)

(r + cL)(x− 4)
< L̄. (A25)

Again, the dimming term is strictly negative given R2 and R3, hence the lower bound is

the relevant one.

Appendix B: Proposition Proofs

Proposition 1

Proof. From (A9)

q̂Ln = q̂L
n

+ αn

[
y − xḠ

(r + cL) (x− 1)

]
. (A26)
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The difference between q̂Ln and q̂L
n

is driven by the dimming term αn

[
y−xḠ

(r+cL)(x−1)

]
, which is

strictly negative given parameter restrictions R2 and R3. Therefore, q̂Ln < q̂L
n

.

Proposition 2

Proof. From (15) and (30) we have:

q̂Gn =
αn(y − Ḡ)

x− 1
< q̂G

n
=
αng

cG

y − Ḡ <
g (x− 1)

cG
. (A27)

Using the definition y ≡ g(r + cL)− cLL̄ results in:

g(r + cL)− cLL̄ < Ḡ+
g(x− 1)

cG

gcG(r + cL)− cGcLL̄ < cGḠ+ g(x− 1). (A28)

Then, using the definition x ≡ cG(r + cL) implies:

gx− cGcLL̄ < cGḠ+ g (x− 1)

g − cGcLL̄ < cGḠ, (A29)

which always holds given Combined R1 (A7). Therefore, q̂Gn < q̂G
n

.

Proposition 3

Proof. From (A11)

qL
∗

n = qL
∗

n
+

2y − xḠ
(r + cL)(x− 4)

. (A30)

The difference between qL
∗

n and qL
∗

n
is the dimming term 2y−xḠ

(r+cL)(x−4)
, which is strictly negative

given parameter restrictions R2 and R3. Therefore, qL
∗

n < qL
∗

n
.

Proposition 4

Proof. From (19) and (41) we have:

qG
∗

n =
y − 2Ḡ

x− 4
< qG

∗

n
=

g

cG

y − 2Ḡ <
g(x− 4)

cG

cGy < 2cGḠ+ xg − 4g. (A31)

Using the definition y ≡ g(r + cL)− cLL̄ and x ≡ cG(r + cL) this becomes:

gcG(r + cL)− cGcLL̄ < 2cGḠ+ xg − 4g

xg − cGcLL̄ < 2cGḠ+ xg − 4g

4g − cGcLL̄ < 2cGḠ

g − cGcLL̄

4
<

cGḠ

2
, (A32)
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which always holds given Combined R1 (A7). Therefore, qG
∗

n < qG
∗

n
.

Proposition 5

Proof. Using (A9) and (A11):

q̂Ln = q̂L
n

+ αn

[
y − xḠ

(r + cL)(x− 1)

]
< qL

∗
n = qL

∗

n
+

2y − xḠ
(r + cL)(x− 4)

. (A33)

Since q̂L
n

= qL
∗

n
from (A1) we have:

αn

[
y − xḠ

(r + cL)(x− 1)

]
<

2y − xḠ
(r + cL)(x− 4)

αn

[
y − xḠ
x− 1

]
<

2y − xḠ
x− 4

. (A34)

Restrictions R2 and R3 imply

αn >

[
x− 1

x− 4

](
2y − xḠ
y − xḠ

)
. (A35)

The right-hand side is strictly positive given R2 and R3. If the right-hand side > 1 then q̂Ln < qL
∗

n

for all αn ∈ (0, 1): [
x− 1

x− 4

](
2y − xḠ
y − xḠ

)
> 1

(x− 1)(2y − xḠ) < (x− 4)(y − xḠ)

2xy + xḠ− x2Ḡ− 2y < xy − 4y − x2Ḡ+ 4xḠ

xy + 2y < 3xḠ

y <
3xḠ

x+ 2
. (A36)

The lowerbound of the right-hand side term 3x
x+2 is 2, hence, given R3, this holds for all αn ∈ (0, 1)

and q̂Ln < qL
∗

n .

Proposition 6

Proof. Using (A12) and (A13):

q̂Gn =
αn(y − Ḡ)

x− 1
< qG

∗
n =

y − 2Ḡ

x− 4

αn(y − Ḡ)

x− 1
<

y − 2Ḡ

x− 4

αn <

(
x− 1

x− 4

)[
y − 2Ḡ

y − Ḡ

]
. (A37)

29



The right-hand side is strictly positive given R2 and R3. Further,(
x− 1

x− 4

)[
y − 2Ḡ

y − Ḡ

]
> 1

(x− 1)
(
y − 2Ḡ

)
> (x− 4)

(
y − Ḡ

)
xy − y − 2xḠ+ 2Ḡ > xy − 4y − xḠ+ 4Ḡ

3y > xḠ+ 2Ḡ

y > Ḡ

(
x+ 2

3

)
. (A38)

Given R2 and R3, the lower bound of
(
x+2

3

)
is 2. However, the upper bound is strictly less than

x
2 since

x+ 2

3
<

x

2
2x+ 4 < 3x

x > 4,

implying
(
x−1
x−4

) [
y−2Ḡ
y−Ḡ

]
< 1 is possible. Therefore, q̂Gn < qG

∗
n for all αn ∈ (0, α̃), where α̃ is

defined by

α̃ ≡
(
x− 1

x− 4

)[
y − 2Ḡ

y − Ḡ

]
< 1. (A39)
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