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 Analyzing and judging of captured and retrieved images of the targets from 

the surveillance video cameras for person re-identification have been a 

herculean task for computer vision that is worth further research. Hence, re-

identification of single persons by locations based on single objects by 

locations (SOLO) model is proposed in this paper. To achieve the re-

identification goal, we based the training of the re-identification model on 

synchronized stochastic gradient descent (SGD). SOLO is capable of 

exploiting the contextual cues and segmenting individual persons by their 

motions. The proposed approach consists of the following steps: (1) 

reformulating the person instance segmentation as: (a) prediction of category 

and (b) mask generation tasks for each person instance, (2) dividing the input 

person image into a uniform grids, i.e., G×G grid cells in such a way that a 

grid cell can predict the category of the semantic and masks of the person 

instances provided the center of the person falls into the grid cell and (3) 

conducting person segmentation. Discriminating features of individual 

persons are obtained by extraction using convolution neural networks. On 

person re-identification Market-1501 dataset, SOLO model achieved mAP of 

84.1% and 93.8% rank-1 identification rate, higher than what is achieved by 

other comparative algorithms such as PL-Net, SegHAN, Siamese, 

GoogLeNet, and M3L (IBN-Net50). On person re-identification CUHK03 

dataset, SOLO model achieved mAP of 82.1 % and 90.1% rank-1 

identification rate, higher than what is achieved by other comparative 

algorithms such as PL-Net, SegHAN, Siamese, GoogLeNet, and M3L (IBN-

Net50). These results show that SOLO model achieves best results for person 

re-identification, indicating high effectiveness of the model. The research 

contributions are: (1) Application of synchronized stochastic gradient descent 

(SGD) to SOLO training for person re-identification and (2) Single objects by 

locations using semantic category branch and instance mask branch instead of 

detect-then-segment method, thereby converting person instance segmentation 

into a solvable problem of single-shot classification. 
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1. INTRODUCTION  

Various organizations, both public and private have recently shown interest in the use of surveillance 

systems. Surveillance data which includes images and videos is provided by surveillance systems as support 

to investigators in the investigation of crimes [1]. Moreover, the widespread use of the surveillance systems 

has lessened the intensity of people’s fears and crimes for overall safety of the public [2]. However, it is a 

challenging task with a whole lot of time needed to process and analyze these images and videos for the 

tracking and monitoring of a person in non-overlapping cameras [3]; this problem is in addition to several 

other factors such as change in illumination and posture, overlapping, occlusion and complex background 
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that negatively influence the performance of the person re-identification system in real life scenarios [4], 

thereby giving different appearance look to the same person. Query library and search library are the two 

common person re-identification tasks; while the persons of interest are contained in the query library, the 

images of persons which are acquired from videos by target detection algorithms are contained in the search 

library.  

By using similarity function for matching person, the queried library image is compared with each 

searched library image; this process returns the person image with the highest similarity as the final 

recognition result [5]. In general, three critical stages are involved in the person re-identification system, 

namely (1) automatic person detection, (2) person features extraction and (3) classification stage. Several 

researchers on deep learning applications to person re-identification systems have recommended the 

extraction and learning of effective feature representations from the detected person body to mitigate the 

unwanted background objects for a robust person re-identification system [6]-[8]. This recommendation is to 

give a new positive dimension to the implications of learning the feature representations from the whole 

person image that contains unwanted background objects as found in most of the literatures. Many deep 

learning-based systems use convolutional neural networks (CNN) in person re-identification solution to 

achieve the extraction of discriminating features and feature representations due to their notable performance 

[4], [9]-[11]. However, to train person re-identification deep learning-based systems and achieve reliable 

results, a huge amount of data is required. All the aforementioned facts and issues in the existing deep 

learning-based systems for person re-identification arouse our interest to conduct this study.  

The framework of SOLO enables the optimization of the neural network in a fashion that is end-to-end 

in such a way that notable limitations associated with other deep learning-based systems for person re-

identification are completely removed using exclusive mask annotations for performing pixel-level solution 

without the need for detecting local box and grouping of pixel. In other words, the masks of each instance is 

directly segmented by using the annotations of a complete instance mask rather than the mask of instance 

present in each bounding box or the learning of affinity relations, thereby quantizing locations of the center 

and the sizes of the object for enablement of objects segmentation by locations. This is one of the reasons we 

have preferred SOLO to other mainstream segmentation models in addressing the person re-identification 

problem. In this paper, to achieve the re-identification goal, we based the training of the person re-

identification SOLO model on synchronized stochastic gradient descent (SGD). SOLO is capable of 

exploiting the contextual cues and segmenting individual persons by their motions.  

The proposed SOLO approach consists of the following steps: (1) reformulating the person instance 

segmentation as: (a) prediction of category and (b) mask generation tasks for each person instance, (2) 

dividing the input person image into a uniform grids, i.e., G×G grid cells in such a way that a grid cell can 

predict the category of the semantic and masks of the person instances provided the center of the person falls 

into the grid cell and (3) conducting person segmentation. Discriminating features of individual persons are 

obtained by extraction using convolution neural networks. The approach used in SOLO for segmentation 

enables it to achieve higher mAP and rank-1 identification rate results than the results achieved by PL-Net 

[12] and other comparative algorithms such as SegHAN, Siamese, GoogLeNet, and M3L (IBN-Net50) when 

tested on Market-1501 and CUHK03 datasets which comprise large-scale and challenging re-identification 

datasets.  

We applied the SOLO approach to mitigate the notable problems in the person re-identification 

solutions, which are the suitable methods needed for obtaining a reliable feature extraction and person 

features representation, and overcoming the impact of clutter environment on the identification. Moreover, 

different ideal solutions such as deep learning-based systems have been developed and employed by many 

researchers to replace the traditional manual-based feature extraction methods [13]-[16] and address the 

person re-identification problems with respect to feature extraction and representations. Some of these 

systems are in a form of a hybrid that involve two stages, namely features extraction stage and classification 

stage, and they are provided for identity recognition of persons across multiple cameras. Among notable 

works on deep learning-based systems application to person re-identification are Zhong et al. [17] who 

proposed a multi-level feature extraction and multi-loss learning approach as a hybrid framework using 

recurrent comparative network (RCN) and global average pooling (GAP) algorithms on CUHK01, CUHK03, 

Market-1501 and DukeMTMC-reID datasets for a better recognition of persons. By extracting multi-level 

attributes from different layers using feature aggregation network, a multi-level feature extraction process 

was achieved. Two actions are involved in the multi-loss learning process, namely verification and 

recognition. For the verification action, the objective is to ensure same identity of the two-person images, and 

the objective of the recognition action is for specific-identity of the person in each image.  

A framework of optimization for learning distance metric via linear transformations was proposed by 

Nguyen et al. [18] by taking full advantage of the Jeffrey divergence between two multivariate Gaussian 
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distributions resulting from local pairwise constraints. In their method, they trained the distance metric on 

difference spaces that are positive and negative, and constructed from the locality of each training instance, 

thereby preserving the local discriminative information. Wu et al. [19] focused on the person re-identification 

task of one-example in which there is only one labeled-example for each identity together with many 

examples that are unlabeled. They proposed an improved framework, which gradually utilize the unlabeled 

dataset for person re-identification. In their improved framework, the convolutional neural network (CNN) 

model was iteratively updated and pseudo labels were estimated for the unlabeled dataset. 

Lu et al. [20] proposed co-attention Siamese networks for the segmentation of unsupervised video 

object. They achieved accurate object segmentation by effectively describing graph networks based on graph 

theory [21]-[22]. Based on the aforementioned facts on deep learning based methods for person re-

identification, the emergence of deep learning has highly improved the performance of the person re-

identification performance; although with some limitations such as insufficient training datasets for person 

re-identification that often causes over-fitting of the trained network model, thereby resulting in inability of 

person re-identification to generalize in real-life. Another limitation is inability of the extracted deep features 

by CNN to differentiate fine-grained person recognition effectively; these limitations and many more 

necessitate the need to device a new method of extracting person features with little or no influence of 

undesired information to achieve higher performance accuracy. The research contributions are: (1) 

Application of synchronized stochastic gradient descent (SGD) to SOLO training for person re-identification 

and (2) Single objects by locations using semantic category branch and instance mask branch instead of 

detect-then-segment method, thereby converting person instance segmentation into a solvable problem of 

single-shot classification. 

 

2. METHODS  

The methods for carrying out the proposed person re-identification system are described in this section. 

The system specifications include 64-bit Windows 10 Operating System, Intel Core i5 processor@2.4GHz 

CPU, 16 Gigabytes RAM, GeForce GTX 1080 Ti Graphics card, OpenCV Python library, Jupyter IDE, 2 

Terabytes Hard-disk, 10.1 inch IPS HD Portable LCD Gaming Monitor PC display VGA HDMI interface for 

PS3/PS4/XBOx360/CCTV/Camera monitor. These specifications are shown in Table 1. The important 

parameters for training the model are: 128×128 pixels input image size, 0.0002 initial learning rate, which 

was later set as 0.01 for fast convergence of the model, 200 epochs for improved validation set performance, 

0.0002 weight decay, 0.90 momentum, and 48-batch size. 

 

Table 1. The software and hardware specifications 
Software Type/Version 

Operating system 64-bit Windows 10 

IDE Jupyter 

Python library OpenCV 

Hardware Type/Version 

CPU Intel Core i5 processor@2.4GHz 

RAM 16 Gigabytes 

Graphics card GeForce GTX 1080 Ti 

Hard-disk 2 Terabytes 

Monitor 
10.1 inch IPS HD Portable LCD Gaming Monitor PC display VGA HDMI interface for 

PS3/PS4/XBOx360/CCTV/Camera 

 

To fine-tune the hyper-parameters of the model, two large-scale public benchmark datasets were 

employed for the person re-identification, they are: Market-1501 dataset [23] and CUHK03 dataset [24]. 

Market-1501 dataset contains 1501 identities acquired from different viewpoints by 6 different cameras. The 

dataset contains 32,688 bounding boxes of pedestrian images that were extracted with the use of Deformable 

Part Models (DPM) pedestrian detector. For each person identity at each viewpoint, there are 3.6 images on 

average, all in .jpg format. The dataset was split into two sets of identities, with 750 identities used for 

training the model and 751 identities used for testing the model. Consequently, this work employed the 

images for the training of the proposed person re-identification system. CUHK03 dataset on the other hand, 

as a public dataset, contains 1,360 identities from 13,164 images in .jpg format. Campus cameras, 6 in 

number were deployed to capture the images, where 2 campus cameras were used to capture each identity. 

Two types of annotations were provided by this dataset, they are the bounding boxes that were manually 

labeled and the bounding boxes that were automatically detected. The dataset was split into two sets of 

identities in accordance with the training and testing splits described in [23], with 767 identities selected for 
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training the model and the rest for testing the model. Table 2 shows the information on the employed person 

re-identification datasets. 

 

Table 2. Information on the employed datasets 
Datasets Total number of identities Total number of images 

Market-1501 1501 32,688 

CUHK03 1,360 13,164 

 

The overall architecture of the proposed person re-identification system comprises two important stages, 

namely the semantic category and instance mask generation stages. Both stages are responsible for the person 

re-identification as shown in Fig. 1. SOLO is employed for automatic extraction of the pixel-wise mask for 

target persons from the complex background. During segmentation process of the input image, SOLO 

algorithm can perfectly handle the interference effects of the background noise and differentiate between the 

target object (person) and the background (undesired information) for an enhanced accurate segmentation of 

a person image for person re-identification solution. 

 

 
Fig. 1. The architecture of the SOLO model for addressing person re-identification problem 

 

2.1. Semantic Category and Instance Mask Generation 

For each grid, C-dimensional output (where C is the number of classes) is predicted by the proposed 

SOLO to show the probabilities of the semantic class which are conditioned on cells of the grid. By dividing 

the input person image into G×G grids, the output space becomes G×G×C. This approach is based on the 

premise that each G×G grid cell must contain one individual person instance, hence only containing one 

semantic category. During inference, the C-dimensional output shows the probability of the class for each 

object (person) instance. Each corresponding person instance mask is generated by each positive cell of grid 

in parallel with the prediction of semantic category. The fully convolutional networks (FCNs) [25] are 

adopted as a direct approach to predict the person instance mask, though their operations, to some extent, are 

spatially invariant making them more suitable for image classification for robust result.  

Therefore, SOLO, being spatially invariant, is considered as the solution for the segmentation task since 

the segmentation masks must be conditioned on the cells of the grid and separated by different feature 

channels to achieve the desired result. For simple solution to the person instance segmentation task using 

SOLO, normalized pixel coordinates are directly fed to the networks at the initial stage of the network, and 

this is inspired by ‘CoordConv’ operator [26] for its simplicity and easy implementation. The spatial 

functionality is added to the FCN model by allowing the convolution access to its own input coordinates. 

Finally, person instance segmentation is formed based on the knowledge of naturally associating semantic 

category prediction and the corresponding instance mask by their reference cell of the grid. The results 

obtained from this segmentation are beneficial to person re-identification for obtaining parameter information 

about each person such as size, height, width, and length. Fig. 2 shows the system block diagrams of the two 

blocks of person instance segmentation process for a person re-identitication using semantic category branch 

and instance mask branch. 
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Fig. 2. System block diagrams  showing two blocks of person instance segmentation process for a person re-

identitication using semantic category branch and instance mask branch 

 

2.2. SOLO Network Architecture 

The construction of SOLO is such that its network is attached to the backbone of convolutional neural 

network (herein, for person feature extraction). Feature pyramid network (FPN) [27] is used for generating 

feature maps pyramid of different sizes with channels of a fixed number for each level. These maps serve as 

input for semantic category and instance mask as the two prediction heads, with the head weights shared 

across different levels, excluding only the last conv from being shared as shown in Fig. 3. SOLO architecture 

is instantiated with multiple architectures for its generalization and effectualness. At different pyramids, there 

may be variance in the number of grid, and for each person image, the differences consist of: (a) the 

backbone architecture employed for extracting convolutional features, (b) the network head for computing 

the results of the person instance segmentation, and (c) using training loss function for optimizing the model. 

The head architecture handles most of the experiments (person instance segmentation) with utilization 

of different variants for more generalization. The generated network outputs for the person instance 

segmentation is shown by G = 5 grids as illustrated in Fig. 1. In Fig. 1, the right column is the person 

instance segmentation generated result from the networks, the left column is the input person image to the 

networks with G = 5 grids and the middle columns are the branches for predicting category and activating 

person instance masks. At each grid, only one instance is allowed for activation, however, such instance 

prediction may be allowed by more than two mask channels in adjacent positions. At different positions, 

instances are explicitly segmented so that instance (individual person) segmentation problem can be 

converted by SOLO into a classification task that is position-cognizant. Non-maximum suppression (NMS) is 

used during inference to suppress the masks that are redundant. 

 

2.3. SOLO Learning Via Label Assignment and Loss Function 

Concerning the branch that is responsible for predicting the instance category, there is a need for 

probability to be given by the network to the object (person) category for each of G×G grid. Explicitly, grid 

(i, j) which its responsibility is to indicate the generated results of mask prediction by the corresponding mask 

channel in the activation map is regarded as a positive sample provided the mask of ground truth has it in its 

center region, or else, it is regarded as a negative sample. Because there is effectualness in sampling the 
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center region as contain in literatures on object (person) detection [29]-[37], a similar technique is utilized for 

classifying mask category.  

 

 
Fig. 3. Architecture of SOLO head for instance segmentation [28]. Each of the attached two sibling sub-

networks at feature level of FPN is responsible for predicting instance category (top) and segmenting 

instance mask (bottom). This architecture is applied to person segmentation as illustrated in Fig. 1 

 

The constant scale factors є: (cx, cy, єw, єh) controls the center region, if the mass center (cx, cy), with 

height h, and width w of the ground truth mask are given. є is set to 0.2 and there are 3 positive samples on 

average for each mask of the ground truth. There is a binary segmentation mask for each positive sample in 

addition to the label for instance category; and the binary mask of the corresponding target will be annotated 

for each positive sample. For each image (person image), there is S2 output masks resulting from S2 grids. 

“The loss function for the training is defined as (1) 

 𝐿 =  𝐿𝑐𝑎𝑡𝑒  +  𝜆𝐿𝑚𝑎𝑠𝑘  (1) 

where Lcate is the conventional focal loss [38] for semantic category classification. Lmask is the loss for mask 

prediction, and it is expressed as (2) 

 𝐿𝑚𝑎𝑠𝑘 =    
1

𝑁𝑝𝑜𝑠

∑ 1
(𝐩𝐢,𝐣

∗  > 0 )
 𝑑𝑚𝑎𝑠𝑘(𝒎𝒌, 𝒎𝒌

∗ )
k

 (2) 

Here, indices i = [K / S], j = k mod S, if we index the grid cells (instance category labels) from left to right 

and top to down. Npos denotes the number of positive samples, p* and m* represent category and mask target 

respectively. 1 is the indicator function, being 1 if 𝐩𝐢,𝐣
∗  > 0 and 0 otherwise.                                                    

We have compared different implemetations of dmask (.,.): binary cross entropy (BCE), focal loss and 

dice loss [39]. Finally, we employ dice loss for its effectivenes and stability in training. λ in  (1) is set to 3. 

The dice loss is defined as (3) 

 𝐿𝐷𝑖𝑐𝑒  =  1 –  𝐷(𝒑, 𝒒) (3) 

where D is the dice coefficient which is defined as (4) 

 𝐷(𝐩, 𝐪)  =
2 ∑ (𝐩𝑥,𝑦 . 𝐪𝑥,𝑦)𝑥,𝑦

∑ 𝐩𝑥,𝑦
𝟐 +𝑥,𝑦  ∑ 𝐪𝒙,𝒚 𝑥,𝑦

𝟐
 (4) 

Here, px, y and qx, y refer to the value of pixel located at (x, y) in predicted soft mask p and ground truth mask 

q”.   

 

3. RESULTS AND DISCUSSION  

The performance evaluation of the proposed approach which precedes the results of experiment and 

discussion is by using the average precision (AP) and mean average precision (mAP) being common tools for 

measuring and evaluating object detection and image segmentation tasks but was proposed by Zheng et al. 

[23] for evaluating person re-identification. The average precision and its mean are calculated as follows (5) 
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 𝐴𝑃 = ∑𝑛=1
𝑁 [𝑅(𝑛) − 𝑅(𝑛 − 1) ∙ max 𝑃(𝑛) (5) 

where N is the calculated number of precision-recall (PR) points produced. P(n) and R(n) are the precision 

and recall with the lowest n-th recall, respectively. 

 𝑚𝐴𝑃 =
1

𝑛
∑𝑛=1

𝑁 𝐴𝑃𝑖  
(6) 

where APi is the AP of class i, and n is the number of classes. 

The equations for representing the precision rate and the recall rate are expressed as (7) 

 𝑃 =  𝑇𝑃/𝑇𝑃 +  𝐹𝑃 (7) 

 𝑅 =  𝑇𝑃/𝑇𝑃 +  𝐹𝑁 (8) 

where, TP is true positive, FP is false positive, and FN is false negative.  

Rank-k [40], another popularly and commonly employed index for evaluating the algorithm of person 

re-identification refers to the probability of belonging to the same queried target image, a search library 

image that has the first rank in similarity with the queried image. The rank-k equation is expressed as (9) 

 𝑅𝑎𝑛𝑘 − 1 =  
∑ 𝑆𝑖𝑖є1,2,3,…,n

𝑛
 (9) 

where n represents the number of images in their totality and Si is an indicator that determines whether the 

return person image with the highest similarity belong to the same target for the final recognition when the 

queried library image is compared with each searched library image; (Si returns1 if true, and Si returns 0 if 

false). Rank-1 aside, other commonly employed ranks are rank-3, rank-5, rank-10 and rank-20, of which 

rank-1 is the simplest and the most essential index extensively employed for the performance evaluation of 

the model. After presenting the performance evaluation of the proposed approach, validation of the deep 

learning based approach of object classification in detecting the object of interest (person) is next. This 

approach is based on the given query image. SOLO model was examined and re-trained from scratch to suit 

the person re-identification datasets. By using SOLO model, there is no need for any additional model to be 

trained on top of the output of the segmentation procedure as found in some person re-identification work. 

Also, the results of the conducted SOLO experiment for the person re-identification system were 

qualitatively and quantitatively presented. The number of epoch (200 epochs) with which the model was 

trained showed best fit of the training data, and facilitated the validation set performance including a 

generalization ability.  

The chosen image size (128×128 pixels) facilitated the speed and accuracy of the SOLO model. The 

rapid reduction in amount of input data was controlled by applying zero-padding on some of the input layers 

of the SOLO model. ResNet-101 of CNN, which is the backbone that SOLO model uses for feature 

extraction was used in conducting the person feature extraction on the person re-identification datasets for 

person re-identification solution as shown in Fig. 3. The initial configuration of the SOLO’s CNN is such that 

each layer of the three layers used by the CNN has different number of filters which produced unsatisfactory 

results with the whole datasets for performance accuracy of mAP and Rank-1. To get satisfactory results, 

configuration adjustment was made on the second layer filter and third layer filter to increase the number of 

filters, whereby rate of Rank-1 and accuracy of mAP of the CNN were greatly improved on the datasets.  

The results produced by our experiment on the datasets used for this study were compared to the state-of-art 

algorithms as shown in Table 3. On person re-identification Market-1501 dataset, SOLO model achieved 

mAP of 84.1% and 93.8% rank-1 identification rate, higher than what is achieved by other comparative 

algorithms such as PL-Net, SegHAN, Siamese, GoogLeNet, and M3L (IBN-Net50). On person re-

identification CUHK03 dataset, SOLO model achieved mAP of 82.1 % and 90.1% rank-1 identification rate, 

higher than what is achieved by other comparative algorithms such as PL-Net, SegHAN, Siamese, 

GoogLeNet, and M3L (IBN-Net50). These results show that SOLO model achieves best results for person re-

identification, indicating high effectiveness of the model. Table 3 shows the quantitative results of the feature 

extraction power of the SOLO model compared to other comparative algorithms such as PL-Net, SegHAN 

[41], Siamese [42], GoogLeNet [43], and M3L (IBN-Net50) [44] and Fig. 5 shows the qualitative results from 

the datasets as shown in Fig. 4.     
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Table 3. Test results of SOLO model and other comparative algorithms on the employed datasets 

Model Market-1501 dataset CUHK03 dataset 

Rank-1 (%) mAP (%) Rank-1 (%) mAP (%) 

SOLO 93.8 84.1 90.1 82.1 

PL-Net [12] 

SegHAN [41] 

Siamese [42] 

GoogLeNet [43] 

M3L (IBN-Net50) [44] 

88.2 

92.3 

  83.79 

81.0 

75.9 

69.3 

76.1 

  74.33 

 63.4 

 50.2 

82.8 

88.3 

  50.14 

85.4 

33.1 

- 

- 

50.21 

- 

32.1 

 

 
Fig. 4. Sample images from the Market-1501 and CUHK03 datasets 

 

 
Fig. 5. SOLO segmentation procedure of person re-identification showing (a) original input images, (b) 

individual persons mask generation, and (c) detected individual persons. These results are based on the 

segmentation procedure in Fig. 1 and Fig. 2 

 

4. CONCLUSION 

A person re-identification system based on SOLO model has been proposed in this paper for matching 

persons at various viewpoints in non-overlapping scenes. The inability of the extracted deep features by CNN 

to differentiate fine-grained person recognition effectively led to using SOLO model as a method of 
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extracting person features with little or no influence of undesired information to achieve higher performance 

accuracy. The construction of SOLO is such that its network is attached to the backbone of convolutional 

neural network. Feature pyramid network is used for generating feature maps pyramid of different sizes with 

channels of a fixed number for each level. Finally, person instance segmentation is formed based on the 

knowledge of naturally associating semantic category prediction and the corresponding instance mask by 

their reference cell of the grid. The results obtained from this segmentation are beneficial to person re-

identification for obtaining parameter information about each person such as size, height, width and length. 

This parameter information can help in surveillance and security related problems. Our future research will 

dwell on knowing the effects of adding another trained model on top of the output of the segmentation 

procedure of SOLO model for person re-identification using more challenging person re-identification 

datasets. Moreover, as part of future work, we intend to integrate tracking algorithms to the proposed SOLO 

model for a robust person re-identification system.  
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