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A B S T R A C T   

Recently, sensor nodes in Wireless Sensor Networks (WSNs) have been using Field Programmable 
Gate Arrays (FPGA) for high-speed, low-power processing and reconfigurability. Reconfigur
ability enables adaptation of functionality and performance to changing requirements. This paper 
presents an efficient architecture for full remote reconfiguration of FPGA-based wireless sensors. 
The novelty of the work includes the ability to wirelessly upload new configuration bitstreams to 
remote sensor nodes using a protocol developed to provide full remote access to the flash memory 
of the sensor nodes. Results show that the FPGA can be remotely reconfigured in 1.35 s using a 
bitstream stored in the flash memory. The proposed scheme uses negligible amount of FPGA logic 
and does not require a dedicated microcontroller or softcore processor. It can help develop truly 
flexible IoT, where the FPGAs on thousands of sensor nodes can be reprogrammed or new 
configuration bitstreams uploaded without requiring physical access to the nodes.   

1. Introduction 

The Internet of Things (IoT) is based on the vision of connecting physical things to the Internet to enable access to distributed sensor 
data and to control the physical world from a distance [1]. Wireless sensor networks (WSN) are a class of distributed systems [2] that 
provide a bridge between the cyber/electronic and the physical worlds [3], and hence are playing a key role in the realization of the 
IoT. At the heart of WSNs are a class of smart wireless sensor nodes, which can sense and control the IoT environment. A recent survey 
of the IoT has summarized a range of applications involving the sensing of chemical, biological, physical or mechanical parameters [1]. 
With continuous improvement in sensing technology, sensors are becoming more intelligent and energy-efficient, thereby paving the 
way for ever increasing number of IoT applications in the areas of environmental monitoring, disaster management, remote health
care, security and surveillance [1]. Since energy is one of the most constrained resources in wireless sensor nodes, high level of energy 
conservation for WSN-based applications remains a significant research challenge. 

It is envisaged by Cisco that around 500 billion sensor devices (nodes) would be interconnected via the IoT by 2030 [4], providing a 
tremendous capability to monitor and control the physical phenomena within the environment. A new class of wireless sensor nodes 
has started emerging based around Field Programmable Gate Arrays (FPGA) [5] to provide flexibility in implementing the hardware 
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functions performed by the nodes. Hardware reconfigurability of the sensor nodes provides flexibility by enabling the nodes to adapt to 
varying functional and performance needs of the applications. Furthermore, the ability to remotely reconfigure the sensor nodes will 
extend the flexibility to a new level, because physically accessing hundreds or even thousands of nodes to reconfigure the FPGAs will be 
a very laborious, time consuming and costly exercise. While some works have been carried out on the reconfiguration of FPGA-based 
sensor nodes in general, we outline below the challenges associated with remote reconfiguration, which have not yet been fully 
tackled. 

Existing remote reconfiguration schemes traditionally perform partial reconfiguration of the FPGA using a bitstream stored locally 
in the memory of the sensor node [6]. To the best of our knowledge, the existing schemes neither support reconfiguration of the entire 
FPGA nor support wirelessly uploading new configuration bitstreams to the memory of the remote sensor node. This paper seeks to 
address these limitations. However, full FPGA reconfiguration is generally considered to be costly because the entire FPGA needs to be 
reconfigured even for minor changes required in the FPGA configuration. This leads to high power consumption. As sensor nodes are 
energy constrained and are normally distributed over relatively large geographical areas, the power requirement for full reconfigu
ration may adversely affect the node lifetime. Fortunately, in contrast to the older generation of FPGAs, where full FPGA reconfi
guration can cause a significant current draw, modern FPGAs such as the Xilinx 7 Series FPGAs do not suffer from this downfall [7]. 
Full reconfiguration can also be advantageous because it provides greater flexibility, allows the entire FPGA logic to be utilized and 
avoids complex circuitry required to manage partial reconfiguration. 

In partial reconfiguration (PR) only a portion of the FPGA logic is modified (reprogrammed). PR has been promoted to be ad
vantageous over full reconfiguration because it reduces the bitstream size as well as the reconfiguration time. PR also allows other 
sections of the FPGA to remain operational, therefore timers and communication links can remain active. The work presented in [8] 
claims that PR can reduce power consumption. However, a disadvantage of PR is that it can cause performance degradation (e.g., 
reduction in maximum clock frequency) compared to full reconfiguration [6]. A review of the literature reveals that all existing PR 
techniques use an external microcontroller or a softcore processor to control the reconfiguration process. Each of these components 
introduces significant hardware overhead and high power consumption. For example, each of the works reported in [9] requires a 
softcore processor to manage partial reconfiguration. The softcore processor uses up a large amount of FPGA logic, leaving much less 
logic resources within the sensor node’s FPGA to implement user applications. This constraint often leads to the need for an external 
microcontroller or a second FPGA containing a softcore processor to manage the overall PR process. Often additional circuitry is 
required, for example, flash controllers to read and store the partial bitstreams and multiple peripherals to manage external commu
nication [8]. 

This paper presents a technique to remotely reconfigure the entire FPGA on a wireless sensor node, and secondly, implement this 
without requiring an external microcontroller or a hardcore or softcore processor inside the FPGA. The goal is to not only reduce the 
amount of extra hardware or logic used for reconfiguration, but also to provide flexibility and reduce power consumption leading to 
longer lifetime for reconfigurable sensor nodes. In summary, this paper makes the following contributions:  

• Efficient hardware architecture for remote reconfiguration of FPGA-based sensor nodes which eliminates the need for a dedicated 
microcontroller or a hardcore or softcore processor.  

• Efficient protocol to remotely access the sensor node for uploading new configuration bitstreams into the senor node’s memory. This 
wireless upload of new configuration bitstream is a novel feature not reported in existing literature on remote reconfiguration.  

• Unlike the previously reported remote reconfiguration schemes which reconfigure the FPGA only partially, the proposed scheme 
reconfigures the entire FPGA on the sensor node using a very small amount of FPGA logic dedicated to reconfiguration. 

Section 2 presents a brief review of the existing FPGA reconfiguration techniques. An overview of the sensor node used in this work 
is given in Section 3 along with a description of the wireless communication transceiver. The proposed remote reconfiguration scheme 
and the corresponding Finite State Machine (FSM) are presented in Section 4 along with the remote access protocol developed. 
Experimental results and comparison with existing work are presented in Sections 5 and 6 respectively. Section 7 concludes the paper. 

2. Existing reconfiguration techniques 

The existing reconfiguration techniques can be broadly divided into the following two categories. 

2.1. Microcontroller-based approach 

A common approach adopted for remote reconfiguration has been to utilize an additional microcontroller on the sensor node to 
receive the configuration bitstream and configure the FPGA. The Spartan-6 FPGA Configuration User Guide from Xilinx [10] provides 
the details of three modes in which a microcontroller can be used to configure a Spartan-6 FPGA, namely, JTAG, SPI or SelectMAP. In 
[11], the microcontroller is connected to the FPGA via a JTAG interface to allow configuration. Additionally, the microcontroller is 
used to assist with computation and to disable the FPGA when the node is idle to conserve power. The sensor node reported in [12] 
utilizes both a microcontroller and an FPGA to manage reconfiguration, however the details of the method used to reconfigure the 
FPGA are not provided. 
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2.2. Softcore processor-based approach 

Valverde et al. [13] reported a sensor node architecture based on partial reconfiguration (PR) of an FPGA. In this work, a Virtual 
Architecture was developed to define the size and position of the reconfigurable and the static components of the FPGA configuration. 
Included in this was a MicroBlaze softcore processor to work as the system controller and a Processor Local Bus (PLB) based on a 
System on Chip (SoC) approach to allow communication between the modules. A compression algorithm to reduce the configuration 
bitstream size, and hence programming time and power consumption, was also presented. In another work [14], a detailed explanation 
of the PR process was presented. Other architectures based around PR also make use of softcore processors to control the reconfi
guration process [15] and to implement secure remote reconfiguration. 

3. The sensor node 

Fig. 1 shows the block diagram of the sensor node used in this work. The details of the sensor node have been reported in one of our 
recent publications [16]. It was custom designed using a Xilinx Spartan-6 FPGA. An FPGA was selected over a microcontroller for the 
central processing unit due to the flexibility offered by reconfigurability. The Spartan-6 family of FPGAs was selected due to its low 
power design features [17]. From this FPGA family, the XC6SLX9 device was selected due to its relatively lower cost and availability in 
the TQG144 quad-flat-package, which could be assembled using in-house facilities. This provided 102 user I/O pins and 1430 slices 
(each slice contains four 6-input LUTs and eight flip-flops) [17]. 

A 100 MHz oscillator is used to provide a system clock. A 64-Mbit flash memory module is connected to the FPGA via SPI to store 
the bitstreams required to configure the FPGA. A 64-Mbit SDRAM is also provided to enable more complex applications such as image 
processing. User input is achieved via four DIP switches and a reset button is connected to the FPGA to allow manual reconfiguration 
from the flash memory. There are also headers to allow the connection of a camera and PMOD devices. PMOD is an interface standard 
defined by Digilent [18]. This interface is included because over 60 I/O interface boards are available from Digilent ranging from GPS 
receivers and Wi-Fi modules to motor drivers and temperature sensors [18]. 

USB connectivity is provided using the FTDI FT2232D dual USB-to-serial converter chip [19]. The first channel is dedicated to 
programming the FPGA via JTAG, while the second channel is available as a UART interface connected to the FPGA that can be used in 
user designs. The FT2232D is selected as it is a simple device that provides the performance needed for JTAG programming of the 
FPGA. Other more advanced devices are available which utilize USB 2.0 Hi-Speed, but require more complex circuitry. Since physical 
size of the sensor node is a constraint, the simpler USB 2.0 Full Speed FT2232D is selected. 

A switch-mode buck regulator is used to regulate the input voltage from the battery or from the USB connection to the levels 
required by the devices on the sensor node. All components on the node are supplied with 3.3 V including the headers. The FPGA is also 
supplied with 1.2 V for the internal circuitry. 

3.1. Wireless communication 

The sensor node is designed with two separate header modules to allow the connection of two different wireless communication 
transceivers. The first one is an XBee Pro S2B module to implement a ZigBee network [20]. This facilitates RF communication in the 
ISM 2.4 GHz band and supports RF date rates up to 250 kbps. The module implements a high-level application layer and can be 
operated in two modes: (1) the API mode where the user interacts with the raw packets, or (2) the AT mode where the modules act as a 

Fig. 1. Block diagram showing key components of the sensor node [16].  
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transparent UART serial connection. Broadcast transmission as well as direct addressing of modules on the network is supported. The 
network is automatically configured with the ability to support both star and mesh layouts. The XBee modules also feature a sleep mode 
whereby they enter a low-power state to conserve energy. 

The second header module included on the sensor node supports a standard RF module. This is provided to allow for the future 
migration from a ZigBee network to an 802.15.4 protocol stack developed in-house. This will allow for more flexibility and control 
over the communications within the sensor network and hopefully give the ability to reduce power requirements involved in the 
wireless transmission of data within the WSN. For the work presented in this paper, the off-the-shelf XBee Pro S2B modules were 
utilized in the AT mode. This allowed for quick development without the intricacies of handling the low-level networking of the sensor 
nodes. The XBee transceiver modules were used to set up a wireless network using the ZigBee protocol. A photograph of the base sensor 
node (all modules removed) is shown in Fig. 2 [16]. It was developed on a custom six-layer PCB with dimensions 7cm × 8.5 cm. Fig. 2 
shows the empty camera header on the far left, RF transceiver header on the bottom left, PMOD header on the bottom right and XBee 
transceiver header on the far right. The USB input, voltage regulator, DIP switches, reset button, FTDI USB converter and FPGA can all 
be seen on the top of the sensor node. The SDRAM and flash memory are mounted on the bottom of the 6-layer PCB to conserve space. 

4. FPGA configuration process 

4.1. Traditional configuration 

Traditional configuration of a Spartan-6 FPGA is achieved via JTAG. The sensor node is connected to a PC using a USB cable and the 
FTDI USB converter produces the JTAG signals required to interact with the FPGA. In this way, once a configuration has been syn
thesized to a bitstream, a computer program such as xc3sprog [21] is able to load the bitstream onto the FPGA. However, the configuration 
memory of the Spartan-6 FPGA is volatile, meaning that once power to the FPGA is lost the memory is erased. Because of this, it is 
standard practice to install external, non-volatile memory alongside the FPGA. Upon receiving power, the FPGA automatically loads a 
configuration bitstream stored on the non-volatile memory. As discussed in the previous section, the sensor node used in this paper makes 
use of an SPI flash module for the non-volatile memory. The Spartan-6 FPGA family supports the following configuration modes [10]: 

Fig. 2. FPGA-based wireless sensor node on a custom-built PCB [16].  
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• JTAG  
• Master Serial/SPI  
• Master Select MAP/BPI  
• Slave Serial  
• Slave Select MAP 

In the sensor node used in this work, the Master Serial/SPI mode [10] is utilized to load a bitstream from the flash memory to the 
FPGA. As the flash memory is not connected to the FTDI USB converter (see Fig. 1), during standard programming over USB the FPGA 
is first configured with a special bitstream that allows the FPGA to act as a JTAG to SPI converter. In this way, the computer program 
running on the PC can interact with the flash memory module to write configuration bitstreams. 

4.2. Remote reconfiguration 

As opposed to traditional configuration using a PC connected to the FPGA board, two requirements were identified to allow remote 
reconfiguration of the FPGA over a wireless network:  

1 Wireless access to the SPI flash memory on the sensor node to upload new configuration bitstreams.  
2 Mechanism to remotely trigger the FPGA to reload the configuration bitstream from the flash memory. 

To provide wireless access to the sensor node, the XBee module was used in the AT mode to act as a transparent UART connection. 
This required the development of logic blocks within the FPGA to control the reconfiguration process, and logic blocks to act as in
terfaces between the control logic and external modules, namely, XBee module and flash memory. Fig. 3 presents the various logic 
blocks implemented within the FPGA for this purpose. The Top-Level Finite State Machine (Top-Level FSM) shown in Fig. 3 is the logic 
block that controls the overall reconfiguration process. The UART controller and SPI controller are the logic blocks for providing 
connections to the XBee module and flash memory respectively. The Spartan-6 FPGA has a dedicated configuration logic built within 
the FPGA. It includes four registers named GENERAL1− GENERAL4 and a primitive called internal configuration access port (ICAP) that 
allows control of the built-in configuration logic [10]. In Fig. 3, the block called Reconfiguration via ICAP is a small finite state machine 
(FSM) that utilizes the ICAP [10] to set the above registers to the required SPI flash memory addresses. This FSM is also used to trigger 
the FPGA to reload a configuration bitstream from the specified memory location on the SPI flash. One of our recently published papers 
[16] has described how the ICAP can be used to control the FPGA’s built-in configuration logic. 

Fig. 4 shows a simplified block diagram of the Top-Level FSM indicating the features it supports to control the reconfiguration 
process. This FSM is controlled by sending one of the four command characters (see Fig. 4) from the gateway to the sensor node over the 
ZigBee network. If the sensor node receives a “T” command, it responds by transmitting a lower case “t” to test if a proper connection 
has been established and to ensure that it is operating as expected. If the sensor node receives an “R” command, the FPGA will use the 
ICAP to trigger a reboot of the FPGA and load the default configuration bitstream. The “L” and “S” commands are for remotely 

Fig. 3. Block diagram of the FPGA logic for remote reconfiguration.  
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reconfiguring the FPGA and writing a new configuration bitstream to the flash memory respectively. Included within the Top-Level FSM 
is a watchdog timer to return to the IDLE state, thus preventing the FSM from getting stuck in an unknown state if an error occurs. 

As stated previously, the block Reconfiguration via ICAP (see Fig. 3) triggers the FPGA to reload a configuration bitstream from a 
specific memory location on the SPI flash. The FSM achieves this by interacting with the ICAP. The reconfiguration process is initiated 
when the sensor node receives an “L” command over the network. With the “L” command, the top-level FSM receives three additional 
bytes specifying the address to load the configuration bitstream from. This address is passed on to the Reconfiguration via ICAP logic (see 
Fig. 3), which writes the address into the GENERAL1 and GENERAL2 registers. Finally, the ICAP is used to issue an IPROG command 
causing the FPGA to reconfigure from the specified flash memory address. The IPROG command allows the contents of the above 
registers to be used to set the flash memory address to a location from where to load the configuration bitstream. This way, full 
reconfiguration of the FPGA can be performed using any bitstream stored in the flash memory. More details about Spartan-6 FPGA 
configuration process can be found in [10]. 

Storing a copy of this reconfiguration architecture in a protected area of the flash known as the Golden bitstream allows for easy 
recovery of the sensor node if a configuration error is encountered. If an incorrect address is provided or the bitstream at the specified 
address is corrupted then the FPGA will fall back to the Golden bitstream, loading the safe version of the reconfiguration architecture. A 
new address can then be provided, or a new bitstream uploaded and written to the flash as described in the following sections. 

4.3. Remote access protocol 

The previous section has described how the FPGA is reconfigured using a bitstream stored in a specific location of the flash memory. 
This section presents an application layer protocol developed to provide full remote access over the ZigBee network to the SPI bus on 
the sensor node so that it is possible to wirelessly upload a new bitstream to the flash memory. The advantage of this is that the full range 
of commands and operations offered by the flash memory module can be utilized remotely, as opposed to hardcoding specific com
mands into the top-level FSM logic. This allows for greater flexibility and possibilities for future development. 

In this protocol, the structure of the packet sent from the gateway to the sensor node is shown in the top row of Fig. 5. The packet is 
designed with six sections. The first section is a byte-long header. If the header contains the “S” command, then it is an instruction to the 
top-level FSM to enter the Remote Access mode. The actions that take place in this mode were indicated in Fig. 4 under the “S” 
command. The header is followed by a single byte sequence number ranging from 0 to 254, with 255 reserved for NACK. The next three 
bytes are split into two parts, with 12 bits allocated to the number of bytes being written to the SPI bus (num_write) and the remaining 
12 bits specifying the number of bytes being read from the SPI bus (num_read) in case of a read operation. The fifth section of the packet 
consists of the payload data (num_write bytes long), i.e., all the data bytes that are to be written to the SPI bus. The last section contains 
a single byte checksum calculated by XORing all the previous bytes in the packet with 0xFF. 

Upon entering the Remote Access mode, the next step is to analyze the sequence number. If the sequence number is either equal to 

Fig. 4. States and transitions in the Top-Level FSM.  
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one more than the last sequence number received or a zero, then the operation will continue. If neither of these conditions is met then 
the sensor node will respond with a three-byte NACK packet consisting of the response header “s”, the NACK identifier 0xFF and then 
the expected sequence number as shown in the bottom row of Fig. 5. 

If the sequence number received is an expected one then the number of bytes to write and read are stored within the block RAM of 
the FPGA, before num_write bytes of the payload are received and buffered into the block RAM. If less than num_write bytes are received, 
then the top-level FSM will wait until the watchdog timer times out before sending a NACK with the sequence number. If the correct 
number of bytes is received, a checksum of the received data is computed locally on the sensor node and compared with the received 
checksum. If they do not match, then a NACK is sent. The NACK itself does not include a checksum, because this message does not have 
any payload data and therefore there is no need to check for errors in this case. 

If the received data has passed all the checks, then it is read from the block RAM and transmitted over the SPI bus. Once num_write 
bytes are written to the SPI bus, one of two things can happen depending on the value of num_read in the original packet received by the 
sensor node: (1) If num_read is zero, an ACK is transmitted to notify the gateway that the packet was correctly received. (2) If num_read is 
greater than zero, num_read bytes are read from the SPI bus and once again buffered in the block RAM. The read data is then transmitted 
back to the gateway after a one-byte response header “s” and the one-byte sequence number, and then followed by a checksum, as shown 
in the second row of Fig. 5. Note that lower case “s” is used to designate the response header so that it is distinguished from the header 
“S” received by the sensor node from the gateway as depicted in the first row of Fig. 5. 

In the second situation, the bytes read could include the contents of a status register or the data requested from a read operation. 
The first situation, when num_read is zero, would occur when no response is required from the SPI bus, such as when only writing to the 
flash memory. To simplify the protocol, the ACK packet is simply a three-byte response packet (shown in the second row of Fig. 5) with 
an empty payload. If the gateway application does not receive a response after transmitting a packet or if it receives a NACK, then it can 
assume that the packet is lost and retransmit it. 

4.4. Wireless upload algorithm 

With full wireless access to the SPI bus now available, a software application has been written in C++ that runs on the gateway to 
wirelessly upload configuration bitstream to a sensor node. It reads the configuration bitstream file generated using the Xilinx ISE tool 
and transmits this to the wireless sensor node for storing on the SPI flash memory. The flow chart of this application is shown in Fig. 6. 
This program is based on the SPI programming algorithm used in the JTAG programming tool xc3sprog [21]. The program reads the 
configuration file and splits it into appropriately sized chunks based on the page size of the flash memory, then erases the flash and 
writes the data into it. It also includes the ability to test the connection using the “T” command (as per Fig. 4), provide a flash memory 
address to boot from using the “L” command (as per Fig. 4), erase the entire flash, and verify that the configuration bitstream was written 
correctly. 

As illustrated in Fig. 6, during the wireless upload process, the gateway application first queries the device ID of the flash module, then 
determines the page and sector size based on the device ID returned. The flash memory module used on the sensor node has a page size 
of 256 bytes, hence the configuration file is uploaded in 256-byte chunks. Also, the minimum erasable area for the flash memory is 4 
kb, and this is used as the sector size. This clearly means that an erase needs to occur each time sixteen pages have been written. 

After receiving the device ID, a sector erase is performed to prepare the sector to be written to. The data is then written page by 
page, with a sector erase occurring each time a new sector is reached. Finally, the data is verified at the application level by reading 
back the data stored on the flash memory and comparing it with the file on the gateway that was originally sent. As the erasing of sectors 
and writing of pages do not occur instantaneously, a method is needed to determine when the next write or erase command can be 
issued. This is accomplished by polling the status register of the flash module at 5 ms intervals. Once the status register on the flash 
indicates a write/erase was complete, the program can continue with the next page write or sector erase. 

In the ideal case, to perform write and verification of a typical default bitstream file for reconfiguration of the entire FPGA, which is 
342,816 bytes in size for our selected device XC6SLX9 [10], a minimum of 5614 Remote Access packets needs to be sent to the sensor 
node. As each packet sent will receive a response (even an empty ACK), at least 5614 packets are expected to be received. This leads to 

Fig. 5. Structure of the three types of Remote Access packets.  
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a total of 390,630 bytes sent to and 361,330 bytes received from the sensor node. More bytes are transmitted to the sensor node than 
received from it due to the larger packet size (i.e., the inclusion of num_write and num_read) and the commands being sent. This 
minimum data transmission assumes that the write and the erase commands sent to the flash memory module are completed instantly, i. 
e., the first polling of the status register indicates that the write/erase has completed. In practice, this is not likely to happen, so the 
number of packets will increase. However, as each additional poll of the status register only introduces 7 extra bytes sent to the sensor 
node and 4 extra bytes received from it, the impact on the total amount of data sent/received is almost negligible. 

5. Experiments and results 

Wireless sensor nodes are expected to incur minimal power consumption to survive extended periods on limited battery capacity, 
hence ensuring that the reconfiguration process does not consume a large amount of power is extremely important. Also, data 
transmission is the most energy intensive operation for the sensor node. As the WSN is set up in a mesh network, retransmissions will 
adversely affect the battery life of the intermediate nodes, which means minimizing the amount of data requiring retransmission is 
imperative. Therefore, in this work, the key metrics that will be used to assess the performance of the proposed reconfiguration ar
chitecture are the power consumed by the node and the amount of data requiring retransmission. 

The time taken to wirelessly upload a new configuration bitstream to the flash memory and the time taken to reconfigure the FPGA 
using a bitstream stored on the flash memory will also be taken into consideration. These are the high-power states of the sensor node, 
therefore reducing the time spent in these states is advantageous for extending battery life. However, as the frequency of these pro
cesses is likely to be extremely low, the upload and reconfiguration times are of lesser concern than the overall power consumed by the 
sensor node. 

5.1. Testing procedure 

Xilinx Synthesis Tool was used to find the amount of FPGA logic required by the proposed remote reconfiguration architecture. 
Power consumption was determined by practically measuring the current through the 6 V power rail using a 1 Ω shunt resistor and a 
digital storage oscilloscope (DSO). To assist with accurate power measurements, one of the pins in the PMOD header was used as a 
trigger for the DSO. When the sensor node leaves the IDLE state, this pin is set high, causing the DSO to trigger and record power 
consumption during the receive, write, read and send states. To measure the amount of data retransmissions, a feature was added to the 
gateway application for wireless upload (covered in Section 4.4) to record all UART transmissions to a log file. By analyzing the log files, 
the amount of excess data retransmission can be determined. 

The system was first tested using the USB-to-UART interface available on the second channel of the FTDI chip. Once the recon
figuration process and the Remote Access protocol were validated via the USB connection, the communication was switched to the 
wireless network using the ZigBee protocol. As stated in Section 3.1, the XBee Pro module is used in the AT mode. As such, it acts as a 
transparent UART connection. Hence, changing from USB to ZigBee communication requires no changes in the logic on the FPGA other 
than changing the pins for the UART connection from the FTDI chip to the XBee module. This function is linked to one of the user input 
DIP switches shown in Fig. 2, so that either USB or ZigBee communication method can be selected by simply changing the position of 
switch 1. 

Fig. 6. Gateway application to wirelessly upload configuration bitstream to the sensor node.  
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5.2. FPGA resource utilization 

The first row in Table 1 shows the total amount of logic available on the Spartan-6 FPGA and the third row shows the logic required 
for the proposed remote reconfiguration architecture. Clearly, the amount of logic required for remote reconfiguration is quite small, 
consuming only 8.9% of the LUTs and 2.7% of the Flip-Flops. This includes the digital logic required by the two finite state machines to 
handle the reconfiguration and the modules to handle UART and SPI communications as shown in Fig. 3. It does not include any user 
applications. The small amount of logic required for remote reconfiguration means that plenty of logic resources remain available on 
the FPGA to implement user applications. To incorporate the remote reconfiguration feature into a senor node, the proposed recon
figuration architecture must be integrated with the logic implemented on the FPGA for user applications, i.e., the reconfiguration 
architecture must be part of the full bitstream containing user applications. The communication logic blocks can be reused by the user 
applications, thus reducing the total FPGA logic required by these applications. To measure the power consumed by the XBee module 
in the sleep mode, a small configuration logic was developed just to assert the sleep pin on the XBee module. This required virtually no 
logic, resulting in a “minimal configuration” as shown in the second row of Table 1. 

Table 1 includes a comparison of resources with the partial reconfiguration (PR) architecture presented in [8] called the VAPRES 
architecture, which is a virtual architecture developed to provide a communication layer among the different PR Regions (PRR) 
implemented on a FPGA. It used a Xilinx Virtex-4 FPGA, which contains 4-input LUTs as opposed to 6-input LUTs on the Spartan-6 
FPGA used in our work. So, for a fair comparison, the number of 4-input LUTs required in [8] was adjusted to equivalent number 
of 6-input LUTs using a conversion ratio of 2:1 according to the procedure recommended in [22]. The number of 6-input LUTs required 
by the design in [8] would be approximately 9596, which would not fit in the Saprtan-6 XC6SLX9 device we have used. Clearly, our 
proposed reconfiguration architecture uses significantly less resources than that used by [8], although it needs to be pointed out that 
the latter included five filter modules along with the VAPRES architecture. However, the partial reconfiguration architecture in [8] 
requires a softcore processor as the central control unit, a flash controller core to read and store the partial bitstreams, and numerous 
peripherals for external communication. These components occupy significant FPGA resources and aren’t included in the LUT count 
shown in Table 1. As pointed out in [22], comparison of different architectures, particularly those implemented on devices from 
different FPGA families, isn’t straightforward. However, such comparison gives some indication of relative resource requirements. 

5.3. Power consumption 

Several power measurements were made on the sensor node with the FPGA programmed with bitstreams for various configurations, 
with the XBee Pro module attached and removed, and the top-level FSM in various states. These configurations are listed in Table 2. For 
each case, Table 2 shows the average power consumption (Avg.) obtained from 10 measurements with 95% confidence interval (CI). 

The first two measurements in Table 2 were taken on the unconfigured sensor node. They show that the addition of the XBee Pro 
module increases the power consumption of the sensor node by 182.1 mW. Similarly, comparing the fifth and the sixth entries shows an 
increase of 192.9 mW when the XBee module is attached to the sensor node configured with the reconfiguration architecture. Clearly, in 
the IDLE state, the XBee module consumes over one quarter (25.9%) of the total power consumed by the sensor node when configured 
with the reconfiguration architecture. 

By comparing the third and fourth entries in Table 2 it is observed that when the XBee module is put in the sleep mode then the 
increase in power due to having the XBee module attached reduces to 38.5 mW. This is around 80% decrease in power consumed by the 
XBee module compared to when it is not in sleep mode, i.e., in the IDLE state of the reconfiguration architecture. It is also interesting to 
note that when the sensor node is configured with the minimal configuration (i.e., the image used to put the XBee to sleep mode), the 
power consumption is less than the power consumed by the sensor node when the FPGA remains unconfigured. 

Compared to the IDLE state (sixth entry in Table 2), when the sensor node is receiving data over the network and writing it to the 
flash memory as shown in the seventh entry in Table 2, there is an increase in power consumption by approximately 21.9%. Similarly, 
the eighth entry in Table 2 shows the power consumed during reading from the flash memory and transmitting this over the network. 
In this case, the power consumption increases by 19.6% compared to the IDLE state. These increases are expected because, in these 
states, the XBee Pro module is highly active, i.e., transmitting and receiving data. 

Fig. 7 shows the recorded instantaneous power consumed by the sensor node over a complete wireless upload cycle. The Erase/Write, 
Verify (read) and Idle states are marked in the figure. Clearly, the power consumed by the sensor node increases during the upload 
process, due to the extra power consumed by the XBee Pro module for data transmission. These brief power spikes reach approximately 
1230 mW, however, as these spikes only occur for very short periods of time, the average power over the entire upload process is 
approximately 906 mW. This corresponds to item 7 in Table 2. As the frequency of uploading new bitstreams is expected to be low, this 

Table 1 
Amount of FPGA logic consumed by various architectures.  

Configuration LUTs Flip-Flops 

Number % Number % 

Full FPGA (Saprtan-6 XC6SLX9) 5720 100 11,440 100 
Minimal configuration 0 0 0 0 
Reconfiguration Architecture 509 8.9 310 2.7 
VAPRES Comparison Architecture [8] 9596 167.8 5,566 48.7  
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small increase in power (~163 mW) compared to the IDLE state shown in Fig. 7 (also shown in item 6 of Table 2) will have negligible 
impact on the overall battery life of the sensor node. For continuous wireless upload operations at 906 mW, a fully charged 40,000 mAh 
battery will last for over 9 days for a supply voltage of 5 V, whereas a battery runtime of over 11 days can be achieved in the IDLE state 
of the XBee module. Based on the power consumption of 652.2 mW reported in item 9 of Table 2, a runtime of 13 days can be achieved 
for continuous remote reconfiguration from the flash memory. In practice, wireless upload of new bitstream or remote reconfiguration 
operations are not likely to occur frequently, therefore the battery runtime is expected to be higher than the above estimates. Using the 
sleep mode of the XBee module will further increase the battery runtime. Finally, by using smart power management strategies, if most 
of the components on the sensor node is put in the power down mode when the node isn’t in use, then the node runtime will increase 
significantly. 

Fig. 8 shows the recorded waveform of the instantaneous power consumed by the wireless sensor node during reconfiguration of 
the FPGA from a bitstream stored in the flash memory. By repeating the reconfiguration process 10 times, the average power consumed 
during reconfiguration was calculated to be 652.2±3.4 mW. This value is shown as the last entry in Table 2. This is less than the 715 
mW power consumed by the FPGA-based sensor node reported in [23] in active mode. Considering that FPGA reconfiguration is 
typically a high power consuming operation, the power consumption of the proposed scheme is quite reasonable. Also, this power will 
be consumed only when FPGA reconfiguration is required, which would not be as frequent as the active sensing operations of IoT end 
devices. The power consumption of our sensor node in the sleep mode is 447 mW, which is comparable to the standby power of 435 mW 
consumed by the FPGA-based sensor node reported in [23]. 

5.4. Data transmission 

As was stated in Section 3, the second channel of the FTDI chip provided a USB-to-UART interface to communicate with the FPGA. 
The reconfiguration algorithm was first tested using the USB connection. Then the reconfiguration algorithm was tested using UART 
over ZigBee wireless connection. During the testing of the wireless upload algorithm over USB, the number of packets and bytes sent to 
and received from the sensor node has been recorded for each of the 10 trials. It was observed that the average number of packets 

Table 2 
Average power consumed in various states of the sensor node.  

Setup Power (mW) 
Avg. CI 

1. Unconfigured FPGA, no modules attached 426.4 ±2.2 
2. Unconfigured FPGA, XBee Pro attached 608.5 ±5.8 
3. Minimal configuration, no modules attached 408.9 ±6.8 
4. Minimal configuration, XBee Pro attached in sleep mode 447.4 ±8.2 
5. Reconfiguration architecture, no modules attached, IDLE state 550.7 ±5.2 
6. Reconfiguration architecture, XBee module attached, IDLE state 743.6 ±3.6 
7. Reconfiguration architecture, XBee module attached, uploading & writing to flash 906.4 ±3.5 
8. Reconfiguration architecture, XBee module attached, reading & verifying from flash 889.1 ±2.3 
9. Remote reconfiguration from the flash memory, XBee module attached 652.2 ±3.4  

Fig. 7. Instantaneous power consumption of the sensor node during wireless upload of a new configuration bitstream over the ZigBee network.  
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transmitted to the sensor node (including write enable commands, write commands, polling the status register and read commands) as 
well as the number of packets received from the sensor node (such as ACKs, NACKs and the response to reads) both came to 7615±25. 
This represents 402,436±172 bytes being sent to the sensor node and 367,203±98 bytes being received from the sensor node. This 
shows that on average there is a 35.7% overhead in the number of packets sent or received when compared to 5614 packets sent/ 
received for writing and verification of a typical default configuration bitstream file (referred to as the ideal case in Section 4.4). However, 
this equates to only 3.02% overhead in the number of bytes sent to and 1.63% overhead in the number of bytes received from the 
sensor node. When compared to the typical default configuration bitstream file size of 342,816 bytes, the entire wireless upload algo
rithm and Remote Access protocol adds 17.4% overhead to the amount of data sent to the sensor node; some of this is unavoidable, for 
example, the commands for the flash memory module. 

For the 10 trials conducted, when transmitting via USB connection, the entire upload process takes an average of 104.0±1.6 s to 
complete, i.e., from the instant the upload program was started to when it had completed execution. In these 10 trials, there were no 
packet errors reported by the Remote Access protocol. 

Migrating from using USB communication to using the ZigBee network proved to be more challenging. Although a mesh network 
consisting of a base station (coordinator) and 18 wireless nodes had been set up to conduct various tests, a simpler ZigBee network 
comprising two XBee Pro S2B modules was used to take measurements to ascertain the effectiveness of the wireless upload program. 
One XBee Pro module, connected to a sensor node, was configured as an “AT router” and the destination address was set to the 
coordinator. The second XBee Pro module was connected to the gateway via a USB to serial converter and configured as an “AT 
coordinator” with the destination address set to broadcast. However, with this configuration there was a packet error rate exceeding 
28%, causing the wireless upload to be unsuccessful. Changing the destination address of the coordinator XBee Pro module to the 
specific address of the XBee Pro module of the router node rectified this issue, allowing the wireless upload to complete successfully. 

For the 10 trials conducted over the ZigBee network, an average of 6179±6 packets were both sent to and received from the sensor 
node. This equated to 393,393±307 bytes sent to the sensor node and 361,455±24 bytes received from the sensor node. On average, 
the overhead compared to the ideal case is 10.1% in the number of packets sent or received, 0.71% in the number of bytes sent to the 
sensor node and 0.03% in the number of bytes received from the sensor node. The performances of the wireless upload algorithm for 
both USB and ZigBee communications are summarized in Table 3. The time required for the entire upload process was significantly 
longer over the ZigBee network than over USB, taking an average of 419.6±2.0 s. There was also an average of 3.9 packet errors 
detected by the Remote Access protocol, however the erroneous packets were successfully retransmitted to the sensor node. 

While the 104 s required to upload a bitstream via USB is quite reasonable, almost seven minutes are required for the upload over 
ZigBee. This is because the extended transmission time not only clogs up the network, potentially preventing other sensor nodes from 
transmitting data, it also increases the power consumed by the sensor node for a longer period. This has a detrimental impact on the 
overall battery life of the sensor node. Future work to migrate from the XBee Pro module to a standard RF module using an 802.15.4 
protocol stack developed in-house has the potential to reduce transmission time and power overhead that the XBee Pro module 
introduces. 

The average reconfiguration time was found to be 1350.6±0.5ms, which equates to a throughput of 0.74 remote reconfiguration 
events per second, or 44 remote reconfiguration events per minute. This represents the duration from the instant when the command is 
received at the sensor node to the instant when the reconfiguration is completed. This time varies significantly depending on the 

Fig. 8. Instantaneous power consumed by the sensor node when a remote reconfiguration is triggered.  
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bitstream that is used to configure the FPGA. In some cases, the reconfiguration takes as little as 600ms, but the average presented 
above includes measurements when configuring the FPGA using the bitstream requiring the longest time (worst case). The reconfi
guration time is longer than expected, however, as the frequency of reconfiguration is expected to be low it does not pose a significant 
issue. 

6. Comparison and discussion 

While remote reconfiguration of FPGA-based sensor nodes has been done before, this has always required a separate dedicated 
controller to oversee the process [12,15]. In some cases, this is dedicated logic on the FPGA in the form of a softcore processor [6,14]. 
Each of these schemes is limited to partial reconfiguration, which means the entire FPGA isn’t reconfigured. Other existing methods 
require additional hardware in the form of a separate off-the-shelf microcontroller [11]. To the best of the authors’ knowledge, the 
remote reconfiguration architecture presented in this paper is the only current method that allows full FPGA reconfiguration without 
requiring a dedicated softcore or hardcore processor or an external microcontroller. Existing schemes only allow reconfiguration of the 
FPGA remotely using bitstreams pre-stored in the sensor node’s memory but can’t remotely upload new configuration bitstreams to the 
sensor node. The scheme proposed in this paper has addressed this limitation with a new Remote Access protocol. In contrast with 
System-on-Chip devices, low power FGPA devices such as those from the 7 series families [7] or the Spartan-6 family [17] are preferred 
for wireless sensor nodes to keep power consumption to a low level. These are ‘FPGA only’ devices, i.e., there is no built-in hardcore 
processor available within the FPGA to help manage the reconfiguration process. Therefore, the small reconfiguration architecture 
presented in this paper is attractive for remote reconfiguration of sensor nodes that are implemented using ‘FPGA only’ devices from 
these low power families. The proposed scheme can be easily applied to other FPGA families that support reconfiguration with ICAP, 
for example, all the 7 series families [7]. 

Partial reconfiguration can be a desirable feature to add to the reconfiguration architecture, however, literature detailing how to 
implement partial reconfiguration without a dedicated softcore processor is lacking. Available literature indicates that a softcore 
processor is required to control the partial reconfiguration process, as it is a significantly complicated process. While partial recon
figuration has the advantages of shorter reconfiguration times and smaller bitstreams resulting in shorter transmission times and en
ergy, using a softcore processor to achieve this not only offsets these advantages but also consumes a large part of the FPGA logic. The 
proposed full FPGA reconfiguration architecture requires less than 9% of the LUTs and less than 3% of the Flip-Flops on the XC6SLX9 
device, leaving almost the entire FPGA for user designs/applications. 

The power requirements of the wireless sensor node used in this work are quite competitive compared to other nodes. It is reported 
that the sensor node used in [11] consumed 946 mW in just the FPGA and the reconfiguration microcontroller, not including other 
factors such as the static power consumed by the board and the power consumed by the wireless communication module. This is 27% 
higher than the total power consumed by the sensor node used in this paper in the IDLE state (sixth row of Table 2). Including the 
power consumed by the transceiver would significantly increase the power consumption figures for the sensor node presented in [11]. 
To compare the power consumption of the proposed reconfiguration architecture with others, one would ideally require practical 
results for reconfiguration implemented using devices from the same FPGA family (Spartan-6). Such results are very scarce in existing 
literature. Hence, we are only able to compare with the few sensor nodes that have reported some results, although they might have 
used devices from different FPGA families or reported results for different tasks. Therefore, this is not a straightforward comparison. 
The power consumption reported in [24] is 89.53 mW for a RISC processor implemented on a partially reconfigured FPGA to perform 
AES encryption, whereas our reconfiguration architecture increases the sensor node power by 124.3 mW compared to the uncon
figured node (based on comparing items 1 and 5 in Table 2). Note that the total power reported in [24] does not include the power 
overheads for other components on the board. Moreover, the IoT platform in [24] used an FPGA from the relatively newer Xilinx 
Artix-7 family (XC7A100T); this family of FPGAs consumes much less power than the older Spartan-6 FPGA family used in our work. 
Therefore, it would be sensible to assert that the proposed reconfiguration architecture fares well in terms of power consumption and is 
expected to consume even less power than reported in this paper if it is implemented on IoT platforms that use devices from recent 
low-power FPGA families. 

For many practical applications, the frequencies of remote reconfiguration of the FPGA or wireless upload of new bitstreams are not 
likely to be very high. Therefore, with the level of power consumption reported in this paper, today’s high-end IoT-suitable batteries 
are likely to last for significant periods of time. Nonetheless, further work to improve the power efficiency of the sensor node is 
envisaged. Further power savings can be achieved by deploying advanced power management strategies including the use of sleep 

Table 3 
Average packets and bytes transmitted during wireless upload.  

Communication Ideal USB ZigBee 

Number of packets 5614 7615 6179 
Packet overhead - 35.7% 10.1% 
Bytes sent to sensor node 390,630 402,436 393,393 
Bytes sent overhead - 3.02% 0.71% 
Bytes received from sensor node 361,330 367,203 361,455 
Bytes received overhead - 1.63% 0.03% 
Total time for upload (seconds) - 104.0 419.6 
# of packet errors - 0 3.9  
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modes of the various components on the sensor node when they are not in use (such as the flash memory, SDRAM and XBee Pro). Other 
ways to improve energy efficiency include utilizing innovative bitstream compression techniques to reduce the amount of data 
requiring transmission, as was demonstrated by the FPGA-based image compression architecture presented in [25]. Also, the energy 
consumption of FPGA-based sensor nodes can be greatly reduced by using hardware optimized architecture for implementing the 
desired logic, for example, the object extraction architecture presented in [2]. 

It is important to ensure the security of the reconfiguration bitstreams. This aspect was outside the scope of this paper, because the 
primary focus was to develop an efficient architecture for remote reconfiguration and a protocol for wirelessly uploading new bit
streams to remote sensor nodes. Nonetheless, the ZigBee wireless network uses secure 128-bit AES-based encryption system, so it is 
unlikely that the reconfiguration bitstream could be stolen off air. However, the physical link between the XBee module and the sensor 
node (FPGA) is not encrypted; this could lead to security concerns. Further work may be undertaken to add some form of encryption on 
the communication link between the XBee module and the FPGA. 

7. Conclusions 

The proposed remote reconfiguration scheme is implemented using very small amount of logic within the sensor node’s FPGA, less 
than 9% of the LUTs and less than 3% of the Flip-Flops on the Spartan-6 FPGA device. This is negligible compared to other remote 
reconfiguration architectures reported to date. A novel contribution of this work is that new FPGA configuration bitstreams can be 
wirelessly uploaded to the flash memory of remote sensor nodes using the proposed Remote Access protocol. On average, the power 
consumed by the sensor node during the wireless upload of a full configuration bitstream over ZigBee is approximately 906 mW, which is 
only around 163 mW higher than the power consumed by the node in the IDLE state. The average power consumed by the sensor node 
during the reconfiguration operation is approximately 652 mW. This is less than the power consumed in the active mode by a FPGA- 
based sensor node reported in literature. The above results demonstrate that the remote reconfiguration of the FPGA and the wireless 
upload of a new bitstream do not drastically increase the sensor node’s overall power consumption. For uploading a full configuration 
bitstream to the sensor node over ZigBee, the wireless upload algorithm introduces only 0.71% overhead in the number of bytes sent to 
the sensor node and 0.03% overhead in the number of the bytes received by the gateway from the sensor node. These overheads are 
clearly negligible. The proposed remote reconfiguration scheme is attractive as it reconfigures the entire FPGA, uses very small amount 
of FPGA logic, incurs modest power consumption and allows completely wireless upload of new configuration bitstreams with very little 
data communication overhead. 
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