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Abstract
Background: Estimating the effort required for software engineering tasks is incredibly
tricky, but it is critical for project planning. Issue reports are frequently used in the agile
community to describe tasks, and story points are used to estimate task effort.
Aim: This paper proposes a machine learning regression model for estimating the number
of story points needed to solve a task. The system can be trained from raw input data to
predict outcomes without the need for manual feature engineering.
Method: Hierarchical attention networks are used in the proposed model. It has two levels
of attention mechanisms implemented at word and sentence levels. The model gradually
constructs a document vector by grouping significant words into sentence vectors and
then merging significant sentence vectors to create document vectors. Then, the document
vectors are fed into a shallow neural network to predict the story point.
Results: The experiments show that the proposed approach outperforms the
state-of-the-art technique Deep-S which uses Recurrent Highway Networks. The pro-
posed model has improved Mean Absolute Error (MAE) by an average of 16.6% and has
improved Median Absolute Error (MdAE) by an average of 53%.
Conclusion: An empirical evaluation shows that the proposed approach outperforms the
previous work.

Keywords: story points, deep learning, glove, hierarchical attention networks,
agile, planning poker

1. Introduction

The primary goal of all software project managers is to complete the project on time
and within the budget that has been established. Since the release of the agile manifesto
[1], many companies have chosen to use agile approaches to guide software development.
Estimating effort is critical for successful agile project management. To avoid inefficient
resource allocation, accurate estimates are required [2], [3]. The story points [4], [5] are
a popular method for estimating task effort. In the context of agile development, story
points are typically assigned through organized group meetings known as Planning Poker
sessions [6]. These meetings heavily rely on human judgment: the better the developers
understand the job, the more accurate their estimates will be. Human judgment, on the
other hand, is sensitive to a range of constraints. Humans are positive by nature, and this
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bias is amplified in group interactions [7], [8], [9]. Furthermore, the presence of a project
manager, other senior developers, or dominant personalities in the meeting has been shown
to affect developer estimation [10].

The use of machine learning regessors has three advantages. To begin with, the regressors
have a thorough understanding of the project that dates back to its beginnings, and it
based its predictions on all past issues in the issue tracking system. Second, because the
regressors’ estimations can be tracked back to the regressor’s characteristics, it is not
influenced or coerced by others. Third, the estimation is repeatable and predictable: the
system never grows bored of producing the same results over and over again.

We introduce a prediction model that helps teams by providing a story-point estimate
for a certain user story. The model uses the team’s previous story point assessments to
forecast the complexity of new issues. The team’s existing estimation techniques will be
used in conjunction with (rather than in place of) this prediction system. It could also be
used as a decision-making tool and help with estimating. This is similar to the notion of
combination-based effort estimating [11, 12]. Estimates are generated from various sources,
such as a combination of expert and formal model-based estimates.

The suggested model automatically learns semantic features that represent the meaning
of user stories or issue reports, removing the need for users to develop and extract features
manually. Feature engineering is often done by domain specialists who use their in-depth
understanding of the data to develop features that machine learning algorithms may exploit.
Our model is a full end-to-end system that estimates story points by passing raw data
signals (i.e., words) from input nodes to the final output node. The use of hierarchical
attention networks (HAN) for story point prediction is a fundamental innovation in our
method.

An empirical evaluation was conducted to answer the following research questions:
RQ1. Does the use of Hierarchical Attention Networks provide more accurate story
point estimates than Recurrent Highway Nets?
RQ2. Does the use of BERT provide more accurate story point estimates than using
HAN?
The remainder of the paper is organized as follows: Section 2 provides context for Story

Points, Planning Poker, Deep learning, and Hierarchical Attention Network. Section 3
presents related works, while Section 4 focuses on the design of the proposed model. Section
5 discusses the proposed model evaluation , Section 6 Comparing with the state of art,
Section 7 shows future work, and finally Section 8 presents the conclusion.

2. Background

2.1. Story points

Story points are a unit of measure for expressing the overall size of a user story,feature
or another piece of work [4]. The number of story points is an indication of how difficult
a specific task is for the development team, rather than measuring the quantity of work
required to achieve it. As a first stage, the team normally decides on the number of story
points that a baseline activity deserves. After that, estimating effort is dependent on
comparison to that baseline. The Fibonacci sequence (i.e. 1, 2, 3, 5, 8, 13, 20, 40, 100,) is
commonly deviated from when assigning story points. The uncertainty that comes with
estimating complex tasks in real-world software is shown in this series.

2 Article number 230104

https://www.e-informatyka.pl/index.php/einformatica/volumes/volume-2023/issue-1/article-4/


PREVIEW

Khaled Mahar et al. e-Informatica Software Engineering Journal, 17 (2023), 230104

2.2. Planning pokers

The majority of software projects rely completely on human judgment to estimate effort
[13]. The most prevalent effort estimation approaches based on human judgment are those
based on group estimation. When it comes to estimating story points, Planning Poker [13]
is the most commonly used method. To perform Planning Poker, the customer must first
communicate an issue that they would like to get handled. The developers then gather for
a poker game in which each player selects a card with the desired story points for each
issue to be estimated, and then all the cards are revealed at the same time. The developer
that provides the lowest and highest estimate must justify their choice, thus eventually
triggering further discussion which is followed by another group estimation. The process
continues until the team agrees upon a consensus estimate.

2.3. Deep learning

Deep learning technology (DL) has shown impressive results in a variety of fields, including
machine vision [14], speech recognition [15] , and text classification [16]. Researchers can
divide deep learning research on text classification into two steps: The first step is to learn
word vector representations through neural language models [17], and the second step is to
perform classification composition over the learned word vectors.

Deep learning models such as convolutional neural networks (CNNs) and recurrent
neural networks (RNNs) [18] are commonly used in text classification. Recently, several
text classification methods based on CNNs or RNNs have been proposed [19], [20]. The
CNN learns local responses using temporal or spatial data, but cannot learn sequential
correlations. RNNs, in contrast, are designed to do sequential modeling, but cannot extract
features in a parallel manner.

2.4. Hierarchical attention network

Yang et al [21] developed Hierarchical Attention Network (HANs), a DL document classifi-
cation model based on RNNs. They are made up of hierarchies, with the lower hierarchies’
outputs becoming the upper hierarchies’ inputs. This is based on the intuition that
documents are made up of meaningful sentences, which are made up of meaningful word
sequences. Each HAN hierarchy is made up of a bidirectional dynamic Long short-term
memory (LSTM) or gated recurrent unit (GRU) with attention mechanisms. When process-
ing words/sentences, directionality is required so that the network can account for the prior
and subsequent context. The attention mechanism is added to enable the network to put
extra focus on the LSTM/GRU outputs associated with the words and lines that are most
indicative of a particular class. LSTMs/GRUs are used because they allow the network to
selectively process input information based on how relevant it is to the classification tasks;
similarly, the attention mechanism is added to enable the network to put extra focus on
the LSTM/GRU outputs associated with the words and lines that are most indicative of
a particular class. Hierarchical attention networks were used to learn semantic features
that automatically convey the true meaning of user stories and predict the estimated story
point.We’ll go over the details of each component later in this paper.
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3. Related work

Methods for estimating software work can be divided into three categories: expert-based,
model-based, and hybrid techniques. Expert-based methods, which rely on human under-
standing to create estimates, are the most widely used technique [22], [23]. Expert-based
estimation necessitates the presence of experts at all times when an estimate is required.
Model-based approaches draw on data from previous projects, but they differ in terms of
how they construct customized models. A fixed model in which elements and variables
are fixed is the well-known construction cost (CO-COMO) model [24]. Their relationship
has already been established. These estimation models were built using data from a range
of past studies. As a result, they are usually only effective for the type of project that
was used to develop the model. Regression (e.g. [25], [26]), neural networks (e.g. [27],
[28]), fuzzy logic (e.g.[29]), Bayesian belief networks (e.g. [30]), analogy-based (e.g. [31],
[32]), and multi-objective evolutionary approaches are all used in the customized model
construction process (e.g. [33]). However, no single strategy is expected to perform well
across all project types [34], [35], [36]. As a result, some recent research [37] suggests
integrating estimates from several estimators. [38], [39], which is similar to the ideas in
this paper, hybrid techniques integrate expert judgments with available data.

While the majority of existing research focuses on estimating a project as a whole, less
attention is paid to developing models for agile projects in particular. Different planning and
estimation methodologies are required for today’s agile, dynamic, and incremental projects
[40]. Machine learning techniques are being used in recent approaches to assist in estimating
effort for agile projects. The study recently provided an approach for extracting TF-IDF
features from the problem description to construct a model for story point estimations,
which was published in [41]. The retrieved features are then subjected to the uniform
selection process and input into regressors such as SVM.

In addition, Cosmic Function Points (CFP) [42] estimate the effort required to finish an
agile project [43]. Abrahamsson [44] created a regression model and neural network-based
effort prediction model for the creation of iterative software. Unlike standard effort estimate
models, this model is developed after each iteration (rather than at the end of the design
phase) to estimate the effort for the next iteration.

The authors of [45] developed a Bayesian network model for estimating effort in agile
Extreme Programming software projects. Their model, on the other hand, is based on
several criteria (such as process effectiveness and improvement) that necessitate a significant
amount of learning and fine-tuning. Bayesian networks are frequently used in [46] to model
dependencies between multiple aspects in Scrum-based software development projects to
identify difficulties (e.g., sprint progress and sprint planning quality affect product quality).

Choetkiertikul [47] focuses on estimating issues with story points, which is a substantial
improvement over earlier work, by applying deep learning techniques to automatically learn
semantic features that reflect the underlying meaning of issue descriptions. The previous
study has been done in projecting the elapsed time for correcting a bug or the danger of
addressing an issue with a pause (see [48], [49], [50], and [51]).

The proposed model uses pre-trained embedding vectors and transfer learning with
GloVe to save training time, which is the key difference from [47]. Word-to-vector (Word2Vec)
and global vector (GloVe) are two recent techniques that are well recognized for producing
vector representations [52], [53]. Pennington et al [54]. demonstrated that GloVe outperforms
Word2Vec since Word2Vec has a low vector dimensionality and cannot incorporate all of
the corpus data. The GloVe, in comparison, has both local and worldwide information
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about the words that have appeared. GloVe algorithm uses the statistics of word-word
co-occurrences in a corpus and is used for similarity and entity identification [55].

Choetkiertikul [47] is the first model providing end-to-end trainable from raw input
data to prediction outcomes without any manual feature engineering and has outperformed
previous work [41], [43], [44], [45] and [46]. The proposed model is aiming to use deep
learning and make use of the hierarchical attention mechanism, this model has the ability
to detect important words and sentences. The Hierarchical Attention Network (HAN)
was implemented with the goal of capturing two fundamental ideas about document
organization. First, because documents are hierarchical (words make sentences, sentences
form a document), we generate a document representation by first creating sentence
representations and then aggregating them into a document representation. Second, different
words and sentences in a document are found to have varying levels of information. The
model constructs a document vector progressively by aggregating important words into
sentence vectors and then aggregating important sentence vectors to document vectors.

4. The proposed model

The general goal of our research is to create a prediction system that takes the title and
description of an issue as input and generates the estimated story-point. The proposed
model introduces the use of hierarchical attention networks (HAN). An embedding layer,
attention layers, and encoders are all components of the HAN model, which together
help the model understand the textual features. The extraction of relevant context is the
responsibility of the encoders. The attention layers evaluate how important a sequence of
tokens is with reference to the document. The HAN essentially consists of “hierarchies,”
where the outputs of the lower hierarchies serve as the inputs for the upper hierarchies.
We first break down a document into sentences before feeding it into the HAN. Each
sentence is encoded into a vector representation using a word encoder (a bidirectional
GRU) and a word attention mechanism. These sentence representations are passed through
a sentence encoder with a sentence attention mechanism resulting in a document vector
representation. A fully connected layer with the appropriate activation function receives
this final representation and uses it to make predictions. The term “hierarchical” refers
to a document’s “semantic hierarchy.” The same algorithms are used twice, once at the
word level and once at the sentence level. The model gradually builds a document vector
by grouping significant words into sentence vectors and then merging important sentence
vectors to create document vectors. The document vectors are then fed into a shallow
neural network to predict the story point. The proposed model is made up of five layers,
as shown in Figure 1, and is explained briefly as follows:

1. Input layer: Accepts a document that is made up of sentences, each of which is made
up of a series of word IDs that represent user stories or issues that describe what has to be
produced in the software project. Assume that a document includes L sentences si and
each sentence contains Ti words. wit with t ∈ [1, T ] represents the words in the ith sentence.

2. Embedding layer: Each word in each sentence is individually embedded, resulting
in Sequences of word vectors, one for each sentence. It does this by converting input text
into dense word vectors that encode both the meaning and context of the text. Word
Representation using Global Vectors Each word’s vector representation was obtained
using GloVe [56]. GloVe is an unsupervised learning technique for obtaining word vector
representations.
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3. Encoding layer: We have a sequence of word vectors from the previous layer, and this
layer seeks to compute a sentence matrix from which we can construct a document matrix.
The sentence matrix is made up of rows, each representing the meaning of a single token
in the phrase. A Bidirectional RNN is used to implement this layer. The vector of each
token is divided into two portions, one computed with a forward pass and the other with
a backward pass. To get the entire vector, we just join the two. There are two encoders in
this layer:

Sentence Encoder: Converts sequence of word vectors to sentence matrix.
Document Encoder: Converts sequence of sentence vectors to document matrix.
Given a sentence with words wit, t ∈ [0, T ], we first embed the words to vectors through

an embedding matrix we, xij = wewij .
We obtain word annotations using bidirectional GRU by combining input from both

directions and adding contextual information to the annotation.. The bidirectional GRU

contains the forward GRU
−→
f which reads the sentence si from wi1 to wiT and a backward

GRU
←−
f which reads from wiT to wi1.

Xit = Wewit, t ∈ [1, T ]. (1)

−→
hit = −−−→GRUXit, t ∈ [1, T ]. (2)

←−
hit =←−−−GRUXit, t ∈ [T, 1]. (3)

Document Encoder in a similar manner, given the sentence vectors si, we can obtain
a document vector. To encode the sentences, we use a bidirectional GRU:

−→
hi = −−−→GRU(si), i ∈ [1, L]. (4)

←−
hi =←−−−GRU(si), i ∈ [L, 1]. (5)

4. Attention layer: Our goal in this layer is to reduce the Sentence matrix from the
previous layer to a single vector that the feed-forward network may use for prediction. This
layer’s job is to determine the words that are most important to a user story’s meaning.
The following equations were utilized in this layer [57] .

et = tanh(Uc + Wht + b) (6)
αt = softmax(et) (7)
o = Σαtht (8)

c is the vector obtained by applying max poling to the matrix obtained from GRU. U is
a new weight.

Output layer: We use a feedforward neural network with a linear activation function
as the final regressor to construct a story-point estimate. The following is a definition for
this function:

y = a0 +
n∑

i=1
aixi (9)

Where y is the output story point, xi is an input signal from the previous layer, ai is the
trained coefficient (weight), and n is the size of the embedding dimension.
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Figure 1. The proposed model

5. The proposed approach evaluation

Our data set [47] includes 23,313 issues from 16 different projects, including Apache Mesos
(ME), Apache Usergrid (UG), Appcelerator Studio (AS), Aptana Studio (AP), Titanium
SDK/CLI (TI), DuraCloud (DC), Bamboo (BB), Clover (CV), JIRA Software (JI), Moodle
(MD), Data Management (DM), Mule (MU), Mule Studio (MS), Spring XD (XD), Talend
Data Quality (TE) as shown in Table 1. The data set is divided into three parts: 60%
for training, 20% for validation, and the remaining 20% for testing. (Our dataset & code
are available at https://doi.org/10.5281/zenodo.7341235). In planning poker, the story
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Table 1. Descriptive Statistics of Story Point Dataset
Repo. Project Abb. # issues min SP max SP mean SP median SP mode SP var SP std SP mean TD length LOC
Apache Mesos ME 1,680 1 40 3.09 3 3 5.87 2.42 181.12 247,542+

Usergrid UG 482 1 8 2.85 3 3 1.97 1.40 108.60 639,110+
Appcelerator Appcelerator Studio AS 2,919 1 40 5.64 5 5 11.07 3.33 124.61 2,941,856#

Aptana Studio AP 829 1 40 8.02 8 8 35.46 5.95 124.61 6,536,521+
Titanium SDK/CLI TI 2,251 1 34 6.32 5 5 25.97 5.10 205.90 882,986+

DuraSpace DuraCloud DC 666 1 16 2.13 1 1 4.12 2.03 70.91 88,978+
Atlassian Bamboo BB 521 1 20 2.42 2 1 4.60 2.14 133.28 6,230,465#

Clover CV 384 1 40 4.59 2 1 42.95 6.55 124.48 890,020#
JIRA Software JI 352 1 20 4.43 3 5 12.35 3.51 114.57 7,070,022#

Moodle Moodle MD 1,166 1 100 15.54 8 5 468.53 21.65 88.86 2,976,645+
Lsstcorp Data Management DM 4,667 1 100 9.57 4 1 275.71 16.61 69.41 125,651*
Mulesoft Mule MU 889 1 21 5.08 5 5 12.24 3.50 81.16 589,212+

Mule Studio MS 732 1 34 6.40 5 5 29.01 5.39 70.99 16,140,452#
Spring Spring XD XD 3,526 1 40 3.70 3 1 10.42 3.23 78.47 107,916+
Talendforge Talend Data Quality TD 1,381 1 40 5.92 5 8 26.96 5.19 104.86 1,753,463#

Talend ESB TE 868 1 13 2.16 2 1 2.24 1.50 128.97 18,571,052#
Total 23,313

points are typically ordered in a Fibonacci sequence, such as 1, 2, 3, 5, 8, 13, 21, and
so on. To divide documents into sentences and tokenize each sentence, we used Natural
Language Toolkit (NLTK) [58]. The suggested technique employs a Transfer Learning model
called pre-trained word embedding. The basic concept is to leverage publicly available
embeddings that have been trained on large datasets. Instead of randomly initializing
our neural network weights, we use these previously trained integrations as initialization
weights. This speeds up training and improves the performance of NLP models. The most
widely used method for obtaining word embedding from text corpora is GloVe [57]. It
offers pre-trained embedding based on massive text corpora. GloVe allows for different
sizes of embedding. The experiment was conducted with a fifty-embedding size. When
evaluating the accuracy of an effort estimating model, a variety of metrics are used. The
majority of them (i.e., |ActualSP-EstimatedSP|) are based on the Absolute Error, where
AcutalSP denotes the actual story points awarded to a problem, and EstimatedSP denotes
the result of estimation. Prediction at level l[56], i.e., Pred(l), and Mean of Magnitude
of Relative Error (MRE) or Mean Percentage Error have also been employed in effort
estimate. However, several investigations [59], [60], [61], and [62] have discovered that these
metrics have a proclivity for underestimation and are not reliable. Consequently, the Mean
Absolute Error (MAE) and Median Absolute Error (MdAE) have been recommended to
compare effort estimation performance [63], [64] models. The term MAE is defined as

MAE = 1
N

n∑
i=1

ActualSPi − EstimatedSPi (10)

Where N is the number of issues used for evaluating the performance (i.e., test set),
ActualSPi is the actual story point, and EstimatedSPi is the estimated story point, for
the issue i. We also report the Median Absolute Error since it is more robust to large
outliers. MdAE is defined as

MdAE = Median{|ActualSPi − EstimatedSPi|} (11)
Where 1 ≤ i ≤ N .

5.1. Results analysis and discussion

To compare the proposed regressor with the state of the art, we can refer to the work by
Choetkiertikul [47]. They use deep learning approaches to automatically learn semantic
characteristics that reflect the underlying meaning of issue descriptions to estimate issues
using story points, which is a significant advance over previous work. To reduce the risk
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Figure 2. Story point Dataset

of external validity, we examined 23,313 issues across sixteen open source projects, each
with its size as shown in Fig 2, complexity, development team, and community. Table 2
shows MAE and MdAE, achieved from hierarchical attention networks (HAN) against
Deep-SE using Recurrent Highway Networks for deep representation of issue reports [47],
the proposed model improved MAE between 0.7 to 28 percent over Deep-SE and Improved
MdAE between 18 to 68 percent over Deep-SE . Regardless of the size of the data, the
improvement is noticeable. The proposed approach surpasses the previous best baseline
methods by 16.5 percent and 19.4 percent for small projects like Apache Usergrid and
Clover, respectively. This observation holds true across a variety of larger projects. As seen
in Table 1, HAN is the best technique, continuously outperforming Deep-SE across all
sixteen projects. RQ1 is answered by this finding.

To compare the performance of two estimating models, we used the Wilcoxon Signed
Rank Test [65] to determine the statistical significance of the mean absolute errors obtained
by the two models. Because it makes no assumptions about underlying data distributions,
the Wilcoxon test is a robustness test. In order to evaluate if there were a good effect of the
proposed model for estimating the effort needed for a story point, Wilcoxon signed-rank
tests revealed a statistically positive change in effort estimation, z= - 3.517, p=.001 with
a medium effect size (d= 0.6), Cohen’s d effect sizes [66] were calculated. Effect sizes of 0.2
were regarded as small, 0.5 as a medium, and 0.8 as large. So the HAN has medium effect
size on MAE.

5.2. Threats to validity

We attempted to reduce the validity challenges by using real-world data from issues reported
in large open-source projects. These issue reports’ titles and descriptions and the actual
story points assigned to them were gathered. We are aware that those story points were
calculated by human teams, which means they may contain biases and, in some cases, be
inaccurate. Datasets of various sizes were used in our study. Additionally, in order to reduce
conclusion instability we carefully adhered to current best practices when evaluating effort
estimation models. To mitigate threats to external validity, we examined 23,313 issues from
sixteen open source projects that differ greatly in size, complexity, developer team, and
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Table 2. Comparison Between the proposed Model and Deep-SE

Project Method MAE MdAE
Apache Mesos Deep-SE 1.02 0.73

HAN 0.93 0.39
Apache Usergrid Deep-SE 1.03 0.80

HAN 0.84 0.47
Appcelerator Studio Deep-SE 1.36 0.56

HAN 1.35 0.54
Aptana Studio Deep-SE 2.71 2.52

HAN 2.63 1.13
Titanum Deep-SE 1.97 1.34

HAN 1.70 0.54
DuraCloud Deep-SE 0.68 0.53

HAN 0.6 0.12
Bamboo Deep-SE 0.74 0.61

HAN 0.67 0.22
JIRA Software Deep-SE 1.38 1.09

HAN 1.27 0.43
Moodle Deep-SE 5.97 4.93

HAN 5.66 1.56
Data Management Deep-SE 3.77 2.22

HAN 3.63 1.03
Mule Deep-SE 2.18 1.96

HAN 1.86 0.81
Mule Studio Deep-SE 3.23 1.99

HAN 2.56 1.39
Spring XD Deep-SE 1.63 1.31

HAN 1.20 0.51
Talend Data Quality Deep-SE 2.97 2.92

HAN 2.49 1.14
Talend Deep-SE 0.64 0.59

HAN 0.60 0.25
Clover Deep-SE 2.11 0.8

HAN 1.81 0.54

community. We acknowledge, however, that our dataset would not be representative of
all types of software projects, particularly in commercial settings (despite the fact that
open-source and commercial projects are similar in many ways). The nature of contributors,
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developers, and project stakeholders is one of the key differences between open-source and
commercial projects that may influence story point estimation. More research is required
for commercial agile projects.

6. Comparing with the state of art

The Bidirectional Encoder Representations from Transformers (BERT) is a novel approach
and is regarded as the cutting edge of pre-trained language representation [67]. BERT models
are regarded as contextualized or dynamic models, and they have produced noticeably
better results in a number of NLP tasks [68], [69], [70], including sentiment classification,
calculating the semantic similarity of texts, and identifying tasks involving textual linking.
The authors of [52] proposed the use of Bert for effort estimation and their experiments
were conducted on the same data set. When comparing our experimental results to [52], the
experimental results presented in Table 3 showed that HAN models achieved significantly
higher results than the BERT model. RQ2 is answered by this finding. We conclude that
a model’s performance is dependent on the task and the data, so these factors should
be considered before choosing a model rather than just going with the most widely used
model.

7. Future work

Future work will involve comparing the results of our model to other pre-trained language
models such as GPT [70] and XLNet [71]. These models have been shown to be state of the
art in a variety of tasks such as question answering, named entity recognition, and natural
language inference. It is also planned to test the proposed model on other Agile data sets.

8. Conclusion

The key novelty of the proposed model is using pre-trained embedding vectors and transfer
learning with GloVe to reduce training time instead of creating a new embedding vector.
Introducing the use of The Hierarchical Attention Network. The Hierarchical Attention
Network (HAN) was created to capture two key concepts in document organization. To begin,
we construct a document representation by first creating sentence representations and then
aggregating them into a document representation because documents are hierarchical (words
make sentences, sentences make a document). Second, different degrees of information are
discovered in different words and phrases in a document. The approach builds a document
vector by first aggregating key words into sentence vectors, then aggregating important
sentence vectors into document vectors. This process has a significant effect on story point
prediction. The results of our experiments show that the proposed model improved MAE by
0.7 to 28 percent compared to Deep learning model for Story Point Estimation (Deep-SE)
and MdAE by 18 to 68 percent compared to Deep-SE. The proposed approach regularly
outperforms earlier work. The model can better locate and extract critical information.
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Table 3. Comparison Between the proposed Model and BERT

Project Method MAE
Apache Mesos HAN 0.93

BERT 3.39
Apache Usergrid HAN 0.84

BERT 3.24
Appcelerator Studio HAN 1.35

BERT 2.50
Aptana Studio HAN 2.63

BERT 4.18
Titanum HAN 1.7

BERT 3.49
DuraCloud HAN 0.49

BERT 3.79
Bamboo HAN 0.67

BERT 2.76
JIRA Software HAN 1.27

BERT 3.13
Moodle HAN 5.66

BERT 11.99
Data Management HAN 3.63

BERT 7.78
Mule HAN 1.86

BERT 3.51
Mule Studio HAN 2.56

BERT 3.51
Spring XD HAN 1.2

BERT 3.16
Talend Data Quality HAN 2.49

BERT 4.04
Talend HAN 0.60

BERT 3.42
Clover HAN 1.81

BERT 3.87
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