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Introduction: Pressure on groundwater resources is increasing rapidly by population
growth and climate change effects. Thus, it is urgent to quantify their availability and
determine their dynamics at a global scale to assess the impacts of climate change or
anthropogenically induced pressure, and to support water management strategies.
In this context, regional hydrogeological numerical models become essential to
simulate the behavior of groundwater resources. However, the construction of
global hydrogeological models faces a lot of challenges that affect their accuracy.

Methods: In this work, using the German portion of the Upper Danube Basin
(~43,000 km2) we outline common challenges encountered in parameterizing a
regional-scale groundwatermodel, and provide an innovative approach to efficiently
tackle such challenges. The hydrogeological model of the Danube consists of the
groundwater finite element code OpenGeoSys forced by the groundwater recharge
of the surface hydrological model mHM.

Results: The main novelties of the suggested approach are 1) the use of spectral
analyses of the river baseflow and a steady state calibration taking as reference the
topography to constraint the hydraulic parameters and facilitate the calibration
process, and 2) the calibration of the hydraulic parameters for a transient state
model by considering parameters derived from the piezometric head evolution.

Discussion/conclusion: The results show that the proposed methodology is useful
to build a reliable large-scale groundwater model. Finally, the suggested approach is
comparedwith the standard one used by other authors for the construction of global
models. The comparison shows that the proposed approach allows for obtaining
more reliable results, especially in mountainous areas.
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1 Introduction

Pressure on water resources is increasing rapidly as a consequence
of global warming and population growth (Shen and Chen, 2010; Baba
et al., 2011). It is expected that shortages of freshwater resources will
increase their frequency, intensity, and duration in the near future
(e.g., Samaniego et al., 2018). Water scarcity will entail negative
consequences for the economy, but especially for food production
since 92% of the freshwater is used for irrigation (Hoekstra and
Mekonnen, 2012). The consequences of water scarcity will be
especially dramatic in developing countries where large
ramifications of global warming and strong population growth are
expected (Sowers et al., 2011). In these regions, water scarcity may
produce famine periods threatening the lives of many people. In this
context, it is essential 1) to quantify available/usable freshwater stores
and their spatio-temporal dynamics, 2) to assess the impact of global
events, such as climate change, on the freshwater resources, and 3), to
help design regional water management strategies. These goals can be
reached by means of numerical models that couple hydrogeological
and hydrological processes which cover large regions. Considering
that groundwater represents 99% of the total available resources of
freshwater on earth (Shiklomanov, 1993), it is necessary to focus in
particular on the development of regional hydrogeological models.

In general, groundwater flow at the basin scale is successfully
simulated by numerical models based on partial differential equations
(PDE) from which MODFLOW (McDonald and Harbaugh, 1984) is
the most renowned. These models allow implementing the complexity
of the underground medium and calculate accurately processes
affecting groundwater. Although most of these models are only
used for modeling groundwater, there are some PDE-based codes
that allow simulating both hydrogeological and hydrological
(i.e., surface and near-surface) processes. Some examples of these
codes that allow a two-way are MIKE-SHE (Refshaard and Storm,
1995), Parflow-CLM (Maxwell and Miller, 2005), Hydrogeosphere
(Therrien et al., 2004), GSFLOW (Markstrom et al., 2008), tRIBS
(Ivanov et al., 2004), CATHY (Camporese et al., 2010) or PIHM (Qu
and Duffy, 2007; Kumar et al., 2009).

In large-scale models, codes coupling two-way hydrogeological
and hydrological processes are rarely used (Srivastava et al., 2014),
especially under transient conditions. Some successful experiences can
be found in the literature, such as that of Maxwell et al. (2015) that uses
Parflow to develop a model that covers North America and simulates
groundwater and surface-water flows under steady-state conditions.
However, some of the two-way coupling models like GSFLOW have
been designed for modeling medium-sized basins ranging from 10 to
1000 km2 (Gardner et al., 2018). A viable alternative for integrating
surface and near-surface water processes into PDE-based
hydrogeological models at large scale consists in coupling them
with bucket-type hydrological models. Following this way,
groundwater dynamics are simulated by the PDE-based
hydrogeological model while soil water movement,
evapotranspiration, surface run-off, and interflow components are
simulated by the surface hydrologic model. In the literature, there are
some examples of this coupling at local (Jing et al., 2018), regional
(Sutanudjaja et al., 2011; Hellwig et al., 2020), and global (de Graaf
et al., 2015; de Graaf et al., 2016; Reinecke et al., 2019) scales.

However, up to date, most models at global or continental scales
are developed under steady-state conditions because the construction
of hydrogeological models covering large regions is still challenging

due to several issues: the lack of data to define the geometry of the
geological formations, the delineation of different hydrological sub-
catchments, the decision to which depth an aquifer should be modeled
or the determination of hydraulic parameters for each material.
Although some information is available concerning the horizontal
distribution of different hydrogeological units (hydro/geological
maps), there is no reliable data about their thickness. Pelletier et al.
(2016) provided thickness information at a global scale but limited to
unconsolidated materials only. In addition, difficulties arise during the
calibration step because large-scale hydrogeological models usually fail
to compute the exact elevation of the piezometric head at observation
points due to their coarse spatial discretization. In fact, although most
developed global scale models present acceptable fittings when
considering numerous observation points, their results are prone to
large errors at individual observational wells. This occurs because
differences of tens of meters are masked (or often overlooked) when
considering the analysis of different observation wells that are located
across a wide range of elevations. As a result, steady-state calibration
runs are complicated while transient calibrations in a standard way are
often not possible. Finally, it is worth mentioning that calibration is
commonly carried out by using local (groundwater well) observations.
However, sparse local observations give only limited and local
information complicating the calibration of models over a large
spatial domain.

Some examples of global scale (or very large scale) models
coupling hydrological and hydrogeological processes are those
developed by Fan et al. (2013), de Graaf et al. (2015), de Graaf
et al. (2016), Maxwell et al. (2015) and Reinecke et al. (2019). Overall,
all of them address the difficulties mentioned above in a similar way.
Concerning the thickness by Fan et al. (2013) calculate it by applying
the concept of e-folding depth which assumes that the aquifer
thickness depends on the terrain slope. Although the used
equation for calculating the e-folding depth is calibrated from
real thickness observations, its results are debatable since 1) only
sedimentary basins located in North America are used for the
calibration, 2) the expected thickness in mountainous regions is
low, neglecting groundwater flow through consolidated materials,
and 3), the used equation depends on the resolution considered for
computing the slope. The approach proposed by de Graaf et al.
(2016) and de Graaf et al. (2015) is more complex. First, de Graaf
et al., (2015) and de Graaf et al. (2016) differentiate between
sedimentary basins and mountainous regions, depending on the
surface elevation distribution at a 30″ spatial resolution. The
thickness of sedimentary basins is derived from multiple
realizations of thickness distribution taking as reference the
average thickness measured across six studies in North America.
The thickness in the mountainous regions is calculated using the
e-folding depth approach by Maxwell et al., 2015 divide their model
in five vertical layers whose total thickness is 102 m by Reinecke et al.
(2019) use two layers with a constant thickness of 100 m. The latter
assumes a constant thickness supported by a sensitivity analysis and
the findings of other authors (de Graaf et al., 2015). Regarding the
hydraulic parameters, Fan et al. (2013) and Maxwell et al. (2015)
derive them based on dataset given by Gleeson et al. (2011), while de
Graaf et al. (2015), de Graaf et al. (2016) and Reinecke et al. (2019)
take the parameters from Gleeson et al. (2014). Moreover, all of them
consider that the hydraulic conductivity (K [LT−1]) decreases
exponentially with depth, which may sound reasonable under
certain circumstances. However, given the few layers considered
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within these models and the coarse vertical discretization, it is
challenging to accurately estimate the exponential decrease of K
since that computation would depend on the specific depth of each
modeled node. For example, Fan et al. (2013) and de Graaf et al.
(2015) who develop 1 layer models adopt the K computed at the
depth of the water table for the whole thickness.

Overall, although the works of Fan et al. (2013), de Graaf et al.
(2015), de Graaf et al. (2016), Maxwell et al. (2015) and Reinecke et al.
(2019) represent an advancement in the field of regional
hydrogeological modeling, the adopted simplifications reduce the
reliability of the modeling results. For example, the water table
depth computed by Fan et al. (2013) does not fit the observations,
especially in areas with shallow groundwater. Similarly, the simulated
water table depth by Maxwell et al. (2015) is shallower than the
observations. The piezometric head computed by de Graaf et al.
(2015), de Graaf et al. (2016) and Reinecke et al. (2019) are, in
most cases, lower than observed levels. Furthermore, except de
Graaf et al. (2016), most global models are developed only under
steady-state conditions which limits their applicability, and in
addition, as demonstrated later in this study, poses difficulty in
their calibration since the steady state piezometric heads are not
very sensitive to changes in the K values.

The objective of this work is to show and discuss the limitations
of standard regional groundwater model calibration strategies and to
propose a new calibration approach for improving their accuracy.
The proposed approach is composed of two steps. In the first step,
upper and lower bounds for hydraulic parameters are identified. In
the second step, the temporal moments of the groundwater head
time series are used for the calibration. This new approach is
developed and validated for the German portion of the Upper
Danube basin. Although the modelled area is much smaller than
those covered by continental/global models, it still represents a large
region covering an area of approximately 43,000 km2. Moreover, the
study region was chosen because i) there are numerous groundwater

data (from more than 900 observation points) to calibrate and
validate the model, and ii) the surface hydrological model of this
area is sufficiently accurate. In order to reach the objectives, the
model was developed similarly to what is usually done with
continental to global scale groundwater models concerning
horizontal and vertical discretization or hydrogeological
information. Finally, we compare the results of the proposed
calibration strategy with results from other standard approaches
like the one of Fan et al. (2013).

2 Materials and methods

2 1 Study site (rough description)

The German part of the Upper Danube basin upstream of the
gauging station at Hofkirchen is modeled (Figure 1A). It covers about
43,000 km2 representing approximately 12% of the total surface of
Germany. Diverse landscapes, environments, and a wide range of
geological formations can be found throughout the modeled area. In
geomorphological terms, the area can be divided into a region
dominated by low mountain ranges (Mittelgebirge), the Alpine
foreland, and the Alpine region (Marke, 2008). The northeast
portion of the modeled area is made up of igneous and
metamorphic materials (crystalline basement) and is part of the low
mountain ranges region (Bavarian forest - Bohemian massif). The
northwest and west sides also comprise low mountain ranges
(Franconian and Swabian Jura) with carbonate rocks as predominant
lithology. The Alpine formation is located in the southern area of the
model. This formation consists of a crystalline basement in the center
surrounded by carbonatematerials at the border. The central part is only
partially included in the model, and most of the modeled Alpine
formation consists of carbonate rocks (Figure 1B). The above-
mentioned formations are essentially consolidated. Quaternary

FIGURE 1
(A) Modelled area; (B) Main geological and geographical features.
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unconsolidated materials can be found filling valleys around rivers and
streams. These deposits are the product of the erosion of the
consolidated materials from higher altitudes. Finally, the central
underground part of the study basin (Alpine foreland—Molasse
basin) consists of Tertiary and Quaternary sediments (Barthel et al.,
2005; Mauser and Prasch, 2015). The Tertiary in this area consists of
flysch and molasses deposits resulting from the erosion of the Alpine
formation. These materials can be utterly or partially consolidated. The
Quaternary overlies the Tertiary deposits and is essentially built by
alluvial deposits with variable thickness. These materials are
unconsolidated and thicker deposits are found in the center of valleys.

Groundwater data from the Upper Danube basin, which is needed
to establish the hydrogeological model, is available on the website of
the Bavarian State Office for the Environment1. Data from more than
900 observational points is considered (Figure 2), but only observation
points with measurements within the simulated period from 1991 to
2013, are used. Required information to implement the observation
points into the model such as the locational coordinates and the depth
of the screen is also obtained from the Bavarian State Office for the
Environment.

2.2 Mesoscale hydrological model (mHM)

2.2.1 Code description
mHM is a spatially explicit hydrological model (Samaniego

et al., 2010; Samaniego et al., 2021). It considers a wide range of
surface processes such as canopy interception, snow accumulation
and melting, soil moisture dynamics, infiltration and surface
runoff, evapotranspiration, baseflow, discharge attenuation, and
flow routing (Samaniego et al., 2010; Kumar et al., 2013). mHM
has been successfully applied to several catchments across the
globe and has been demonstrated to outperform many

hydrological models. It has been applied to basins ranging in
size from 4 to 550,000 km2 and at variable spatial resolutions (or
grid size) (between 1 km and 100 km) (see www.ufz.de/mhm for
more details).

2.2.2 Model set-up
In this study, mHM delivers the groundwater recharge. mHM is

established following Zink et al. (2017). The simulation period is
the same as the one which is used for the groundwater model (1/1/
1991—31/12/2013) and daily time steps are chosen. Streamflow
from four river gauging stations is implemented to define the inflow
through four boundaries where the model perimeter does not agree
with the basin watershed (inlet gauges in Figure 2). The quality of
this model is supported by the good fitting between the modelled
and the observed river flow (Figure 3A) at the outlet gauging station
(outlet gauge in Figure 2). The water flow percolating below the
unsaturated zone is taken as the recharge for the groundwater
model (Figure 3B).

2.3 Groundwater model

2.3.1 Code description
Groundwater flow is simulated using OpenGeoSys - OGS

(Kolditz et al., 2012), an open-source scientific software
platform for the numerical simulation of thermo-hydro-
mechanical/chemical processes in porous media. OGS provides a
flexible numerical framework (using primarily the Finite Element
Method (FEM)) for solving multifield problems in porous and
fractured media for applications in geoscience and hydrology. It
has been recently applied in the regional groundwater modeling
(Jing et al., 2018; 2019).

2.3.2 Geometrical features
The model is divided vertically into two layers whose geometry is

defined using information from lithology, geology, and soil
characteristics (Figure 4).

The hydrogeological units of the upper layer are defined by
using the Hydrogeological Map of Europe (Duscher et al., 2015)
and the Global Lithological Map (Hartmann and Moosdorf, 2012).
These maps contain information about aquifer productivity,
lithology, and degree of consolidation. The hydrogeological
units of the lower layer are derived from the Geological Map of
Europe (Asch, 2003). Most materials in the upper layer are
unconsolidated or partially consolidated and their thickness is
defined according to Shangguan et al. (2017). If the thickness
(Shangguan et al., 2017) is lower than 10 m, it is assumed that
the bedrock (consolidated) outcrops or reaches the top of the
saturated zone. At these locations, the materials in the upper
layer are also chosen according to the Geological Map of
Europe, resulting in the same material for the upper and lower
layer. The thickness of the formations that constitute the lower
layer is not known, thus, a constant thickness of 500 m is assumed.
500 m is sufficient to minimize the impact of the lower boundary
condition (no flow) in shallow water processes. The river network is
implemented in the upper layer and its geometry is computed using
a digital elevation model. The position and shape of major lakes
and springs is obtained from the Hydrogeological Map of Europe
(Duscher et al., 2015) (Figure 5).

FIGURE 2
Position of available observation points at the modeled area and
inlet and outlet gauging stations used for the hydrological model mHM.

1 https://www.gkd.bayern.de/en/[Accessed 8 December 2022]
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2.3.3 Spatial and temporal discretization
The hydrogeological model is made up by prism elements (Sachse

et al., 2015) whose average horizontal size is approximately 1,000 m
and the vertical one is equal to the layer’s thicknesses. The horizontal
size is not constant throughout the entire modeling domain. It is
refined around wedge-shaped river intersections. Note that the
geometry of the river network and the modeled formations is
simplified for avoiding too small elements by reducing the number
of vertexes that define the rivers. The chosen minimum distance
between consecutive vertexes is 1,000 m. Steady and transient state
simulations and calibrations are carried out. The transient state model
simulates/calibrates from 1991 to 2013 with monthly time steps, while
the steady-state model uses averaged data from the same time period.

2.3.4 Boundary conditions (BCs)
Three different types of BC are adopted. 1) No-flow BCs are

implemented in the lateral boundary assuming that it agrees with the

basin’s topographic watershed boundary. There are only four local
exceptions in small valleys located in the Alpine region (red dots in
Figure 5). In these valleys, in which the lateral boundary does not agree
with the watershed, the piezometric head is prescribed according to
the topography. No-flow BCs are also assumed at the bottom of the
modeling domain. 2) Dirichlet BCs are implemented according to the
topography to simulate the river network, the lakes, and the springs.
Finally, 3) Neumann BCs are applied at the upper boundary of the
model to implement a distributed groundwater recharge, which is
previously computed with mHM.

2.3.5 Groundwater data
Data from piezometers located at less than 1,000 m from rivers,

streams, or lakes are neglected. Otherwise, these observations
would have been mapped on the same location as the prescribed
head in surface water bodies due to a minimum element size of
roughly 1000 m. This would have caused ambiguity and would have

FIGURE 3
(A) Fitting between the computed (red dashed line) and themeasured (blue line) river flow rate at the outlet of the basin (from 01/01/1991 to 31/12/2013);
(B) Example of groundwater recharge computed with the hydrological model mHM in a cell located in the center of the modeled area (lat, lon: 73.0596,
6.70606). Recharge is shown for the period of time from 01/01/1991 to 31/12/2013.

FIGURE 4
Areal distribution for parameterization considered for the two layers of the groundwater numerical model.
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forced the calibration to fail. Thus, although more than
900 observation points are available, only data from
200 piezometers are used. Note that some of these
200 piezometers do not contain measurements during the
simulation period or the time series is incomplete, which
reduces the number of usable observations to 137.

2.3.6 Calibration software
The groundwater model is calibrated by means of the code PEST

(Doherty, 1994). PEST is a non-linear parameter estimation software
that can be adapted to any simulation code (i.e., it is model-
independent) and uses the Gauss-Marquardt-Levenberg method
that reduces the discrepancies between computed and measured
data to a minimum in the weighted least squares sense (Doherty,
1994) (see the PEST Homepage2 for more details).

3 Results and discussion—Model
calibration

In this section, we present the results of the model that is initially
calibrated in a steady state following the standard approach, thus, by
fitting heads locally to estimate K. The limitations of this standard
approach are demonstrated and discussed through the calibration
process. Then, a novel calibration strategy is proposed to address the
main limitations of the standard one. Finally, the new approach is
compared with the alternative approach of Fan et al. (2013).

3.1 Standard parametrization

Initially, the steady state model was calibrated to estimate K by
fitting piezometric heads locally. However, three difficulties arose: 1) a

relatively low sensitivity of the piezometric head to the K estimates, 2)
the influence of the boundary conditions adopted at rivers close to
observation points, and 3), problems related to the coarse horizontal
and vertical discretization.

3.1.1 Low sensitivity to the K estimates
Although the measured and simulated piezometric heads fitted

well under steady state conditions, similar fittings and acceptable
calibration results were obtained when the values of K were
modified. This fact does not reflect per se a low sensitivity of the
piezometric head with respect to K, it only reveals that the
variations of the computed piezometric head at the observation
points when K is modified are too small to affect substantially the
calibration results of a regional hydrogeological model, in which
differences between computed and observed piezometric heads
could be considered as acceptable. From theory we know that,
the maximum elevation (with respect to the hydraulic head in the
rivers) of the piezometric head (hmax [L]) occurs in the
groundwater divide between two rivers (Chesnaux, 2013). The
equation for calculating hmax that is derived from the general
Forchheimer’s solution, is given by (Bear, 1988) as follows:

h max � WX2

8T
(1)

where W [L3T−1] is the groundwater recharge, X [L] is the separation
between the two rivers and T [L2T−1] is the transmissivity (T � Kb,
where b [L] is the aquifer thickness). For Eq. (1), it is evident that hmax

increases with small values of K and only slightly vary for high values
of K. Given that most piezometers were located in high transmissive
materials, their steady-state piezometric head computed with different
values of K did not vary enough to affect the calibration statistics (in
the context of a regional model). As a result, the computed piezometric
heads with different values of K were within the range of acceptable
error, and the calibration code could not discern the best values of K.
This apparently low sensitivity of the steady-state piezometric head
with respect to K in regional models is consistent with previous results
from de Graaf et al., 2015, where the sensitivity analyses revealed low
variations of the groundwater depth with different K values.

To demonstrate this aspect further, the piezometric heads at the
observation points computed with two scenarios with different values
of K are compared. The values of K are increased and decreased by one
order of magnitude with respect to those obtained from the final
calibration (i.e.,K values between the two compared scenarios differ by
two orders of magnitude). The good fitting between the piezometric
head computed at observation points for both scenarios (Figure 6), the
high Pearson correlation coefficient R) (>0.99) and the low root mean
square error (RMSE) (1.3 m) indicates that the steady-state
piezometric head in the observation points is not enough sensitive
to K. Thus, calibrated values of K with the steady state model were not
reliable.

3.1.2 Proximity of the observation points to rivers
Although observation points located less than 1,000 m apart from

rivers were neglected for the calibration, the used observation points
were relatively close to rivers considering the coarse horizontal
discretization of the model. For example, only one mesh node may
be between a river and observation points located at 2,000 m. Thus, the
computed “absolute” elevation of the piezometric head in the
observation points is strongly dominated by the river hydraulic head.

FIGURE 5
Boundary conditions of the groundwater numerical model.

2 https://pesthomepage.org/[Accessed 7 December 2022]
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3.1.3 The problemof coarse horizontal discretization
If observation points are not located at model nodes, the

simulation code assigns them to the nearest node. Thus, in certain
cases, observation points are assigned to far nodes when a coarse
discretization is used. Near the rivers, where the smallest elements are
located, the distance between the actual position of the observation
points and the assigned node can reach up to 500 m. Two different
situations arise in these cases. On the one hand, the computed
piezometric head may differ from the real one because of the
hydraulic gradient. For example, assuming a realistic hydraulic

gradient in flat areas of 0.001 and a maximum displacement of
500 m, the computed piezometric head would be 0.5 m higher or
lower than the measured piezometric head. Thus, there is a minimum
error of ±0.5 m encountered, arising between the hydraulic gradient
and the displacement of the observation points. This error increases
with higher hydraulic gradients than 0.001, which commonly appear
in steeper terrains, and far from rivers where the size of the elements
gets larger. On the other hand, when observation points are displaced,
their elevation is also modified. If an observation point is assigned to a
node that is located at an elevation 100 m higher than its actual

FIGURE 6
Linear regression plot between the steady state piezometric head computed with two numerical models whose values of K differ in two orders of
magnitude. Piezometric head is computed at observation points used to calibrate the model. Only observation points representing piezometers screened in
shallow aquifers are considered (i.e., 96 piezometers).

FIGURE 7
Residual error at the observation points obtained with the steady state calibration for shallow (right) and deep (left) piezometers. Results are shown on a
surface slope map to show how the slope influences the residual error.
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elevation, it is not possible to fit the modeled piezometric head with the
observed one. This effect is most relevant in steep areas because the
change in elevation within a single element is higher than in flat areas.
For this reason, the error is smaller in flat areas, especially when the
shallow piezometers are considered, while it can reach several meters
for piezometers located at steeper terrain areas (Figure 7).

3.1.4 The problem of coarse vertical discretization
The model is vertically divided into three mesh layers, one

representing the unconsolidated materials and two for the bedrock.
For practical purposes, it is possible to consider that the vertical
resolution does not really exist. Therefore, no vertical gradients can be
resolved and observations are difficult to be addressed in a model
node. This issue is reflected in the fact that errors are higher in deep
piezometers than those in shallow ones (Figure 7). Given the relatively
small thickness of the upper layer, shallow observation points are less
vertically displaced (to be assigned to nodes) minimizing the error. As
a result, the model cannot be calibrated by fitting the absolute
piezometric head in a steady state. Thus, the calibration should be
done under transient modeling conditions. However, the lack of
accuracy in computing the exact elevation of the piezometric head
also complicates the parametrization under transient conditions.

3.1.5 Consequences of the displacement of the
observation points in the calibration process under
transient conditions

Two different situations may arise during the calibration process
due to the effects associated with the displacement of an observation
point: the computed piezometric head can be located above (case 1) or
below (case 2) the measured one (Figure 8). If the computed
piezometric head is located above, the value of K is increased
during the calibration so to decrease the objective function for
fitting the average piezometric head, but, the increase of K smooths
the groundwater oscillations/fluctuations that cannot be fitted.
Contrary, the value of K is decreased to improve the objective
function in case 2 (the computed piezometric head is located below
the measured one). In this case, the average piezometric head increases

but also the magnitude of the oscillations which further complicates
the fitting process. In either situation, calibrated parameters by fitting
the piezometric head are not representative because they do not allow
reproducing correctly the groundwater oscillations. To deal with these
issues, we propose an alternative calibration strategy, detailed below.

3.2 New calibration strategy

To avoid the difficulties associated to the “traditional” approach
and discussed in the previous subsection, such as the low sensitivity of
the piezometric head concerning K during steady state calibrations or
the errors when computing the absolute elevation of the piezometric
head that makes impossible the fitting, a new strategy is proposed
which does not rely on the absolute values of groundwater heads but
on their anomalies or relative fluctuations. The new strategy is
composed of two steps. In the first step, lower and upper bounds
for hydraulic parameters are identified. Within these prescribed
bounds, hydraulic parameters are fitted in a second step against
temporal moments of local groundwater time series.

3.2.1 Lower bounds for the hydraulic conductivity
Considering that the piezometric head increases with low values of

K and that groundwater cannot be located above the surface, a steady
state calibration assuming the groundwater table is located near the
surface (2 m below) leads to the lower bound of K. Although its
simplicity, this procedure allows establishing objectively the lower
bound of K. The calibration is carried out by fitting the computed
piezometric head with the surface elevation at points distributed
regularly through the modeled domain. The number of points and
their location is chosen arbitrarily. We consider one point every
8,000 m to undertake this calibration stage (Figure 9A). If selected
points fall near rivers or streams (less than 1,000 m), they are not
considered during the calibration to avoid the influence of the BCs.

The high R-value (0.987), when comparing the computed heads
with those derived from topography at the selected points regularly
distributed through the modeled domain, indicates that the computed

FIGURE 8
Situations that may arise when the numerical model assigns an observation point to the nearest node.
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piezometric head is located near the surface (Figure 9B), and thus, that
the calibrated value for K can be considered as its lower bound
(Table 1).

3.2.2 Upper bounds for hydraulic parameters
Information concerning K and the storage coefficient (S [-]) can

be also obtained by analyzing base-flow data and application of
spectral analyses (Houben et al., 2022). For that purpose, the time
series of river baseflow is transferred into the frequency domain for
the river flow data (Gelhar, 1974) or piezometric head data
(Jiménez-Martínez et al., 2013). This technique is applied to
daily data ranging from 1/1/1991 to 31/12/2017 from gauging
stations that are strategically chosen according to lithology/
geology to obtain information about the different materials
(i.e., only observation points located in sub-basins mostly
containing one type of material are used) (Figure 10A). Baseflow
is computed from river flow data using the digital filter method

proposed by Lyne and Hollick (1979). The spectrum of the
piezometric head (Shh), the recharge (SRR) and the baseflow (Sqq)
are related as follows (Zhang and Schilling, 2004):

SRR � a2 1 + t2Cω
2( )Shh (2)

and,

Sqq � a2Shh (3)
where ω [T−1] is the frequency, a [-] is the discharge constant or recession
coefficient for a linear reservoir (a � 3T/L2, where L [L] is a characteristic
distance) and tC � S/a [T] is a characteristic time. Assuming that the
mean baseflow is equal to themean groundwater recharge, it is possible to
compute tC by fitting the normalized spectrumof the baseflow to onewith
the following function:

f ω( ) � 1
1 + t2Cω

2( )
(4)

FIGURE 9
(A)Considered points to calibrate themodel in steady state using the topography as reference. These points, which are chosen arbitrarily, are distributed
regularly through themodeled domain. The head assigned to these points to calibrate the lower bound of the hydraulic conductivity is obtained by subtracting
2 m to the elevation surface. Despite one point every 8000 m is chosen, those located near rivers or streams are neglected; (B) Fitting between computed and
measured heads derived from the topography.

TABLE 1 Hydraulic parameters derived from the steady state calibration using as reference the topography and the spectral analyses.

Topography Spectral analisys

Material K (m/s) D (m2/s) K (m/s) D (m2/s)

Carbonatic 1.0e-6 1.5e-1 3.8e-4 —

Metamorphic 4.4e-7 4.6e-2 3.8e-4 —

Igneous 5.3e-8 4.6e-2 3.8e-4 —

Siliciclastic 1.0e-6 2.5e-1 3.5e-4 —

Unconsolidated HIGH aquifer productivity 1.0e-5 9.3e-2 5.1e-4 9.5e-3

Unconsolidated locally aquifer productivity 1.0e-5 6.7e-2 4.9e-4 3.1e-3

Unconsolidated LOW aquifer productivity 1.0e-7 5.5e-2 8.9e-4 6.1e-3

Partially consolidated locally aquifer productivity 1.0e-6 1.3e-1 4.6e-4 1.6e-2

Partially consolidated LOW aquifer productivity 1.0e-7 7.6e-2 3.7e-4 2.0e-3
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FIGURE 10
(A)Gauging stations whose data is assessed by means of the spectral analyses. These has been chosen to obtain representative results for materials with
different hydrological properties. (B) Example of a the original computed power spectrum (black line) and after a filtering process (red line) for the base flow
measured at one gauge (gauge number 22 in the Supplementary Material) together with the fitted curve (blue line).

FIGURE 11
Fitting between measured and computed piezometric heads at 5 observation points. Results considering the four calibration methods (M1-M4) are
included.
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TABLE 2 Statistical results of the transient calibrations.

Results total
measurements

Res. individual piezometers
(averaged results)

No
corrected

Corrected

R RMSE R RMSE R RMSE

Calibration method—M1 0.955 18.782 >0.99 1.132 0.455 0.338

Calibration method—M2 0.955 18.961 >0.99 1.133 0.494 0.320

Calibration method—M3 0.954 18.906 >0.99 1.136 0.504 0.321

Calibration method—M4 0.955 18.763 >0.99 1.128 0.474 0.340

TABLE 3 Calibrated hydraulic parameters with the transient model.

M1 M2 M3 M4

Consolidation
degree

Aquifer productivity (from IHME map) Lithology K (m/s) SS (m
−1) K (m/s) SS (m

−1) K (m/s) SS (m
−1) K (m/s) SS (m

−1)

Partially consolidated Low productive Marlstone -Limestone—Sandstone and sands—Clay—Marl 7.56e-6 3.76e-3 2.45e-5 2.87e-3 5.75e-5 1.00e-4 4.18e-5 1.00e-4

Partially consolidated Locally auriferous rocks, porous or fissured Clay—Marl and sandstone—Conglomerate 1.0e-5 1.0e-4 1.0e-6 2.15e-3 1.0e-5 1.0e-4 1.0e-5 5.0e-5

Unconsolidated Low productive Gravel—Sand 1.19e-6 1.0e-4 1.0e-6 2.59e-3 1.68e-5 6.0e-3 8.56e-6 6.0e-3

Unconsolidated Locally auriferous porous Clay—Boulder clay—Silt—Sand—Gravel 1.0e-3 4.0e-3 1.0e-3 4.0e-3 1.0e-3 6.0e-4 1.0e-3 6.0e-4

Unconsolidated High productive Gravel—Sand 4.46e-4 1.0e-4 1.7e-4 2.81e-4 4.90e-4 1.0e-4 5.23e-4 1.0e-4

Consolidated (siliciclastic) Sandstone—Conglomerate 1.07e-5 5.0e-5 6.77e-6 5.0e-5 1.0e-5 1.58e-4 1.18e-5 1.69e-4

Consolidated (metamorphic) Metamorphic 6.0e-7 5.79e-5 1.95e-6 8.0e-5 1.9e-6 1.93e-4 6.0e-7 8.0e-5

Consolidated (igneous) Igneous 1.27e-4 1.0e-5 5.0e-7 8.0e-5 1.16e-5 1.16e-3 5.76e-5 1.5e-3

Consolidated (carbonates) Marlstone—Limestone—Sandstone - Dolomite 1.08e-5 1.0e-4 1.0e-5 1.4e-4 4.85e-5 4.84e-4 1.0e-5 1.0e-4
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where f(ω) is the baseflow normalized function. Computed spectra are
automatically fitted to Eq. (4) by using PEST (Figure 10B). Then, the
hydraulic diffusivity (α � T/S [L2T−1]) is obtained from tC taking L as
the distance from the river to the watershed (Gelhar, 1974). Here we
took the approximation by Dingman (1978) to estimate L from the
drainage density distribution as:

L � 1/2D (5)
where D is the drainage density [L−1] (Horton, 1932).

Information concerning S is needed to calculate the T from α. S is
obtained by using data from piezometers located in the same sub-basin
of the considered gauging stations, and applying Eq. (3). The ratio
between Sqq and Shh allows calculating a, which is used together with tC
to obtain a value for S. Some of the analyzed sub-basins do not have
any piezometer that allows computing S. In these sub-basins, T is

calculated considering the average S from the other sub-basins. Note
that the values of the specific storage coefficient (SS) and K, which are
required for the setup of the model, are obtained by dividing S and T
by the averaged aquifer thickness of every sub-basin. In the case of
unconsolidated materials, whose thickness is unknown, a low value of
SS is assumed.

The power spectrum of the selected gauging stations is smoothed
by applying a filtering tool to facilitate the fitting (Figure 10B). The
power spectra of all considered gauging stations are shown in the
Supplementary Material.

Baseflow is an integrative water flux provided by the different
geologic formations in the basin, and the flow toward rivers is
primarily along high conductivity flow paths. Consequently, values
of T (and K) derived from spectral analyses of the baseflow are biased
towards higher transmissivity values. Consequently, the results from

FIGURE 12
Individual R distribution obtained with each calibration method. White circles show the medians; box limits indicate the 25th and 75th percentiles as
determined by R software; whiskers extend 1.5 times the interquartile range from the 25th and 75th percentiles; polygons represent density estimates of data
and extend to extreme values.

FIGURE 13
(A) Fitting betweenmeasured and computed steady state piezometric heads. The simulation is undertaken using the K values calibrated with themethod
M2. In M2 the model is calibrated by fitting the variance of the measured and computed piezometric heads; (B) Steady state piezometric head distribution
when K values obtained with method M2 are used.
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spectral analyses are assumed to be upper bounds of K (Table 1). In the
same manner, the value of S derived from spectral analysis (Table 1) is
used to constrain the upper bound of SS (Jiménez-Martínez et al.,
2013). In our case, (6·10−3 m−1) is used as the upper bound.
Information about the lower bound is not available. Thus, values of
10−4 m−1 and 10−5 m−1 are assumed for the unconsolidated and
consolidated materials. A lower value is used for the consolidated
materials since they are mainly from confined aquifers in the bedrock.

3.2.3 Local model calibration based on statistical
moments

Four alternative calibration techniques are conducted to
circumvent the complications emerging from the standard
parametrization approach. The first method (M1) consists in
fitting the piezometric head anomalies without considering the
absolute position of the piezometric head. The difference between
the computed and observed piezometric heads is corrected after
each iteration taking as reference the initial head difference
between them. In this way, difficulties associated with the
computation of the absolute position of the piezometric head

are avoided. The other three methods are based on fitting
statistical parameters of the piezometric head time series. In
method 2 (M2) the model is calibrated by fitting the variance of
the measured against computed piezometric heads. The third
method (M3) matches the Pearson correlation coefficient R of
the computed and measured piezometric head at each observation
point. Finally, in the fourth method (M4), the model is jointly
calibrated using the variance and the Pearson correlation
coefficient R.

The fitting between measured and computed piezometric heads
with the four calibration methods gave acceptable results at all
locations of the modeled basin (Figure 11). Given the number of
piezometers used for the calibration, R and RMSE (root mean
square error) values are used to evaluate its quality. R and RMSE
values are computed for all the observation points (Table 2). They
are also calculated with and without applying a bias, accounting for
the change in the elevation of the piezometers induced by the
numerical model. R and RMSE are firstly calculated considering
every observation point without applying a bias correction. In this
case, R and RMSE are around 0.95 and 19 m for all calibration
methods. Both values are acceptable considering the coarse
resolution, the range of simulated piezometric heads (from
309 to 733 m. a.s.l), and especially, the spatial discretization of
the model. R and RMSE values are improved substantially when the
shift in the elevation of the observation points is eliminated. In this
case, R values are higher than 0.99 while RMSE values range
between 1.13 and 1.14 m. The indicators (R and RMSE) are so
similar among different methods such that it is not possible to
discern the best calibration method.

R and RMSE are also calculated individually for each
piezometer (Table 2). Slight differences can be observed when
comparing the distribution of individual R obtained with each
one of the calibration methods (Figure 12). Values of individual R
range between 0.45 for the calibration method M1 to 0.5 for the
calibration method M3. The highest R values are obtained for the
calibration methods M2 and M3. RMSE values oscillate between
0.34 (M1) to 0.32 (M2), which are acceptable considering the
average individual variance. The individual analysis of the
observation points provides relevant information concerning the
best calibration method. Although differences are not too large, the
best values of R and RMSE are obtained with the calibration
method M2 (i.e., using the variance as reference).

FIGURE 14
Absolute error betweenmeasurements and computed piezometric
heads in steady state with the NA and PA approaches. White circles show
the medians, box limits indicate the 25th and 75th percentiles as
determined by R software, whiskers extend 1.5 times the
interquartile range from the 25th and 75th percentiles and polygons
represent density estimates of data and extend to extreme values.

FIGURE 15
Relative location of the water table depth. Greenmeans that the water table depth is below the surface, yellow that the water table is close to the surface
(some meters below or above), while red indicates areas where the water table is much higher than the surface.
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The computed parameters for each one of the calibrations
(Table 3) are similar for most of the hydrological units and
agree with the materials. There are only some exceptions in
which the calibrated value varies among calibrations. Probably,
it occurs because, exceptionally, the fitted variable (or variables),
which varies for each calibration method, is not sensitive to the
calibrated parameter. Even though several challenges arose from
the large domain size and coarse discretization, different
calibration methods led to very similar and reasonable estimates
of hydraulic parameters with small errors. Although results are
similar for all the calibration methods, it is important to highlight
that, in our case, due to the “master-slave” paradigm used by the
parallel PEST (Doherty, 2010; Wang et al., 2019), the computation
time decreases when statistical parameters are used because input
files are much lighter than that used when all the piezometric head
observations are considered.

The steady state results are computed and compared with the
measured ones by using the calibrated parameters with the method
M2 (Figure 13A). R and RMSE values are >0.98 and 9.9 m,
respectively, when only the shallow piezometers are regarded,
while R and RMSE are 0.93 and 23 m, respectively, when all the
piezometers are considered. The piezometric head distribution
considering the parameters derived with method M2 is realistic
and, as expected, is controlled by the topography (Figure 13B).

3.3 Comparison with previous approaches

The proposed new approach (NA) is compared with that used in
previous studies (PA) by other authors (Fan et al., 2013; de Graaf et al.,
2015). To do so, we establish a groundwater model analogous to (Fan
et al., 2013). The characteristics of the groundwater model are
parametrized according to the following procedure It consists of a
2D model in which the horizontal discretization and BCs are the same
as those adopted for developing the model with the NA approach. The
thickness is computed using the e-folding depth method as �
100/(1 + 150s) , where f [L] is the depth and s [-] is the slope of
the terrain. The minimum considered depth is 2.5 m. The K is
obtained from Gleeson et al. (2014) and it is corrected assuming
that it decays exponentially in depth as K* � K exp(−z′/f), where z’
[L] is the water table depth. z′ is obtained from the calibrated
numerical model that was developed using the new approach. The
accuracy of both approaches is determined by comparing the absolute
error between measurements and computed piezometric heads
(Figure 14). The flattened shape of the left plot indicates that the
model developed with the new (NA) approach (i.e., the proposed
approach in this paper) gives better results. The median absolute error
is lower for the model developed with the NA approach (4.3 m) than
that obtained with the PA approach (7.3 m).

Although results from the new (NA) approach are slightly
better, the computed piezometric heads are similar in both
approaches at observation point located in valleys. However,
large differences can be observed when comparing the water
table depth (Figure 15) in mountainous areas where the water
table computed using the PA approach is above the terrain surface.
In other words, the groundwater model developed using the PA
approach fails to compute the piezometric head in these areas. This
fact is probably related to a too low computed thickness by means of
the e-folding depth method.

4 Conclusion

Our work assesses difficulties that arise when developing large-
scale groundwater models and proposes an approach to tackle the
model parameterization problem. In fact, it addresses the main
challenges of global groundwater models development stated by
other authors such as Reinecke et al. (2019) who highlight that the
main difficulties of global models are related to the lack of data to
define the parameters and the geometry of the hydrogeological
systems and the needed large spatial resolutions. The proposed
methodology in this work allows the development of a large-scale
numerical model, adopting similar limitations to other existing
models, capable to reproduce the general groundwater behaviour.
This means that the same (or a similar) methodology could be used to
model larger areas than in this study.

Through this work, we have verified that, among others, one of the
main difficulties when developing large-scale groundwater models is
the lack of suitable information to define the hydraulic parameters, the
behaviour and the geometry of hydrogeological units. Although, there
are some globally available datasets, they often lack relevant
information to parametrise and develop reliable groundwater models.

Furthermore, complications related to the spatial discretization
and the boundary conditions are often encountered during the
calibration process. Although these difficulties could be minimized
by reducing the size of the elements in the model domain, it would
require enormous computational power to model larger areas.
Therefore, four alternative methods are used to calibrate the model
in transient state, three of which are based on statistical parameters
(variance and R) derived from the piezometric head evolution. The
obtained results with the four calibration methods are acceptable and
very similar. The results from the variance-based calibration,
i.e., calibration of the model by fitting the variance of the measured
and computed piezometric heads, are slightly better than those
obtained with the other methods. A relevant fact, especially for the
calibration of large models with parallel PEST, is that calibrations
based on statistic values derived from piezometric heads require less
computation time due to the low weight of input files in comparison
with those used when all piezometric observations are considered.

The results also show that continental/global scale groundwater
models are really complicated to be calibrated in steady state because
the piezometric head in high transmissive areas is only little sensitive
to the hydraulic parameters, and variations due to different values of K
are lower than the error in the piezometric head elevation induced by
the coarse discretization. This issue is relevant because many of the
large-scale groundwater models developed up to date are only
calibrated in steady state.

Piezometric head data may not be available to calibrate the
hydraulic parameters of large areas. In these situations, the
methodology used to constrain the upper and lower bounds of
hydraulic parameters could be applied to improve the calibration
performance and reduce their uncertainty. Later, the groundwater
behavior could be computed by considering these estimated bounds. If
required river data to compute the spectral analyses of the baseflow is
not available, streamflow simulations from calibrated hydrologic
models, such as mHM (Samaniego et al., 2010) could be used.

It is expected that the proposed calibration strategy works also
properly when using a coarse mesh like that used in previous global
models, such as that of de Graaf et al. (2015). Theoretically, the
error in computing the absolute elevation of the piezometric head
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could increase with spatial discretization. However, this does not
affect the quality of the proposed calibration strategy since it
consists of fitting statistical moments or piezometric head
anomalies. In addition, the proposed approach to define the
minimum and maximum boundaries of K and S can be used in
the same manner. Overall, the proposed calibration approach
allows for obtaining better results than adopting previous
methodologies used for developing regional or global models,
especially in mountainous areas where previous approaches tend
to underestimate the saturated thickness, and therefore, to
overestimate the piezometric head.
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