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Abstract: A new algorithm based on the ant colony optimization (ACO) method for the multiple
traveling salesman problem (mTSP) is presented and defined as ACO-BmTSP. This paper addresses
the problem of solving the mTSP while considering several salesmen and keeping both the total
travel cost at the minimum and the tours balanced. Eleven different problems with several variants
were analyzed to validate the method. The 20 variants considered three to twenty salesmen regarding
11 to 783 cities. The results were compared with best-known solutions (BKSs) in the literature.
Computational experiments showed that a total of eight final results were better than those of
the BKSs, and the others were quite promising, showing that with few adaptations, it will be
possible to obtain better results than those of the BKSs. Although the ACO metaheuristic does not
guarantee that the best solution will be found, it is essential in problems with non-deterministic
polynomial time complexity resolution or when used as an initial bound solution in an integer
programming formulation. Computational experiments on a wide range of benchmark problems
within an acceptable time limit showed that compared with four existing algorithms, the proposed
algorithm presented better results for several problems than the other algorithms did.

Keywords: ant colony optimization; multiple traveling salesman problem; balanced mTSP

1. Introduction

In recent years, intelligent computation technologies have received increasing attention
from researchers. Most of these technologies are inspired by natural phenomena and
attempt to use the virtues of elements of behavior. A technique for problem solving inspired
by the behavior of ants when finding paths from their nest to food sources (ant colony
optimization—ACO) gained special importance due to its successful results when applied
to optimization problems [1,2]. The original ACO underwent several modifications in order
to adapt it to different real-world problems, such as assignment problems, graph coloring,
scheduling, circuit design, communication networks, bioinformatics, vehicle routing, etc.
Several ACO extensions have been created since then, such as elitist AS [3], Ant-Q [4], Ant
Colony System [5], rank-based AS [6], population-based ACO [7], Beam-ACO [8], etc. Later,
the ACO algorithm was combined with other algorithms to create denominated hybrid
methods and to obtain better results. Some examples of hybrid methods using ACO are
found in [9–18].

When the traveling salesman problem (TSP) is extended to consider multiple salesmen
(mTSP), other kinds of algorithms can use this technique to solve more general problems.
Some works focused on solving the mTSP are reviewed in the following. Harrath et al. [19]
proposed a hybrid algorithm, AC2OptGA, for solving the mTSP. The algorithm used genetic
(GA), ant colony, and two-opt algorithms. The ant colony algorithm was used to generate
solutions, and the two-opt algorithm and GA were used to enhance the solutions that
were obtained. These algorithms used instances for n = {51, 100, 150} and m = {3, 5, 10}.
Gomes et al. [20] implemented a GA in a vehicle-routing problem (VRP). The goal was to
optimize daily routes for workers assigned to distribution for a company located in a city
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(Covilhã, Portugal). They claimed to reduce the total distance traveled by 618 km per week
in comparison with the company runs. They considered n = 270 nodes, three zones, and
a five-day window. The primary goal was to minimize the cost and distance instead of
balancing the tours. The cost-balanced TSP is one of the recent variants of the TSP. Thus,
Akbay and Kalayci [21] proposed a solution based on the variable neighborhood search
algorithm to solve the cost-balanced TSP. They used twenty-two datasets, which included
small-, medium-, and large-scale instances, to obtain computational results. Muñoz-Herrera
and Suchan [22] focused their research on fitness landscape analysis (FLA) for the multiple
traveling salesman problem (mTSP) and capacitated VRP (CVRP). They proposed a new
FLA measure that provided valuable information for characterizing the fitness landscape’s
structure under specific scenarios and obtained several relationships between the fitness
landscape’s structure and algorithmic performance. Garn [23] developed a balanced
dynamic closest vehicle heuristic (BD-CVH) and a balanced dynamic assignment vehicle
heuristic (BD-AVH) to solve a dynamic routing problem for the balanced mTSP. The
obtained distances indicated that, in general, the BD-AVH algorithm led to slightly better
solutions. Xu and Zhang [24] implemented a hybrid algorithm for the balanced mTSP
based on genetic algorithms and the two-opt algorithm. Khoufi et al. [25] proposed a review
of the existing literature devoted to UAV (unmanned aerial vehicle) path optimization
problems related to two existing general classic problems, the traveling salesman problem
and the vehicle-routing problem. They provided a synthetic overview of the resolution
techniques and performance metrics, and they obtained numerical results. Pereira et al. [18]
proposed a hybrid method, GACO2, for solving the mTSP based on the genetic algorithm,
ant colony optimization, and the two-opt algorithm to improve the solution. They applied
this method in two instances—mTSP51 and mTSP100—with 3, 5, and 10 travelers. The
primary purpose was to find the minimum distance traveled by using the minisum number
of salesmen. Pereira et al. [26] implemented a hybrid algorithm, GABC-LS, to solve the
minisum mTSP based on a genetic algorithm, an artificial bee colony, and two local search
methods (move1-within and two-opt). This was a small-sized instance.

Table 1 indicates the pros and cons of the reviewed algorithms. Considering balanced
tours, most works used the minimax function. Therefore, the minimization of the maximum
tour value may neglect variations in smaller tours. This phenomenon implies a loss of the
algorithm’s sensibility and compromises the feedback clues that the optimization function
gives to the search. On the other hand, combining ant and other optimization algorithms in
a hierarchical structure leads to a long computation time. Keeping these ideas in mind, the
following research questions were formulated:

1. Is it possible to solve the mTSP by using optimization functions without dead zones?
2. Could the mTSP be solved by using ant colony optimization with minor modifica-

tions?

This paper proposes a novel algorithm based on ACO for the mTSP with several
depots. The main contributions are the following: (i) an innovative objective function that
enables simultaneous achievement of two goals—minimal distance and balanced tours;
(ii) a refined version of ACO that includes a proposal for an ant-picket algorithm instead of
an ant finding a complete path alone, and the solution is subdivided into several tours to
be searched by a group (picket) of ants. For the experimental assessment in this proposal, a
group of instances proposed by Carter and Ragsdale [27], by [28], and by [29] were used to
validate the proposed algorithm.

This paper is organized as follows: The multiple traveling salesman problem used in
the experimental study is presented in Section 2.1. Section 2 presents the ACO algorithm
and associated concepts, describes the application of ACO to the mTSP, and presents the
proposed approach. Section 3 presents the simulation results. Section 4 discusses the
advantages of the proposed algorithm. Finally, the main conclusions and suggestions for
future studies are presented in Section 5.
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Table 1. Advantages and drawbacks of the reviewed approaches.

Approach Advantages Drawbacks

ACO – Rapid discovery of good solutions – Premature convergence
[1] – Efficient in solving the TSP – Falls easily into the trap of local optima

– Does not guarantee the optimal solution

AC2OptGA – Efficient with medium- and large-sized in-
stances

– Does not guarantee the optimal solution

[19] – Probability of a fall into local minima mini-
mized

– Highly time-consuming

GA to m-TSP – Reduction of 618 km per week – Does not guarantee the optimal solution
[20] – Huge impact in several forms – Highly time-consuming

– Contributions to fostering smart cities

FLA for mTSP – Efficient exploration of the solutions of fea-
tures of spaces

– Generally impossible to draw a fitness
landscape with a huge search space

[22] – Provides relevant information about opti-
mization method improvement

– Generally impossible to draw a fitness
landscape with a huge search neighbor-
hoods

– Gets relationships between the FL struc-
ture and the algorithmic performance

BD-mTSP – Predicts travel distance based on dynamic
parameters

– Solution is not immediately provided

[23] – Leads to slightly better solutions

GACO2 – Efficient in solving small-sized mTSP in-
stances

– Does not provide balanced tours

[18] – Allows the release of traveling salesmen – Not tested on large-sized instances

GABC-LS – Efficient in solving small-sized mTSP in-
stances

– Does not provide balanced tours

[26] – Uses only one method – Highly time-consuming

2. Methodology

This section begins by describing the basics of the mTSP. Next, Section 2.2 describes
the ACO algorithm, Section 2.3 explains how ACO can be used in the mTSP, and Section 2.4
presents the proposed approach to solving the mTSP to obtain balanced tours.

2.1. Basics of the Multiple Travel Salesman Problem

One of the best-known classic combinatorial problems is the traveling salesman prob-
lem, or the TSP for short [30]. According to [31], the TSP was studied in the eighteenth
century by two mathematicians, William Rowam Hamilton and Thomas Penynington
Kirkman. The TSP has the objective of minimizing a value—usually the distance—while
defining a sequence of locations, where each is visited exactly once by a salesman, who then
returns to the starting city. The travel can be described as a graph G = (V, E) with a set of
n vertices V connected by m edges E, where V = {v1, v2, ..., vn} and E = {e1, e2, ..., em}. In
this graph, the vertices represent the cities and the edges represent the roads or possible
paths to go from one city to another, with an associated cost value. To be able to take a
trip that passes through all of the graph vertices of the graph only once constitutes, in
graph theory, the so-called Hamiltonian circuit. Considering the vertex v1 as the depot, in
Figure 1, the Hamiltonian circuit has an associated cost of 21. This cost can have a different
meaning depending on the problem and can be evaluated with an objective function.

The graph in Figure 1 shows five vertices V = {v1, v2, v3, v4, v5}, each one representing
a city, interconnected by edges. The paths taken from one vertex to another have an
associated cost represented by the number near the line. The simplest way to solve the TSP
is to try all possibilities by using exhaustive methods, but when the number of edges grows,
those methods are too time-consuming and computationally expensive. On the other
hand, exact methods are useful when they solve problems within a reasonable time, e.g.,
in the production–inventory–routing problem [32], in discrete truss topology design [33],
and in wind farm layout problems [34]. Due to the TSP’s time complexity, when the
number of cities becomes high, heuristic and metaheuristic methods are used to solve the
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problem. Heuristics do not guarantee that the optimal solution to the problem is found, but
they can return a quality solution in an adequate amount of time for several application
needs. A heuristic’s main purpose is to find a good solution simply and quickly. On
the other hand, metaheuristics are models that serve as a guide for building heuristics.
Many of those models are based on natural phenomena. The TSP has many different
real-world applications, such as school bus routing, management of pickup and delivery,
and others [35], making it a prevalent problem to solve. However, some problems require
additional salesmen. Thus, the multiple TSP (mTSP) is defined to generalize the usual
TSP. This generalization uses more than one salesman to find a solution. It can be defined
as a set of n nodes and m salesmen initially located at a single depot node. All salesmen
start and return to the depot, and all remaining cities are visited only once by a unique
salesman [36].

v4

v5

v1

v3

v2

1

6

7

3

6

2 8

9 4

5

Figure 1. Example of a graph.

To model the single-depot mTSP precisely, assuming that the problem is symmetrical,
that is, cij = cji, the equations are:

min
n

∑
j=1

n

∑
i=1

cijxij (1)

n

∑
j=1

x1j =
n

∑
j=1

xj1 = m (2)

n

∑
j=2

xij = 1, i = 1, 2, ..., n (3)

n

∑
i=2

xij = 1, j = 1, 2, ..., n (4)

ui − uj + nxij ≤ n− 1, 2 ≤ i 6= j ≤ n (5)

xij ∈ {0, 1}, i, j = 1, 2, ..., n (6)

The objective function is described by (1), with the goal of minimizing the total associated
cost, which is subjected to several constraints. Constraint (2) ensures that exactly m traveling
salesmen start and return to the initial depot (vertex 1). Restrictions (3) and (4) ensure
that exactly one edge enters and exits each graph city. The sub-tour elimination constraint
(5) defines an integer variable ui for the position of node i in a tour, and n represents the
maximum number of nodes visited by any salesman. Finally, (6) defines the variable xij
as binary.

The mTSP is more appropriate than the TSP for many practical applications, and
it can be used to simulate many real-life applications [37], e.g., disaster management,
cooperative missions, monitoring and surveillance, transportation and delivery, multi-
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robot task allocation and scheduling, WSN data collection network connectivity, search and
rescue, and precision agriculture, among others [37]. Many variants of the mTSP have been
reported in the related literature. The most important for this study is the understanding of
the variant classification according to the objective function; two main formulations of the
mTSP exist [37]:

1. MiniMax mTSP: In this mTSP variant, the objective function consists of minimizing
the most extended tour cost among the tours of all salesmen.

2. MiniSum mTSP: In this mTSP variant, the objective function consists of minimizing
the sum of the tour costs of all salesmen.

Although a majority of reported works about the mTSP sought to minimize the
total distance traveled by all the salesmen (minisum), minimizing the maximum distance
traveled by any salesman (minimax) is of more practical significance, since it is related to
balancing the workload among salesmen [38].

2.2. The ACO Algorithm

This section briefly presents the ACO metaheuristic, which belongs to a bio-inspired
class of optimization algorithms. The ACO algorithm proposed by Marco Dorigo [39]
is inspired by real ants’ behavior in nature. Ants’ communication takes place through
the secretion of a semiochemical and odorous substance called a pheromone to guide
the direct food path from the destination to the source [40]. To search for food sources,
ants go out and realize a path, dropping a certain amount of pheromones on the ground.
Pheromone initialization is the most critical step, and the initialized quantity of pheromones
is equivalent for all graph nodes [40]. The edge pheromone amount, τij, between edges i
and j is evaluated according to the following formula:

τij = (1− ρ)τij +
na

∑
k=1

∆τk
ij (7)

where ρ is the pheromone evaporation rate, na is the number of ants that visited the edge
(i, j), and ∆τk

ij is the amount of pheromone deposited by ant k in the edge (i, j). This amount
of pheromone is calculated with:

∆k
ij =

{
Q/Lk, if the ant k has passed through this edge
0, otherwise

(8)

where Lk measures the path distance visited by ant k, and Q is a constant value. After the
ants have passed a particular edge of the graph, they need to choose the next edge to follow
in order to reach the food source. The amount of pheromone in the next edge to choose
will be decisive, so the greater this amount is, the greater the probability will be that the ant
will select the corresponding edge. The probability of movement of ant k from node i to
node j, which has not been visited yet, is calculated with:

pk
ij =

[τij]
α[ηij]

β

∑l∈Nk
i
[τij]α[ηij]β

(9)

where α is a parameter that represents the importance of the edge pheromone in deciding
the subsequent movement of the ant; β is a parameter that represents the importance of the
distance in deciding the subsequent movement of the ant; Nk

i is a set of nodes that have
not yet been visited by ant k; ηij is the inverse distance between nodes i and j. A cycle
is completed when all ants have finished their movement. As time goes by, it turns out
that ants will tend to follow the shortest path, thus tending to converge to the problem’s
optimal solution.

The ACO algorithm can be described step by step, as presented in Algorithm 1.
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Algorithm 1 ACO Algorithm.

1: Initialize parameters
2: Position ants at starting node
3: while stop condition is not satisfied do
4: Ants build a solution
5: Update pheromone
6: Local search (optional)
7: Update best solution
8: end while
9: Save best solution

2.3. Applying ACO to the BmTSP

As real ants are able to find the shortest path between a food source and their nest
without using visual mechanisms, but only by exploiting a trail of pheromones, they can
be similarly applied to the mTSP, considering the nest as a single depot and the location of
a food source as the location of other cities. The road network in the mTSP was modeled
with a graph simulating the path traveled by real ants to find food. Figures 2 and 3 show
an example of three salesmen traveling to twenty-three cities while using two different
variants: the minisum and unbalanced work (Figure 2)—where only the total cost (in
this case, the distance) was the aim considered—and the minimax (Figure 3)—where the
work was more balanced, but the only goal to minimize the path with the maximum
salesman cost.

TSP1 TSP2 TSP3

Figure 2. Unbalanced work in the mTSP.

TSP1 TSP2 TSP3

Figure 3. Balanced work in the mTSP.

Most reported studies focused on solving the mTSP by using a minisum formulation,
and only very few aimed to specifically minimize the maximum distance traveled by all of
the salesmen [41]. However, the best solutions showed that the salesmen’s paths were not
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equitable or balanced. A small percentage of salesmen traveled most of the paths, while
the rest traveled very short distances. To try to eliminate this disadvantage, this study
focused on an attempt to achieve a single function that consisted of a combination of the
shortest total path (minisum) and a minimization of the maximum subpath (minimax) in
order to obtain balanced paths for each salesman. The mTSP was called balanced (BmTSP)
when each salesman visited approximately the same number of cities or had the same
tour cost. Therefore, the BmTSP was used, and the equitable distribution of some types
of resources was important. Some authors formulated this problem by minimizing the
maximum tour values. In terms of optimization, this function presents some gaps. If the
‘lower’ tours—the tours with lower distance values—change, the objective value could
remain the same. Therefore, this change is not reflected in the objective function and does
not give any clues for driving the search in the right direction.

2.4. The Proposed Approach: ACO-BmTSP Algorithm

This work focuses on an implementation of ACO consisting of a substantial modifica-
tion in its application. Instead of using an ant to create a tour, an ant picket is used in the
proposed algorithm. This algorithm, ACO-BmTSP, replaces lines 4 and 5 of Algorithm 1.

The first step of this technique is to initialize all of the ACO parameters (line 1:3 of
Algorithm 2; the cost of each ant is zero at the beginning, cj = 0; the ant picket begins at the
deposit, uj = {Deposit}, and the set of unpicked nodes includes all except the deposit). As
the single-depot variant of the mTSP was used, all the ants of the picket were positioned
in this city (by analogy, the initial graph node; line 2). Instead of considering only one
ant, as in the classical single TSP, in this algorithm (ACO-BmTSP), a group of ants m was
considered to obtain a solution. Each ant j stores a tour, in the set uj, and all ants’ tours
forms a potential solution of the problem. Therefore, in Algorithm 2, for each instance (a
solution of the problem), the tours were built in the “while” loop as follows: The ant of the
picket whose cost is minimum (line 5) selects an unpicked city based on the pheromone
path (line 6); it updates its set of visited cities (line 7), the cost traveled according to the
distance dpj pi between the last and current cities (line 8), and the global set of unpicked
cities (line 9). The instance is finished when there is no city to pick, and the ants return
to the deposit. The pheromone is spread as in the original ACO. Each solution created
in an ant picket iteration is evaluated by using the objective function (10). This function
minimizes the cost of the tours and promotes balanced tours. Since it is a continuous
function, it suppresses the insensibility mentioned in the previous section, where each tour
variation leads to a variation in the objective function. In this function, Sj is a set of |Sj| arcs
traveled by the salesman k.

f =

√√√√√ m

∑
k=1

 |Sj |

∑
j=1

cj

2

, j ∈ Sj (10)

Algorithm 2 Ant picket algorithm.

1: cj = 0, ∀j ∈ {1, 2, . . . , m}
2: uj = {Depositj}, ∀j ∈ {1, 2, . . . , m}
3: P = {1, 2, . . . , n}\{Deposits}
4: while P 6= ∅ do
5: Find the ant j with the lowest cost cj
6: Select pi ∈ P according to the transition rules
7: uj = uj ∪ pi
8: cj = cj + dpj pi

9: P = P\{pi}
10: end while
11: Return the tour solution
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Minimizing function (10) leads to a solution with the minimum cost and balanced tours.
Although this perception is evident concerning the minimum cost, obtaining balanced tours
may not be straightforward. This intention becomes apparent if the following optimization
problem is considered: Suppose that two salesmen have a route of 100 units to travel, and
they want to divide the route so that each one travels the same path distance. This problem
can be formulated to determine the distance each one travels as follows:

Minimize :
c2

1 + c2
2

s.t. :
c1 + c2 = 100.

The solution of this problem is c1 = c2 = 50. Thus, squaring the factors that each sales-
man travels leads to balanced tours. The same reasoning was successfully applied to
minimize robotic manipulator trajectories and determine their “balanced” intermediate
configurations [42,43].

Using integer programming formulation and the same deposit, this problem can be
represented by Equations (11)–(16), where xk

ij is one if the arc (ij) belongs to tour k, and
zero otherwise. The square root of the objective function (11) could be eliminated, since
the optimization result would be the same. uk

i is the position of node i in the tour k. The
other variables have the same meanings as those used when considering Equations (1)–(6).
Namely, m is the number of the TSP, n is the number of cities, and k is the number of tours.

Constraint (12) ensures that exactly m traveling salesmen start and return to the initial
depot (vertex 1). Restrictions (13) and (14) ensure that exactly one edge enters and exits
each graph city. The sub-tour elimination constraint (5) defines an integer variable ui for
the position of node i in a tour, and n represents the maximum number of nodes visited by
any salesman. Finally, (6) defines that the variable xij is binary.

min

√√√√ m

∑
k=1

(
n

∑
j=1

n

∑
j=1

cijxk
ij

)2

(11)

m

∑
k=1

n

∑
j=1

xk
1j =

m

∑
k=1

n

∑
j=1

xk
j1 = m (12)

m

∑
k=1

n

∑
j=2

xk
ij = 1, i = 1, 2, ..., n (13)

m

∑
k=1

n

∑
i=2

xk
ij = 1, j = 1, 2, ..., n (14)

uk
i − uk

j + nxk
ij ≤ n− 1, 2 ≤ i 6= j ≤ n, k = 1, 2, . . . , m (15)

xk
ij ∈ {0, 1}, i, j = 1, 2, . . . , n, k = 1, 2, . . . , m (16)

Consider a problem with three traveling salesmen/ants, one deposit, and 16 cities.
Figure 4 presents one state in which the ant-picket algorithm is used. In the following,
it is explained how to reach this state with the three ants: {green (g), red (r), blue (b)}.
The ants randomly select the next city to visit while taking the pheromones deposited
in each arc into account. In the beginning, the ants (g, r, b) are at the deposit. Therefore,
the cost is c = (0, 0, 0) and ug = {0}, ur = {0}, ub = {0}. Suppose that the chosen
cities are 11, 16, and 3 for ants g, r, and b, respectively, leading to c = (25.49, 22.36, 7.07),
ug = {0, 11}, ur = {0, 16}, ub = {0, 3}. Since the ant b has the smallest distance cost,
minimum distance traveled by an ant is flagged as boldface, it selects the next city—for
example, city 5, reaching c = (25.49, 22.36, 30.48), ub = {0, 3, 5}. Suppose that ant r selects
city 12 (c = (25.49, 42.08, 30.48), ur = {0, 16, 12}), g selects city 8 (c = (41.09, 42.08, 30.48),
ug = {0, 11, 8}), and b selects city 4 (c = (41.09, 42.08, 40.78), ub = {0, 3, 5, 4}). At this point,
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since the ant b has the lowest cost, it selects the next city considering only the unpicked
cities P = {1, 2, 6, 7, 9, 10, 13, 14, 15}. Figure 4 illustrates this state. Circles or cities with
colors: green, red, and blue were selected by the ant with the respective color. Additionally,
the filled edges indicate the order of the visited cities. On the other hand, gray circles
represent unpicked cities. In this stage, ant b at node 4 will select one of those cities. Dotted
lines with a “?” highlight those possibilities. The algorithm continues until the set of all of
the unpicked cities is empty, and the ants return to their deposit.

Ant b

Ant r

Ant g

0

1

2

3
4

5

6

7
8

9

10

11

12
13

14

15

16

?

?

?

?

?

?

?

?

?

Figure 4. One state example of the ant-picket algorithm.

3. Experimental Results and Analysis

For each mTSP instance, the algorithm was run thirty times in order to verify the sta-
bility of the algorithm. The experimental results are shown in Section 3.2, and a comparison
with other works is also shown in this section’s tables. To improve the understanding of
the obtained values, some figures show the paths traveled by each salesman, indicating the
cities with nodes and the paths taken between cities with lines connecting the cities. A set
of instances contained a total of 11 instances. It is noted that all of the paths started and
ended at the same node (depot). In the mTSP51 instance, the depot used was (32, 39), in
the mTSP100 instance, the depot used was (1819, 814), and in the mTSP150 instance, the
depot used was (2310, 236). For all of the remaining instances, the first city was set as the
depot. There were five small instances called 11a, 11b, 12a, 12b, and 16. Instances 11a, 12a,
and 16 comprised the first 11, 12, and 16 cities of mTSP51. Instances 11b, 12b, and 128 were
derived from the sp11, uk12, and sgb128 datasets [44]. The mTSP instances with n = 51,
100, and 150, kroD100, and rat783 were based on the TSPLIB [45].

3.1. Parameters of the ACO Algorithm

The performance of metaheuristics such as the ACO algorithm directly depends on
the choices of parameter values. As described in Section 2.2, the original ACO has few
parameters to initialize: the pheromone evaporation rate, ρ, the number of ants running per
iteration, Ants, the number of the best ants who deposit pheromones Bests, the exponent
of the pheromones α (a higher value of alpha provides pheromones with more relevance),
and, finally, β, the exponent of distance (a higher value of beta provides the distance with
more weight). As usual, the choice made for each parameter value is based on the method’s
efficiency. For both ACO algorithms, the parameter values were the same. The number of
cycles performed until the stop condition was satisfied was 240 iterations. The number of
ants used was 3200, and the number of ants that spread pheromones was 45. The remaining
parameters used with their values were ρ = 0.05, α = 1, and β = 1.
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3.2. Computational Results

In order to evaluate the proposed algorithm’s performance, several benchmark mTSP
instances were tested. All of the experiments were performed on the Google Colab platform,
which allowed code in the Python language to be run.

The instances used considered several numbers of cities and m = {3, 5, 10, 15} sales-
men, leading to 19 different problems. Each instance was run, and the results are presented
in Table 2. Columns 1 and 2 indicate the numbers of cities and salesmen. Column 3 presents
the total cost of each solution. In the next columns, Avg and Std present the average and
standard deviation, respectively. The following five columns indicate each tour’s cost in
descending order. The first five tours are in black in the line, and for the ten- and fifteen-
salesman problems, the next five and last five are in gray in the second and third lines,
respectively.

Table 2. Total and partial distance traveled by salesmen when using the ACO-BmTSP algorithm.

TSP N.º (l = {0, 1, 2, 3})

Name m Total Avg. Std. 1 + 5l 2 + 5l 3 + 5l 4 + 5l 5 + 5l

mTSP51 3 468.09 156.03 4.19 160.73 154.69 152.68 – –
5 523.78 104.75 7.41 117.36 105.00 101.91 100.92 98.58

10 765.83 076.58 9.30 093.44 088.11 082.39 079.43 76.61
074.41 070.36 068.39 066.64 66.06

mTSP100 3 24,455.04 8151.69 579.15 8580.49 8381.72 7492.87 – –
5 27,309.44 5461.89 311.23 5772.65 5664.10 5591.60 5255.97 5025.12

10 43,824.70 4382.47 689.43 5264.51 5136.02 4942.60 4870.01 4508.78
4148.68 4119.31 4086.25 3619.29 3129.26

mTSP150 3 39,471.09 13,157.03 076.97 13,211.62 13,190.47 13,069.00 – –
5 44,322.33 08864.47 146.69 9082.80 8922.60 8845.47 8763.26 8,708.21

10 58,298.47 05829.85 508.42 6221.31 6188.45 6125.01 6103.19 5,974.78
5957.49 5936.46 5700.35 5587.74 4503.69

11a 3 224.18 74.73 5.12 78.17 77.17 68.85 – –

11b 3 265.09 88.36 10.80 96.31 92.71 76.07 – –

12a 3 226.53 75.51 3.77 78.17 77.17 71.20 – –

12b 3 3073.08 1024.36 108.56 1100.77 1072.21 900.10 – –

16 3 271.79 90.60 4.38 93.89 92.28 85.62 – –

mTSP128 10 47,256.11 4725.61 1268.96 6304.43 6247.17 6163.11 5954.47 3967.22
3954.17 3904.04 3902.46 3765.28 3093.76

15 75,394.28 5026.29 1187.69 6190.42 6143.34 6127.44 6020.33 5995.13
5954.85 5886.04 5655.69 5006.01 5001.86
3601.67 3600.24 3565.89 3382.81 3262.55

kroD100 3 26,009.03 8669.68 1077.89 9828.23 8484.31 7696.49 – –
5 32,808.35 6561.67 0926.92 7929.75 6918.62 6528.11 5770.61 5661.26

10 47,256.09 4725.61 1268.96 6304.43 6247.17 6163.11 5954.47 3967.22
3954.16 3904.04 3902.46 3765.27 3093.76

rat783 20 25,089.70 1254.55 136.22 1413.45 1374.56 1365.69 1353.25 1347.03
1345.72 1338.38 1322.84 1313.55 1303.64
1299.97 1289.81 1276.78 1231.01 1221.94
1201.95 1157.57 1023.50 1005.08 0903.99

For the problem with 51 cities and three salesmen, a total cost of 468.09 and tour
costs of {160.73, 154.69, 152.68} were obtained. The tours had a difference of 8.05 between
the maximum and the minimum cost, leading to an average of 156.03 and a standard
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deviation of 4.19. On the other hand, for m = {5, 10}, an average and standard deviation
of 104.75 and 76.58 were achieved, respectively. Considering the problem with 100 cities,
the average costs obtained were {8151.69, 5461.89, 4382.47} for 3, 5, and 10 salesmen, and
the standard deviations obtained were {7.10%, 5.69%, 15.7%}. Finally, for the mTSP150
problem, the average costs and standard deviations were {13,157.03, 8864.47, 5829.85}
and {76.97, 146.69, 508.42} for 3, 5, and 10 salesmen, respectively. Considering the small-
sized group of instances (11a, 11b, 12a, 12b, and 16, which were all for three salesmen),
the average costs obtained were {74.73, 88.36, 75.51, 1024.36, 90.60}, and the standard
deviations obtained were {5.12, 10.80, 3.77, 108.56, 4.38}, respectively. For the problem
with 128 cities and ten salesmen, the average costs obtained were {4725.61, 5026.29}, and
the standard deviations obtained were {1268.96, 1187.69}. For the instance kroD with
100 cities, the average costs were {8669.68, 6561.67, 4725.61}, and the standard deviations
were {12.4%, 14.1%, 26.9%, 15.7%} for 3, 5, and 10 salesmen, respectively. Finally, for the
rat783 instance, which considered 783 cities and 20 salesmen, the average costs were 1254.55,
and the standard deviation was 136.22.

The results obtained enabled to conclude that salesmen’s paths were generally well
balanced, and the difference in the distances was minor. The algorithm found balanced
routes for all salesmen. Additionally, as the number of salesmen increased, the cost of
individual tours decreased.

To perform the best interpretation of the results, Figures 5–7 show the real paths
traveled by each salesman for 51 cities. Each color identifies the cities visited by a salesman.
Salesman 1 (TSP1) follows the path whose cities are represented by blue, TSP2 by red, and
TSP3 by green. In problems with five and ten salesmen, TSP4 travels through pink cities
and TSP5 through gray cities. Finally, in problems with ten salesmen, TSP6 travels by cities
represented by yellow, TSP7 by maroon, TSP8 by dark gray, TSP9 by cyan, and TSP10 by
magenta. It is possible to see the positions of all cities in the space and the path for each
salesman. Figures 8–10 show the real paths traveled by each salesman for 100 cities.
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TSP1 TSP2 TSP3 TSP4 TSP5 TSP6 TSP7 TSP8 TSP9 TSP10

O0

11

14

15

20

39

52

53

54

63

78

79

87
93

99

4

5

7

8

12

19 24

28
29

33
36

37

44

45

50

56

57

61

68

69

71 74

80

81

88
91

98

16

18
25

40

46

75

76

26

1

3

13

17

21

23

30
32

34

35

41

42

43

47

51

55 59

6062

66

70 72

73

77

92
96

2

86

27

6

10

48

49

82

94

95

9
22

31

38

5864

65

67

83

84

85

89

90

97

Figure 10. Tours for 10TSP100.

To compare the developed algorithm with others found in the literature, its perfor-
mance was compared with that of algorithms that used the minimax function as an objective,
since they also somehow promoted the tours’ balancing. To make this comparison possible,
the longest tour was extracted from the obtained solution and compared with those in the
other works that used the minimax function. The entirety of the tours of a solution was
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not compared because the other works only provided the minimax values. This paper’s
proposed technique not only considered the minimization of the longest tour, but also
promoted achieving balanced tours. Additionally, the proposed algorithm did not use local
heuristics, since these techniques enhance the solution quality.

Table 3 shows the results of the proposed algorithm, ACO-BmTSP, and those of other
algorithms found in the literature. The ACO-BmTSP algorithm used (10), while the other
algorithms used a minimax objective. It can be observed that the ACO-BmTSP algorithm
obtained good results in some of the problems.

Table 3. Comparison with other algorithms.

Name m TCX ACO GVNSSeq-VND MOAT-ACO ACO-BmTSP
[46] [28,47] [29,38] [48]

mTSP51 3 203 160 160 160 161
5 154 118 118 118 117

10 113 108 112 112 93

mTSP100 3 12,726 8817 8509 8511 8580
5 10,086 6964 6767 6845 5773

10 6402 6370 6358 6358 5265

mTSP150 3 18,019 13,885 13,376 13,169 13,211
5 12,619 9270 8647 8467 9083

10 8054 6132 5674 5565 6221

11a 3 77 – 77 – 78

11b 3 73 – 73 – 96

12a 3 77 – 77 – 78

12b 3 983 – 1101 – 1101

16 3 94 – 94 – 94

mTSP128 10 5912 – 2980 – 6304
15 5295 – 2305 – 6190

kroD100 3 – 8511 – – 9828
5 – 8467 – – 7929

10 – 6358 – – 6304

rat783 20 – 1509 1579 – 1413
– Not calculated.

4. Discussion of the Algorithm and Results

This paper presents a metaheuristic algorithm for solving the TSP. Although they do
not guarantee exact solutions, metaheuristic algorithms are important in certain
circumstances—for example, when it is not possible to solve a problem in time or to
provide an initial solution for exact algorithms.

The proposed algorithm is based on the ACO algorithm with minor modifications.
It has the advantage of selecting cities with ants and was inspired by the original ACO
algorithm; it avoids combinations of metaheuristics and introduces other techniques that
increase the algorithm’s complexity.

The results show that the proposed algorithm can obtain competitive results with
respect to those of other algorithms, and in many problems, it obtains better results.

5. Conclusions and Future Work

The multiple traveling salesman problem (mTSP) extends the widely used traveling
salesman problem (TSP). The mTSP is more suitable for real-world modeling problems.
This new approach aims to balance the tours traveled by all salesmen and to minimize the
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total cost of traveled paths. This new approach obtains balanced tours for the mTSP and
obtains better results in several problems than those of other works found in the literature.

In addition to the proposed ACO algorithm naturally extending the single-TSP ACO,
which has one salesman, to the mTSP with m salesmen, the optimization algorithm uses
only one objective function to minimize the total cost and balance the tours.

In future work, local search mechanisms will be implemented in order to increase the
ACO-BmTSP algorithm’s performance. On the other hand, the algorithm will be used in
real engineering problems in which the solution of the mTSP solves the problem, e.g., in
offshore wind farm layout.
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