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Abstract. The paper deals with the study of tensor variational inequalities. and some projection methods
to solve them. In particular, some properties on the solutions to such an inequality are established and a
fixed point theorem is proved. Moreover, some numerical methods are introduced and the convergence
analysis of them is investigated. All the theoretical results are applied to analyze a general oligopolistic
market equilibrium problem in which each firm produces several commodities and has some production
excesses since the equilibrium condition is characterized by means of a tensor variational inequality. A
numerical example is also discussed.
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1. INTRODUCTION

In this paper, we analyze tensor variational inequalities and establish some useful properties
in order to introduce some numerical algorithms for computing their solutions. We apply the
obtained results to a general oligopolistic market equilibrium problem in presence of produc-
tion excesses. Starting from the model in which firms produce several goods introduced in [2],
it is reasonable that production excesses occur during some crisis periods or because of upper
bounds in transportations (we assume that the firms and the demand markets are spatially sepa-
rated and so it needs to ship commodities by means of limited transfer services). In particular,
when the firms produce more quantity of commodities that they can send or the demand mar-
kets can buy, excesses need to be stored in appropriate storages. As a consequence, storage
costs have to be considered in the model. Also for this extended model, the equilibrium con-
dition is given by using a generalization of the Cournot-Nash principle. By using variational
techniques, the equilibrium distribution can be characterized as the solution to a suitable tensor
variational inequality. Thanks to this equivalence we can apply the theoretical results obtained
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for variational inequalities to the market model we consider. Moreover we prove some geomet-
ric properties on solutions to tensor variational inequalities and a fixed point theorem. By using
this result, we are able to introduce some projection numerical methods for solving tensor varia-
tional inequalities. In particular, we present the extended version of projection method to tensor
variational inequalities, and consider a more refined version called tensor extragradient method.
Finally, inspired by the Marcotte adaptive steplenght algorithm, we introduce the tensor extra-
gradient method with adaptive steplenght. For each numerical scheme, we investigate, under
suitable assumptions, the convergence of iteratively generated sequences to solutions to tensor
variational inequalities. Such inequalities were introduced, for the first time, in [2] and studied
in [3]. Recently, several authors paid attention to variational inequalities involving tensors. For
instance, a class of complementarity problems, called tensor complementarity problems were
studied in [23]. Afterwards, Che, Qi and Wei studied the tensor complementarity problem and
introduced a suitable tensor variational inequality which expresses the tensor complementarity
problem for X =Rn

+ (see [5]). For this reason in [27], some existence and uniqueness theorems
were established for a special tensor variational inequality.

Tensor variational inequalities have also a natural application to the study of some economic
problems. In particular, they have a fundamental role to analyze a general oligopolistic market
equilibrium problem in which the firms produce several goods and compete with a noncoop-
erative behavior. In 1897, Cournot in [6] examined, for the first time, the behavior between
two producers of a given commodity which try, each one on his own, to maximize their respec-
tive profit. Nash, in [19, 20], extended Cournot’s duopoly problem for a general model with n
agents, each acting according to his own self-interest, the so-called noncooperative game. Each
player has at his disposal a strategy which he chooses from a set of feasible strategies with the
aim of maximizing his utility level gives the decisions of the other players. Many scholars stud-
ied existence and uniqueness results for the noncooperative game under different assumptions
(see, e.g., [11, 12, 13, 22]). Finally, we refer to [7] for the relationship between the oligopoly
market model and the competitive spatial price equilibrium model established by means of the
finite dimensional variational approach.

We underline that variational inequalities are a fundamental tool to study many problems
arising from optimization theory and capture various applications, such as, partial differential
equations, optimal control, and mathematical programming (see, e.g., [1, 10, 29]). For this
reason, several authors introduced iterative methods for solving such inequalities, see, e.g.,
[8, 9, 10, 14, 17, 18, 21, 26, 28]. Two meaningful approaches for solving variational inequal-
ities are the regularized method and the projection method. Starting from the simple gradient
projection method, many different projection-like methods have been proposed to approximate
solutions to variational inequality problems under various types of conditions. We cite, for in-
stance, the extragradient methods and the subgradient extragradient methods. We emphasize
that those methods use stepsizes which often depend on the Lipschitz constant or/and the mod-
ulus of strong monotonicity of the function considered and these constants are not always easy
to obtain.

The paper is organized as follows. Section 2 concerns some preliminaries on tensor vari-
ational inequalities. In particular, we present some existence results and obtain a fixed point
theorem which has a relevant role for the study of algorithms for solving tensor variational in-
equalities. In Section 3, some numerical methods based on the projection operator for solving
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tensor variational inequalities are introduced. Moreover, we prove that the algorithms generate
a sequence of approximation solutions which converges to the tensor variational solution. Sec-
tion 4 deals with the general oligopolistic market equilibrium problem in presence of production
excesses. The equilibrium condition which generalizes the Cournot-Nash principle is presented
and expressed by a suitable tensor variational inequality. Because of the variational formulation
of the model, some existence and uniqueness results for the equilibrium distributions are shown.
In Section 5, a numerical example is provided. Finally, Section 6 contains conclusive remarks.

2. TENSOR VARIATIONAL INEQUALITIES

Let V be a finite-dimensional vector space endowed with an inner product denoted by 〈·, ·〉.
A N-order tensor is an element of the product space V ×·· ·×V , i.e., a multidimensional array.
Matrices, vectors and scalars are tensors of order two, one and zero, respectively. We adopt the
following notations

• small letters v,w, . . . , denote vectors;
• capital letters A,B, . . . denote matrices;
• italic capital letters X ,Y , . . . denote tensors of general order.

A N-order tensor on a vector space V of dimension m has mN entries. Let us indicate the
set of all the order N tensors on the m-dimensional vector space V with TN,m(V ). When the
space V is Rm or when the dimensions are clear in the context, we do not specify V and the
dimensions N, m and we write only TN,m and T . The entries of a tensor A of order N are real
numbers indicated by xi, j,k,...,. The element (i1, i2, . . . , iN) is denoted by xi1,i2,...,iN .

3.2 Creating tensors from vectors
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Figure 3.1: A tensor of rank 3.

and covariant rank 3 (i.e. total rank 5): Bαβ
µνφ. A similar tensor, Cα

µνφ
β, is also of

contravariant rank 2 and covariant rank 3. Typically, when tensor mathematics is
applied, the meaning of each index has been defined beforehand: the first index
means this, the second means that etc. As long as this is well-defined, then one can
have co- and contra-variant indices in any order. However, since it usually looks bet-
ter (though this is a matter of taste) to have the contravariant indices first and the
covariant ones last, usually the meaning of the indices is chosen in such a way that
this is accomodated. This is just a matter of how one chooses to assign meaning to
each of the indices.

Again it must be clear that although a multiplication (without summation!) of m
vectors and m covectors produces a tensor of rank m + n, not every tensor of rank m +
n can be constructed as such a product. Tensors are much more general than these
simple products of vectors and covectors. It is therefore important to step away
from this picture of combining vectors and covectors into a tensor, and consider this
construction as nothing more than a simple example.

19

FIGURE 1. A 3-order tensor on a 3-dimensional vector space

We endow the vector space TN,m with an inner product 〈·, ·〉 as follows.

Definition 2.1. Let X ,Y be two tensors in TN,m. Let us define the mapping 〈·, ·〉 : TN,m×
TN,m→ R, indicate also with the notation “:”, as

〈X ,Y 〉= X : Y =
m

∑
i1=1

m

∑
i2=1
· · ·

m

∑
iN=1

xi1,i2,...,iN yi1,i2,...,iN .
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It is worth to remark that the previous mapping is an inner product on TN,m. Notice also that
if X and Y are tensors of order two, i.e., matrices, the inner product defined above coincides
with the usual one on the space of matrices, that is,

〈X ,Y 〉= tr(X Y T ),

where tr(·) is the trace operator and T denotes the transpose operation. Moreover, the norm ‖ ·‖
induced by 〈·, ·〉 is the analogous one of the Frobenius norm for matrices. With this definition it
is easy to prove that (TN,m,〈·, ·〉) is a Hilbert space.

A tensor variational inequality reads as follows.

Definition 2.2. Let K be a nonempty closed convex subset of TN,m and let F : K→ TN,m be a
tensor function. The tensor variational inequality is the problem of finding X ∈ K such that

〈F(X ),Y −X 〉= F(X ) : (Y −X )≥ 0, ∀Y ∈ K. (2.1)

We recall some existence and uniqueness results for tensor variational inequalities proved in
[2] and [3]. In the bounded case of the set K, we state the following.

Theorem 2.1. Let K be a nonempty compact convex subset of TN,m and let F : K → TN,m be
a continuous tensor function. Then tensor variational inequality problem (2.1) admits at least
one solution.

From the previous result, it is easy to deduce that X is a solution to (2.1) if and only if X is
a fixed point for X 7→ PrK(X −αF(X )), for any α > 0.

Without some boundness requirements on the set K, we can obtain an existence result sup-
posing that of the operator F is coercive, as the following result establishes.

Theorem 2.2. Let K be a nonempty closed convex subset of TN,m and let F : K → TN,m be a
continuous tensor function satisfying the coercivity condition

lim
‖X ‖→+∞

〈F(X )−F(X0),X −X0〉
‖X −X0‖

=+∞,

for some X0 ∈ K. Then tensor variational inequality (2.1) admits a solution.

In the unbounded case, some existence and uniqueness results are based on monotone ap-
proach. For this reason, we recall some monotonicity conditions for tensor functions.

Definition 2.3. A tensor function F : K→TN,m is said to be
• monotone on K if, for each X ,Y ∈TN,m,

〈F(X )−F(Y ),X −Y 〉 ≥ 0;

• strictly monotone on K if, for each X ,Y ∈TN,m, with X 6= Y ,

〈F(X )−F(Y ),X −Y 〉> 0;

• strongly monotone on K if, for each X ,Y ∈TN,m, there exists ν > 0 such that

〈F(X )−F(Y ),X −Y 〉 ≥ ν‖X −Y ‖2.

Monotone assumptions ensure the existence of solutions to tensor variational inequalities, as
below.
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Theorem 2.3. Let K be a nonempty closed convex subset of TN,m and let F : K → TN,m be a
tensor function.

a) If F is continuous and monotone, then the set of solutions Sol(F,K) to (2.1) is nonempty,
closed and convex;

b) If F is strictly monotone, then if there exists a solution to (2.1), then it is unique;
c) If F is continuous and strongly monotone, then there exists a unique solution to (2.1).

By using Theorem 2.3, it is possible to obtain some interesting corollaries that we prove in
the following.

Corollary 2.1. Let K be a nonempty compact convex subset of TN,m, let X be a solution to

(2.1) and suppose that X ∈
◦
K, where

◦
K is the interior of K. Then F(X ) = 0.

Proof. Since X ∈
◦
K, we have that Y −X describes a neighborhood of the origin. It means

that, for any Z ∈ TN,m, there exists ε > 0 such that Z = ε(Y −X ). As a consequence, we
have

〈F(X ),Z 〉= ε〈F(X ),Y −X 〉 ≥ 0, ∀Y ∈TN,m.

Then, it implies F(X ) = 0. �

We introduce some other concepts.

Definition 2.4. Let K be a convex subset of TN,m and X ∈ ∂K. A hyperplane

〈Z ,Y −X 〉= 0, Z ∈TN,m \{0},
is said a support hyperplane of K if

〈Z ,Y −X 〉= 0, ∀Y ∈ K.

The following corollary holds.

Corollary 2.2. Let X be a solution to (2.1) and suppose that X ∈ ∂K. Let F : K→ TN,m be
a tensor function. Then F(X ) determines a support hyperplane of K, provided F(X ) 6= 0.

Proof. The proof is immediate since the affine function f (Y ) = 〈F(X ),Y −X 〉 is nonnega-
tive for Y ∈TN,m. �

In order to obtain another corollary of Theorem 2.3, we need to present the following defini-
tion.

Definition 2.5. A tensor mapping F : TN,m→TN,m is a contraction mapping if

‖F(X )−F(Y )‖ ≤ α‖X −Y ‖, ∀X ,Y ∈TN,m,

for some α ∈ [0,1[. If we allow α = 1, then F is said to be nonexpansive.

Now, we are able to prove the next result.

Corollary 2.3. Let K be a nonempty closed bounded subset of TN,m and let F : K → K be a
nonexpansive mapping. Then F possess a nonempty closed convex subset C⊂K of fixed points.

Proof. Since F a nonexpansive mapping, we have that I−F is monotone. Then, we may apply
Theorem 2.3 to the tensor variational inequality associated to I−F . Since any solution to the
tensor variational inequality for I−F is a fixed point for F , the claim is achieved. �
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The following result will be very useful to study the convergence analysis of the numerical
methods that we will present in the next section.

Theorem 2.4. Let K be a nonempty compact convex subset of TN,m and let F : K→TN,m be a
tensor continuous function. Then the function F admits a fixed point in K.

Proof. Let Σ be a closed ball contained the set K. The projection map PrK is continuous, so is
F ◦PrK : Σ→ Σ. By using Brower’s fixed point theorem, there exists X ∈ Σ such that

F ◦PrK(X ) = X .

Being PrK(X ) = X , it results F(X ) = X . This completes the proof. �

Let us finish the section with a useful Minty type preliminary result.

Lemma 2.1. Let K be a nonempty closed convex subset of TN,m and let F : K → TN,m be a
tensor continuous and monotone function. The tensor variational ineqaulity (2.1) is equivalent
to the Minty-Browder tensor variational inequality

〈F(Y ),Y −X 〉 ≥ 0, ∀Y ∈ K. (2.2)

Proof. Theorem 2.3 ensures the existence of solutions to (2.1). Moreover, the monotonicity of
F and (2.1) imply, for any Y ∈ K,

〈F(Y ),Y −X 〉= 〈F(Y )−F(X ),Y −X 〉+ 〈F(X ),Y −X 〉 ≥ 0.

In order to prove the converse, taking in (2.2)

Y = X +θ(Z −X ) ∈ K,

for θ ∈]0,1] and Z ∈ K, it results

〈F(X +θ(Z −X )),Y −X 〉 ≥ 0.

We end up with (2.1) by letting θ → 0 and using the continuity of F . �

3. TENSOR NUMERICAL METHODS

In this section, we analyze the structure of some algorithms for solving tensor variational
inequalities as (2.1) based on the projection operator. More precisely, the numerical methods
that we will present take into account of Fixed Point Theorem 2.4. Let us remind that The-
orem 2.1 ensures that there exists a unique solution X ∗ to tensor variational inequality (2.1)
provided that K is a nonempty convex closed subset of TN,m and F is a tensor continuous and
strongly monotone function on K. To the light of Theorem 2.3, it is reasonable to look for some
numerical methods for computing the unique solution to tensor variational inequality (2.1).

3.1. Tensor projection method. The tensor projection method that we introduce here follows
the procedure described below. Let X0 ∈ K be a fixed initial point and let α be a nonnegative
number. Following the same spirit of the projection algorithm presented for vector variational
inequalities in [24], we consider a numerical scheme that updates iteratively Xk according to
the formula

Xk+1 = PrK (Xk−αF(Xk)) , (3.1)
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where PrK(·) denotes the orthogonal projection mapping onto K and α will be suitable cho-
sen. Observe that PrK (Xk−αF(Xk)) is the solution of the following quadratic programming
problem

min
Y ∈K

1
2
〈Y ,Y 〉−〈Xk−αF(Xk),Y 〉,

for k ∈ N. The key observation of the projection method is that X is a solution to (2.1) if and
only if

X ∗ = PrK(X
∗−αF(X ∗)).

Indeed, we can use same arguments in the proof of Theorem 4.2 in [2] to obtain the previous
equivalence.

The convergence analysis for this method relies on the contractive properties of operator
X 7→X −αF(X ) under the assumption that F is strongly monotone and Lipschitz continu-
ous. Indeed utilizing the non-expansiveness property of the projection operation, we can prove
the following result.

Theorem 3.1. Let X be a nonempty convex closed subset of TN,m. Let F be a L-Lipschitz
continuous and strongly monotone tensor function with constant ν . If α ∈ (0,2ν/L2), then
the tensor projection method defined by (3.1) determines a sequence {Xk} converging to the
solution to tensor variational inequality (2.1).

Proof. We first compute

‖PrK(X −αF(X ))−PrK(Y −αF(Y ))‖2 (3.2)

≤ ‖X −αF(X )−Y −αF(Y )‖2

= ‖X −Y ‖2−2α〈F(X )−F(Y )),X −Y 〉

+α
2‖F(X )−F(Y )‖2

≤ (1−2αν +α
2L2)‖X −Y ‖2.

Letting α ∈ (0,2ν/L2), we have that the projection operator is contractive. �

Let us remark that the requirement that F is strongly monotone is very strong, and often fails
to be satisfied in applications; an execution of the algorithm requires ν as well as the Lipschitz
constant L and to estimate these parameters is in general non-trivial; a poor choice of these
parameters can either lead to divergence or to a very slow convergence.

3.2. Tensor extragradient method. A more refined method for solving tensor variational in-
equalities is inspired by the algorithm considered in [4] and [25], that is, the tensor extragradient
method. For a fixed initial point X0 ∈ K and α > 0, the algorithm updates iteratively Xk ac-
cording to the double projection formula

X k = PrK(Xk−αF(Xk)),

Xk+1 = PrK(Xk−αF(X k)).
(3.3)

It is possible to prove that the extragradient method determines a sequence {Xk} converging
to the solution to (2.1) as the following result establishes.
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Theorem 3.2. Let X be a nonempty convex closed subset of TN,m. Let F be a L-Lipschitz con-
tinuous and monotone tensor function. If α ∈ (0,1/L), then the extragradient method defined
by (3.3) determines a sequence {Xk} converging to the solution to tensor variational inequality
(2.1).

Proof. Firstly, we show that, for any solution X ∗ to (2.1),

‖Xk+1−X ∗‖2 ≤ ‖Xk−X ∗‖2− (1−α
2L2)‖Xk−X k‖2.

Indeed, the monotonicity condition and the fact that X ∗ is a solution to (2.1) imply

0≤ 〈F(X k)−F(X ∗),X k−X ∗〉= 〈F(X k),X k−X ∗〉−〈F(X ∗),X k−X ∗〉
≤ 〈F(X k),X k−X ∗〉
= 〈F(X k),X k−Xk+1〉
+ 〈F(X k),X k+1−X ∗〉.

As a consequence, we obtain

〈F(X k),X
∗−X k+1〉 ≤ 〈F(X k),X k−Xk+1〉.

By the definition of Xk+1 and using the previous inequality, we deduce

‖Xk+1−X ∗‖2 ≤ ‖Xk−αF(X k)−X ∗‖2−‖Xk−αF(X k)−Xk+1‖2

= ‖Xk−X ∗‖2−‖Xk−Xk+1‖2 +2α〈F(X k),X
∗−Xk+1〉

≤ ‖Xk−X ∗‖2−‖Xk−X k‖2−‖X k−Xk+1‖2

−2〈(Xk−X k),X k−Xk+1〉+2α〈F(X k),X k−Xk+1〉.

Hence, we have

‖Xk+1−X ∗‖2 ≤ ‖Xk−X ∗‖2−‖Xk−X k‖2−‖X k−Xk+1‖2

+2〈Xk+1−X k,Xk−αF(X k)−X k〉 (3.4)

By the definition of X k and using the L-Lipschitz continuity of F , it results

〈Xk+1−X k,Xk−αF(X k)−X k〉= 〈Xk+1−X k,Xk−αF(Xk)−X k〉
−α〈Xk+1−X k,F(Xk)−F(X k)〉
≤ α〈Xk+1−X k,F(Xk)−F(X k)〉
≤ αL‖Xk+1−X k‖ · ‖Xk−X k‖. (3.5)

Taking into account (3.4) and (3.5), we deduce

‖Xk+1−X ∗‖2 ≤ ‖Xk−X ∗‖2−‖Xk−X k‖2−‖Xk−Xk+1‖2

−αL‖Xk+1−X k‖ · ‖Xk−X k‖.

= ‖Xk−X ∗‖2− (1−α
2L2)‖Xk−X k‖2

−
(
αL‖Xk+1−X k‖−‖X k−Xk+1‖2)2

≤ ‖Xk−X ∗‖2− (1−α
2L2)‖Xk−X k‖2.

Then, for α ∈ (0,1/L), the method converges to the solution to (2.1). �
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It is worth to point out that the tensor extragradient method converges faster than the tensor
projection method, even if the convergence of these methods is ensured under similar assump-
tions.

3.3. Tensor extragradient method with adaptive steplenght. We introduce now an algo-
rithm for solving tensor variational inequality (2.1) making use of a modified version of the
tensor extragradient method inspired by the scheme considered by Marcotte in [15].

The algorithm starting from an initial tensor X0 ∈ K and a fixed number α0 > 0, iteratively
updates Xk+1 from Xk according to the following projection formulas:

X̃k = PrK(Xk−αkF(Xk)),
Xk+1 = PrK(Xk−αkF(X̃k)),

(3.6)

for k ∈ N, where αk is chosen as following:

αk = min

{
αk−1

2
,

‖Xk−X̃k‖√
2‖F(Xk)−F(X̃k)‖

}
.

We show that the tensor extragradient method with adaptive steplenght determines a sequence
{Xk} converging to the solution to (2.1) under suitable assumptions. To this aim, as preliminary
step, we prove the following Lemma.

Lemma 3.1. Let X be a nonempty convex closed subset of TN,m. Let F be a L-Lipschitz con-
tinuous and monotone tensor function. Let Xk be the sequence defined by (3.6). Then, for any
nonnegative sequence {αk}k,

‖Xk+1−X ∗‖2 ≤ ‖Xk−X ∗‖2−‖Xk−X̃k‖2
(

1−α
2
k
‖F(Xk)−F(X̃k)‖2

‖Xk−X̃k‖2

)
.

Proof. Given two tensors A and B, it is simple to obtain that

‖A −B‖2 ≥ ‖A −PK(A )‖2 +‖B−PK(A )‖2, (3.7)

since

〈A −PK(A ),B−PK(A )〉 ≤ 0 ∀B ∈ K,∀A ∈TN,m. (3.8)

Setting A = Xk−αkF(X̃k), B = X ∗ and Xk+1 = PK(A ) in (3.7), rearranging terms, we
obtain

‖Xk+1−X ∗‖2 ≤ ‖Xk−αkF(X̃k)−X ∗‖2−‖Xk−αkF(X̃k)−Xk+1‖2

= ‖Xk−X ∗‖2−‖Xk−Xk+1‖2 +2αk〈X ∗−Xk+1,F(X̃k)〉. (3.9)

Using Lemma 2.1, we have

〈X ∗−Xk+1,F(X̃k)〉= 〈X ∗−X̃k,F(X̃k)〉+ 〈X̃k−Xk+1,F(X̃k)〉
≤ 〈X̃k−Xk+1,F(X̃k)〉. (3.10)
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Using (3.9) and (3.10) and (3.8), we have

‖Xk+1−X ∗‖2

≤ ‖Xk−X ∗‖2−‖Xk−X̃k‖2−‖X̃k−Xk+1‖2

−2〈Xk−X̃k,X̃k−Xk+1〉+2αk〈X̃k−Xk+1,F(X̃k)〉

≤ ‖Xk−X ∗‖2−‖Xk−X̃k‖2−‖X̃k−Xk+1‖2

+2〈Xk−αkF(X̃k)−X̃k,Xk+1−X̃k〉

= ‖Xk−X ∗‖2−‖Xk−X̃k‖2−‖X̃k−Xk+1‖2

+2〈Xk−αkF(Xk)−X̃k,Xk+1−X̃k〉+2αk〈F(Xk)−F(X̃k),Xk+1−X̃k〉

≤ ‖Xk−X ∗‖2−‖Xk−X̃k‖2−‖X̃k−Xk+1‖2

+2αk‖F(Xk)−F(X̃k)‖ · ‖Xk+1−X̃k‖. (3.11)

Using the inequality

‖Xk+1−X̃k‖2 +α
2
k ‖F(Xk)−F(X̃k)‖2 ≥ 2αk‖F(Xk)−F(X̃k)‖ · ‖Xk+1−X̃k‖

in (3.11), we obtain

‖Xk+1−X ∗‖2 ≤ ‖Xk−X ∗‖2−‖Xk−X̃k‖2−‖X̃k−Xk+1‖2

+‖Xk+1−X̃k‖2 +α
2
k ‖F(Xk)−F(X̃k)‖2

≤ ‖Xk−X ∗‖2−‖Xk−X̃k‖2
(

1−α
2
k
‖F(Xk)−F(X̃k)‖2

‖Xk−X̃k‖2

)
. (3.12)

�

Now we are able to obtain the convergence of the tensor extragradient method with adaptive
steplenght.

Theorem 3.3. Let X be a nonempty closed convex subset of TN,m. Let F be a L-Lipschitz
continuous and strongly monotone tensor function. Then the tensor extragradient method with
adaptive steplenght defined by (3.6) determines a sequence {Xk} converging to the solution to
tensor variational inequality (2.1).

Proof. We have to prove more precisely that there exists an index M such that, for all k > M,

‖Xk+1−X ∗‖2 ≤ β 2 +α2L2

β 2 +1
‖Xk−X ∗‖2,

where α is any positive constant satisfying 0 < α < liminfαk and β = (L+1/α)/ν .
It results from Lemma 3.1 that

‖Xk+1−X ∗‖2 ≤ ‖Xk−X ∗‖2−‖Xk−X̃k‖2
(

1−α
2
k
‖F(Xk)−F(X̃k)‖2

‖Xk−X̃k‖2

)
≤ ‖Xk−X ∗‖2−‖Xk−X̃k‖2(1−α

2
k L2)

= ‖Xk−X ∗‖2
(

1− (1−α
2
k L2)

‖Xk−X̃k‖2

‖Xk−X ∗‖2

)
. (3.13)
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By definition of X̃k, it results

〈X̃k−Y ,X̃k−Xk +αkF(Xk)〉 ≤ 0, ∀Y ∈ K,

or equivalently,

〈X̃k−Y ,X̃k−Xk +αk[F(Xk)−F(X̃k)]+αkF(X̃k)〉 ≤ 0, ∀Y ∈ K.

Then, by using the Cauchy-Schwarz inequality and since F is a L-Lipschitz continuous map-
ping, it follows

αk〈X̃k−Y ,F(X̃k)〉 ≤ −〈X̃k−Y ,X̃k−Xk〉+αk〈X̃k−Y ,F(X̃k)−F(Xk)〉
≤ (1+αkL)‖X̃k−Y ‖ · ‖X̃k−Xk‖, ∀Y ∈ K.

Hence,

〈X̃k−Y ,F(X̃k)〉 ≤ (L+1/αk)‖X̃k−Y ‖ · ‖X̃k−Xk‖, ∀Y ∈ K.

Setting Y = X ∗ in the previous inequality, we obtain

〈X̃k−X ∗,F(X̃k)〉 ≤ (L+1/αk)‖X̃k−X ∗‖ · ‖X̃k−Xk‖.

It results

〈X̃k−X ∗,F(X̃k)−F(X ∗)〉= 〈X̃k−X ∗,F(X̃k)〉−〈X̃k−X ∗,F(X ∗)〉
≤ 〈X̃k−X ∗,F(X̃k)〉
≤ (L+1/αk)‖X̃k−X ∗‖ · ‖X̃k−Xk‖.

Therefore, making use of the strongly monotonicity of F , we deduce

ν‖X̃k−X ∗‖2 ≤ (L+1/αk)‖X̃k−X ∗‖ · ‖X̃k−Xk‖.

As a consequence, we have

‖X̃k−X ∗‖ ≤ 1
ν

(
L+

1
α

)
‖X̃k−Xk‖

= β‖X̃k−Xk‖, ∀k > M,

where β = 1
ν

(
L+ 1

α

)
. Taking into account (3.14), we get

‖Xk−X ∗‖2 ≤ ‖Xk−X̃k‖2 +‖X̃k−X ∗‖2

≤ (1+β
2)‖Xk−X̃k‖2,

which implies
‖Xk−X̃k‖2

‖Xk−X ∗‖2 ≥
1

1+β 2 . (3.14)

By using (3.13) and (3.14), we conclude

‖Xk+1−X ∗‖2 ≤
(

1− 1−α2L2

1+β 2

)
‖Xk−X ∗‖2

=
β 2 +α2L2

β 2 +1
‖Xk−X ∗‖2.

This completes the proof. �
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4. AN OLIGOPOLISTIC MARKET MODEL

We present a more general market equilibrium model with respect to the one introduced in
[2]. Let us consider m firms Pi, i = 1, . . . ,m, and n demand markets Q j, j = 1, . . . ,n, that are
generally spatially separated. We assume that every firm Pi produces a certain number l of
different commodities. Furthermore the commodities of kind k = 1, . . . , l, produced by the firm
Pi, are consumed by markets Q j, j = 1, . . . ,n. We fix the following notations:

• xk
i j, i = 1, . . . ,m, j = 1, . . . ,n,, k = 1, . . . , l, is the nonnegative variable expressing the

commodity shipment of kind k between the producer Pi and the market Q j;
• εk

i , i= 1, . . . ,m, k= 1, . . . , l, is the nonnegative variable expressing the production excess
for the commodity of kind k produced by firm Pi.

We suppose that both variables xk
i j and εk

i are nonnegative and the following capacity contraints
hold:

xk
i j ≤ xk

i j ≤ xk
i j, ∀i = 1, . . . ,m, ∀ j = 1, . . . ,n, ∀k = 1, . . . , l,

where xk
i j, xk

i j are nonnegative bounds. We observe that x = (xk
i j)

k
i j ∈ T (R+), as well as, x =

(xk
i j)

k
i j and x = (xk

i j)
k
i j. Moreover, we define the following quantities associated to the firm Pi,

i = 1, . . . ,m, and the demand market Q j, j = 1, . . . ,n:
• pk

i , i = 1, . . . ,m, k = 1, . . . , l, is the variable expressing the commodity output of kind k
produced by Pi, i = 1, . . . ,m;
• qk

j, j = 1, . . . ,n, is the variable expressing the demand for the commodity of kind k of
demand market Q j, j = 1, . . . ,n.

We assume that both variables pk
i and qk

j are nonnegative and the following feasibility conditions
holds:

pk
i =

n

∑
j=1

xk
i j + ε

k
i , ∀i = 1, . . . ,m, ∀k = 1, . . . , l. (4.1)

The above conditions mean that the quantity produced by each firm Pi of kind k must be equal
to the commodity shipments of such kind from that firm to all the demand markets plus the pro-
duction excess for such kind of commodity. Summing up all the different kinds of commodities,
the firm Pi produces in total a quantity pi that can be expressed as

pi =
l

∑
k=1

[
n

∑
j=1

xk
i j + ε

k
i

]
, ∀i = 1, . . . ,m.

Hence, the feasible set is given by

K̃ =

{
(x,ε) ∈T (R+)×Rml :

xk
i j ≤ xk

i j ≤ xk
i j, ∀i = 1, . . . ,m, ∀ j = 1, . . . ,n, ∀k = 1, . . . , l,

pk
i =

n

∑
j=1

xk
i j + ε

k
i , ∀i = 1, . . . ,m, ∀k = 1, . . . , l

}
. (4.2)

Let us note that K̃ is a nonempty convex compact subset of the Hilbert space T (R+).
We define now some quantities related to costs and prices that appear in the model. More

precisely:
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• f̃ k
i , i = 1, . . . ,m, k = 1, . . . , l denotes the variable expressing the production cost of Pi for

each good of type k. We assume that the production cost of a firm Pi may depend upon
the entire production pattern, namely, f̃ k

i = f̃ k
i (x,ε), x ∈T (R+), ε ∈ Rml;

• d̃k
j , j = 1, . . . ,n, k = 1, . . . , l, denotes the variable expressing the demand price for unity

of kind k of the commodity with each demand market Q j. We assume that the demand
price of a demand market Q j may depend upon the entire consumption pattern, namely,
d̃k

j = d̃k
j (x,ε), x ∈T (R+), ε ∈ Rmp;

• c̃k
i j, i= 1, . . . ,m, j = 1, . . . ,n,, k= 1, . . . , l, denotes the variable expressing the transaction

cost between firm Pi and demand market Q j regarding the good of kind k. We assume
also that the transaction cost depends upon the entire shipment pattern, namely, c̃k

i j =

c̃k
i j(x,ε), x ∈T (R+), ε ∈ Rml .

Since production excesses occur, we consider also the variable g̃k
i , i = 1, . . . ,m, k = 1, . . . , l,

expressing the storage cost of the commodity of kind k produced by the firm Pi and assume that
this cost may depend upon the entire production pattern, namely, g̃k

i = g̃k
i (x,ε), x ∈ T (R+),

ε ∈ Rml .
Taking into account the above notations, the profit vi of the firm Pi, i = 1, . . . ,m, is given by

ṽi(x,ε) =
l

∑
k=1

[
n

∑
j=1

d̃k
j (x,ε)x

k
i j− f̃ k

i (x,ε)− g̃k
i (x,ε)−

n

∑
j=1

c̃k
i j(x,ε)x

k
i j

]
,

i.e., the difference between the price that each demand market Pi is disposed to pay, the storage
cost and the sum of the production costs and the transportation costs.

Let us observe that, by (4.1), we can express the production excesses in the following way

ε
k
i = pk

i −
n

∑
j=1

xk
i j, ∀i = 1, . . . ,m, ∀k = 1, . . . , l. (4.3)

Consequently, we have

l

∑
k=1

ε
k
i = pi−

l

∑
k=1

n

∑
j=1

xk
i j, ∀i = 1, . . . ,m.

Using the nonnegativity of the production excesses, we can write an equivalent expression for
the feasible set

K =

{
x ∈T (R+) :

xk
i j ≤ xk

i j ≤ xk
i j, ∀i = 1, . . . ,m, ∀ j = 1, . . . ,n, ∀k = 1, . . . , l,

n

∑
j=1

xk
i j ≤ pk

i , ∀i = 1, . . . ,m, ∀k = 1, . . . , l

}
. (4.4)

It is worth to underline that K includes the presence of production excesses as in K̃.
Following the previous remarks, we can replace the production costs and the storage costs as

f k
i (x) = f̃ k

i (x,ε), gk
i (x) = g̃k

i (x,ε), ∀i = 1, . . . ,m, ∀k = 1, . . . ,m.
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Similarly, we can express the profit of firm PI as

vi(x) = ṽi(x,ε) =
l

∑
k=1

[
n

∑
j=1

dk
j (x)x

k
i j− f k

i (x)−gk
i (x)−

n

∑
j=1

ck
i j(x)x

k
i j

]
,

The noncooperative peculiarity enters in our model since firm tries to maximize its own profit
function considering the optimal distribution pattern of the others. Our aim is to determine the
“best” commodity distribution for all the actors in the model, i.e. a nonnegative tensor com-
modity distribution x for which the m firms and the n demand markets will be in a suitable state
of equilibrium. We state below a definition of equilibrium which fits the model and generalizes
the Cournot-Nash equilibrium principle.

Definition 4.1. A feasible tensor distribution x∗ ∈ K is an oligopolistic market equilibrium in
presence of production excesses if and only if, for each i = 1, . . . ,m, it results

vi(x∗)≥ vi(xi,x∗−i), (4.5)

where x∗−i = (x∗1, . . . ,x
∗
i−1,x

∗
i+1, . . . ,x

∗
m) and xi is a slice of dimension nl.

We indicate with

∇Dv =

(
∂vi

∂xk
i j

)
i jk

, i = 1, . . . ,m, j = 1, . . . ,n, k = 1, . . . , l,

the tensor of partial derivative of vi with respect to the tensor variable xk
i j, i = 1, . . . ,m, j =

1, . . . ,n, k = 1, . . . , l.
We need the following assumptions to derive an equivalent formulation of Definition 4.1 with

a suitable tensor variational inequality. In the sequel, let us assume the following hypotheses:
(i) vi(x) is continuously differentiable with respect to x, for each i = 1, . . . ,m;

(ii) vi(x) is pseudoconcave with respect to the variables x ∈ T , namely, the following con-
dition holds (see [1])〈

∂vi

∂xi
(x1, . . . ,xi, . . . ,xm),xi− yi

〉
≥ 0

⇒ vi(x1, . . . ,xi, . . . ,xm)≥ vi(x1, . . . ,yi, . . . ,xm).

Under above assumptions on vi, we establish the following equilibrium formulation.

Theorem 4.1. Let us suppose that assumptions (i) and (ii) are satisfied. Then, x∗ ∈ K is an
oligopolistic market equilibrium in presence of production excesses according to Definition 4.1
if and only if it satisfies the following tensor variational inequality

〈−∇Dv(x∗),x− x∗〉

=−
m

∑
i=1

n

∑
j=1

l

∑
k=1

∂vi(x∗)
∂xk

i j
(xk

i j− (xk
i j)
∗)≥ 0, ∀x ∈K. (4.6)

Proof. First, let us prove that if x∗ satisfies (4.6), then it is a general oligopolistic market equi-
librium point. By contradiction, let us suppose that there exists i∗ such that

vi∗(x∗)< vi∗(xi∗,x∗−i∗).
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Q1 Q2 Q3

P1 P2

FIGURE 2. Network structure of the oligopoly

Since v(x) is a pseudoconcave function, it follows that

〈−∇Dv(x∗),x− x∗〉< 0.

The opposite implication follows straightforwardly. �

By using the theoretical results proved in the previous sections for tensor variational inequal-
ities and taking into account that the feasible set K is nonempty convex compact, we can now
derive a theorem of existence and uniqueness for the general oligopolistic market equilibrium
distribution.

Theorem 4.2. Suppose that assumptions (i) and (ii) are satisfied. Moreover, if −∇Dv is strictly
monotone, then the general oligopolistic market equilibrium distribution is unique.

5. THE NUMERICAL EXAMPLE

Let us describe here a numerical example of the general oligopolistic market equilibrium
problem in presence of production excesses in which two firms P1 and P2 compete with three
markets Q1, Q2 and Q3. Every firm Pi, i = 1,2, produces two different kinds of commodities.
Figure 2 shows the network structure: dashed and continuous lines represent the two kinds of
commodities. Let xk

i j be the k-th commodity shipment from Pi to Q j, (i = 1,2, j = 1, . . . ,3, k =
1,2) and assume that the constraint 0≤ xk

i j ≤ 100 holds, for every i = 1,2, j = 1, . . . ,3, k = 1,2.
Let p be the matrix of the commodity production:

p =

(
1 2
2 1

)
,

As a consequence, the feasible set is

K =

{
x ∈T (R+) :

0≤ xk
i j ≤ 100, ∀i = 1,2, ∀ j = 1,2,3, ∀k = 1,2

3

∑
j=1

xk
i j ≤ pi, ∀i = 1,2, ∀k = 1,2

}
. (5.1)

Let us consider the profit functions vi defined by

v1 =−4(x1
11)

2−4(x1
12)

2−6(x1
13)

2−6(x2
11)

2−5(x1
21)

2−2(x1
22)

2

−4x1
11x1

12−6x1
13x2

11−2x1
21x1

22 +3x1
11 +4x1

12 + x1
13 + x2

11 +2x1
21 +2x1

22,
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v2 =−10(x2
22)

2−4(x2
23)

2−4(x2
13)

2−5(x2
12)

2−2(x1
23)

2−2(x2
21)

2

−2x1
11x2

23−2x2
13x2

12−2x1
23x2

21 + x2
22 +2x2

23 +10x2
13 +3x2

12 +3x1
23 +2x2

21.

Then, the components of ∇Dv different from zero are given by

∂v1

x1
11

=−8x1
11−4x1

12 +3,
∂v2

x1
23

=−4x1
23−2x2

21 +3,

∂v1

x1
12

=−4x1
11−8x1

12 +4,
∂v2

x2
21

=−2x1
23−4x2

21 +2,

∂v1

x1
13

=−12x1
13−6x2

11 +1,
∂v2

x2
22

=−20x2
22−2x1

12 +1,

∂v1

x2
11

=−6x1
13−12x2

11 +1,
∂v2

x2
23

=−8x2
23−2x1

11 +2,

∂v1

x1
21

=−10x1
21−2x1

22 +2,
∂v2

x2
13

=−8x2
13−2x2

12 +10,

∂v1

x1
22

=−2x1
21−4x1

22 +2,
∂v2

x2
12

=−2x2
13−10x1

12 +3.

By Theorem 4.1, the general oligopolistic market equation distribution is a solution to

〈−∇Dv(x∗),x− x∗〉

=−
2

∑
i=1

3

∑
j=1

2

∑
k=1

∂vi(x∗)
∂xk

i j
(xk

i j− (xk
i j)
∗)≥ 0, ∀x ∈K. (5.2)

In order to compute the solution to (5.2), we make use of the direct method proposed in [16].
More precisely, we consider the following system:



8x1
11 +4x1

12−3 = 0,
12x1

13 +6x2
11−1 = 0,

10x1
21 +2x1

22−2 = 0,
4x1

23 +2x2
21−3 = 0,

20x2
22 +2x1

12−1 = 0,
8x2

13 +2x2
12−10 = 0,

4x1
11 +8x1

12−4 = 0,
6x1

13 +12x2
11−1 = 0,

2x1
21 +4x1

22−2 = 0,
2x1

23 +4x2
21−2 = 0,

8x2
23 +2x1

11−2 = 0,
2x2

13 +10x1
12−3 = 0,
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and we compute the solution x∗:

(x1
11)
∗ = 1/6,

(x1
12)
∗ = 5/12,

(x1
13)
∗ = 1/18,

(x2
11)
∗ = 1/18,

(x1
21)
∗ = 1/9,

(x1
22)
∗ = 4/9,

(x1
23)
∗ = 2/3,

(x2
21)
∗ = 1/6,

(x2
22)
∗ = 1/120,

(x2
23)
∗ = 5/24,

(x2
13)
∗ = 47/38,

(x2
12)
∗ = 1/19.

Observing that x∗ verifies the feasible conditions, we can deduct that it is the general oligopolis-
tic market equilibrium distribution. Finally, we obtain the production excesses:

ε =

(
11/72 112/171
7/9 37/60

)
.

6. CONCLUSIONS

In the paper, we obtained some results on tensor variational inequalities and presented some
projection algorithms to solve such inequalities. More precisely, we proved some properties
and a fixed point theorem for solutions to such inequalities. We introduced also some numer-
ical methods and established that the sequences determined by such methods convergence to
solutions. In the second part of the paper, we considered a general oligopolistic market equi-
librium model in which each firm produces several commodities and some production excesses
occur. The equilibrium distribution is equivalent to the solution to a suitable tensor variational
inequality. Thanks to the variational formulation of the model, we applied the theoretical results
obtained in the first part. Finally a numerical example is provided.
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