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with homogeneous source distributions. Further measurements show that the cosmic-ray arrival
directions agree better with the directions and fluxes of catalogs of starburst galaxies and active
galactic nuclei than with isotropy.
Here, we present a novel combination of both analyses. For that, a three-dimensional universe
model containing a nearby source population and a homogeneous background source distribution
is built, and its parameters are adapted using a combined fit of the energy spectrum, depth of shower
maximum distribution and energy-dependent arrival directions. The model takes into account a
symmetric magnetic field blurring, source evolution and interactions during propagation.
We use simulated data, which resemble measurements of the Pierre Auger Observatory, to evaluate
the method’s sensitivity. With this, we are able to verify that the source parameters as well as the
fraction of events from the nearby source population and the size of the magnetic field blurring
are determined correctly, and that the data is described by the fitted model including the catalog
sources with their respective fluxes and three-dimensional positions. We demonstrate that by
combining all three measurements we reach the sensitivity necessary to discriminate between the
catalogs of starburst galaxies and active galactic nuclei.

37th International Cosmic Ray Conference (ICRC 2021)
July 12th – 23rd, 2021
Online – Berlin, Germany

∗Presenter

© Copyright owned by the author(s) under the terms of the Creative Commons
Attribution-NonCommercial-NoDerivatives 4.0 International License (CC BY-NC-ND 4.0). https://pos.sissa.it/

mailto:spokespersons@auger.org
https://pos.sissa.it/


P
o
S
(
I
C
R
C
2
0
2
1
)
3
6
8

Combined fit of energy spectrum, shower depth distribution and arrival directions Teresa Bister

1. Introduction

At the Pierre Auger Observatory, cosmic rays (CRs) with energies up to O(100) EeV can be
detected and their properties can be measured, including energy, depth of the shower maximum
-max and arrival direction. The cosmic ray energy can be determined with the 1660 surface detector
(SD) stations, which are distributed over an area of 3000 km2 and which detect extensive air showers
produced by the primary CR during interactions with the atmosphere. For some events, -max can be
measured with the fluorescence detector (FD) on dark, cloudless nights. The charge of the primary
particle cannot be measured directly, but -max is related to it. Both measurements have been
combined in [1] to fit a model containing a homogeneous distribution of sources to the data, and
to gain knowledge about parameters of the sources of ultra-high-energy CRs. The identification of
sources that are powerful enough to accelerate CRs to the highest energies is one of the prime goals
of the Pierre Auger Observatory. Here, we demonstrate that by also using the arrival directions
as a third observable in the fit, we can additionally model the energy-dependent contribution of a
catalog of specific foreground sources.

These foreground sources are based on the findings in [2, 3], where the Pierre Auger Col-
laboration demonstrated that the measured arrival directions (ADs) agree better with catalogs of
starburst galaxies (SBGs) or gamma-ray emitting active galactic nuclei (AGNs) than with isotropy.
Currently, the correlation is detected at the 4.0f and 3.1f confidence levels [4], respectively, but
differentiation between the two source classes remains challenging as the strongest sources of both
catalogs are located at very similar directions. That analysis uses only the arrival directions ®E8 to
calculate the likelihood LAD-only, which compares the directions with a model containing a sum of
an isotropic component �, which follows the observatory exposure, and an anisotropic component
(, which consists of Fisher distributions centered on each source, multiplied with a flux weight and
accounting for the attenuation and the observatory exposure [2]:

logLAD-only( 5 , X) =
∑
8

log
(
5 · (X (®E8) + (1 − 5 )�(®E8)

)
:=

∑
8

log(pdfAD-only(®E8)) (1)

The model has two fit parameters, the size of the symmetric magnetic field smearing X = XAD-only

and the signal fraction 5 = 5AD-only which weights the isotropic and anisotropic contributions. Both
parameters are determined by maximizing a likelihood ratio, the test statistic TSAD:

TSAD-only = 2 log
(
L( 5AD-only, XAD-only)

/
L( 5AD-only = 0)

)
(2)

The ratio is calculated for several energy thresholds and the best-fit values for 5 and X are determined
independently for each threshold. Currently, the highest TS = 24.8 is reached for 5AD-only ' 9%
and XAD-only ' 15◦ for an energy threshold of 38 EeV [4] for the SBG catalog.

2. Universe model

In the following, we will present a combined fit which includes not only the energies and depths
of shower maximum of the CRs, but also the energy-dependent arrival directions. For that, we will
first introduce the universe model that can be fit to the data.
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We model the nearby universe as a sum of two parts, the foreground sources which are given
by a catalog of either 44 starburst galaxies or 23 active galactic nuclei as in [4], and a background
accounting for further unknown sources of the same type. All sources accelerate CRs to a maximum
rigidity 'cut, so that the injected flux �inj follows a power-law with a broken exponential cutoff:

�inj(�inj, �inj) = �0 · 08 (�inj)
( �inj

1018 eV

)−W 1 /inj'cut < �inj

exp
(
1 − �inj

/inj'cut

)
/inj'cut ≥ �inj

(3)

Here, 08 (�inj) is the fraction of the element with mass number � defined below the cutoff, �inj is
the energy and �0 is a normalization.

Since the goal of this method is a quickly adaptable model, we use 1-dimensional CRPropa3
simulations to account for the propagation between each source and Earth [5]. We produce a
simulation database, consisting of 106 CRs for each energy bin (1018.00 eV, 1018.02 eV... 1021.00 eV)
for each representative element (H, He, N, Si, Fe) and each distance, binned logarithmically between
1Mpc and 5700Mpc (redshift I ≈ 2) in 118 bins. We use the Gilmore model [6] for the extragalactic
background light and the TALYS model [7] for the photodisintegration, which corresponds to the
CTGE setup used in [1, 8]. The catalog sources are placed at their respective distances and their total
flux is weighted according to the flux weight, both from [4]. The background sources are placed
continuously following a source evolution ∝ (1 + I)<, with either < = 0, < = 5.0 as expected for
AGNs, or the star formation rate as given in [9] for SBGs (< = 3.4 for I < 0.97). For this first test
of the method no cosmological expansion of the universe is considered.

From all arriving CRs we calculate probability distributions for each of the three observables,
that we can compare with the data to find the best fit parameters, in a very similar way to [1]. For the
energy, we bin the arriving CRs into 24 bins (1018.0 eV, 1018.1 eV... 1020.4 eV). For -max, we calculate
the expected probability distribution from the Gumbel distributions [10] as in [1] with the EPOS-
LHC hadronic interaction model, using -max bins of width 20 g cm−2 and the same energy bins as
for the spectrum up to 1019.6 eV plus one combined energy bin above. For the arrival directions,
we produce probability maps that would be expected for CRs deflected by local turbulent magnetic
fields, where the deflection angle scales in proportion to the inverse of the rigidity. This is done by
introducing Fisher distributions around each catalog source with a width X( = X0 /det

10 EeV
�det

, using
the representative elemental charges /det = 1, 2, 7, 14 and 26 for �det ∈ {1}, {2, 3, 4}, {5, ..., 22},
{23, ..., 38} and {39, ..., 56} respectively. Each Fisher distribution is weighted by the observatory
exposure in the arrival direction as well as the number of arriving events with the respective charge
/det in the energy bin �det, which depends on the source weight and distance. Hence, the size
of the Fisher distributions decreases as the rigidity increases with energy, and the widths and
depths of the distributions contain information about the injected particles at the sources as well
as the propagation distance and the size of the turbulent smearing. The background probability
map follows the observatory exposure, as expected for an isotropic distribution of farther away
background sources.

The background and catalog contributions are then combined into the total model of the
measured observables, after weighting them with a signal fraction 50. This signal fraction is defined
for all events above log10(�det/eV) = 18.7 as this is the energy threshold that we will later use for
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the fit. For the probability maps, this leads to a combined pdf in each energy bin 4, defined as:

pdf4 = 5( ( 50, �4det) · ((�
4
det, X( (�

4
det)) + (1 − 5( ( 50, �

4
det)) · � (4)

Here, the function 5( ( 50, �4det) describes the dependence of the catalog contribution on the en-
ergy. For close sources like the SBGs the catalog contribution increases with energy, as far away
background sources do not contribute at the highest energies. We have now built a model of ob-
served energies, energy-dependent depths of shower maximum as well as energy-dependent arrival
direction probabilities which can be compared with the data to determine the model parameters.

3. Fit method

In total, the model has nine fit parameters: the spectral index W, the maximum rigidity 'cut,
four out of the five element fractions 08 ,1 the flux normalization �0, the magnetic field blurring
angle X0 and the total signal fraction 50. Additionally, it is possible to include systematic shifts of
the energy and -max scales as nuisance parameters a. The systematic uncertainty on the FD energy
scale is 14% [12] and that for -max is energy dependent, between 6 g cm−2 and 8 g cm−2 [11]. It
was shown in [1, 8] that the hadronic interaction model can have a major impact on the fit results,
and this can in part be parameterized by the shift of the -max scale. We determine all fit parameters
simultaneously via a Bayesian method using aMarkov ChainMonte Carlo (MCMC) sampler, which
samples the posterior distribution and hence enables us to determine the fit parameters as well as
their uncertainties. The prior distributions are the same as in [1].2 Also, the likelihood function for
the measured energy spectrum is modeled as a Poissonian and the -max likelihood as a multinomial
as in [1]. For the arrival directions, we use a similar likelihood function to eq. 1, only that we bin
the events into the detected energy bins 9 and use the modeled energy-dependent probability maps
pdf 9 instead of pdfAD. As the three observables are independent measurements, the total likelihood
function is given as a multiplication of the single likelihood functions.

We choose to only include �det bins above log10(�det/eV) = 19.0 in the energy and the -max

likelihoods, as we expect contributions apart from our catalog sources below this energy, e.g. from
Galactic or other lower-energy extragalactic source classes, which is supported by the findings of [8].
But, since we do not want our model to produce more low-energy particles below this threshold
than are measured by Auger, we include the three energy bins with log10(�det/eV) between 18.7
and 19.0 in the energy likelihood only if the model flux becomes higher than the measured one. For
the arrival directions, we set an energy threshold at log10(�det/eV) = 19.3, as we do not intend to
model the measured large-scale dipole [13] in the arrival probability maps.

4. Benchmark simulations

We demonstrate the method’s sensitivity using simulations, which resemble the measured data
in all three observables. For that, we apply the fit to the data of the Pierre Auger Observatory, using
only the homogeneous background model ( 50 = 0), which corresponds to the setup in [1] without

1The condition
∑
8 08 = 1 is already incorporated.

2Gaussian priors for systematic uncertainties, uninformed prior for �0, uniform bounded priors for other parameters.
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any contribution of the arrival directions observable. We use the -max distributions from [11] and
the SD energy spectrum from [12], including a forward folding method and detector effects on -max

as in [1]. The source evolution parameter is < = 3.4. The best-fit parameters can be seen in table 1.
We find that a negative spectral index W describes the data best for this evolution, similar to what
was also found in [1]. As one can see, the best-fit energy scale shift is 0, as is also found in [8], and
for speed reasons we will refrain from including it as a nuisance parameter in all following fits.

W log10('cut/+) 0H 0He 0N 0Si 0Fe aXmax/f aE/f

−0.65 18.29 23% 2% 70% 4.0% 0.15% −2.0 0.0

Table 1: Best-fit parameters used for benchmark simulation

To this simulation, we add a contribution from the SBG catalog with a signal fraction of only
50 = 1.2% above 1018.7 eV and a smearing of X0 = 14.3◦, which means a CR with rigidity 10 EV
is smeared by a Fisher distribution with this width. These parameters were chosen so that TSSBG

AD
approximately matches between the simulation and the measured data, as can be seen in fig. 1
(left). Even though the simulation parameters were not chosen to also get an agreement between
TSAGN

AD on the benchmark simulation and the data, they are still of the same order of magnitude.
The arrival directions of all events with �det ≥ 38 EeV are visualized in fig. 1 (right), along with
the locations of the strongest sources. As one can see in fig. 2, the energy spectrum and -max

distributions of the simulation still match the measured ones because of the small signal fraction.
The dashed line shows the contribution of the catalog sources and it is visible that even though
50 is so small, the contribution becomes significant ( 5( ( 50 = 1.2%, �det ≥ 1020 eV) ≈ 40%) at
the highest energies because the SBGs are close and their relative flux increases compared to the
further away background sources. The number of events ejected at the source is adjusted, so that
the flux on Earth matches the measured one from [12], as visible in fig. 2. Additionally, we adapt
the number of events with -max values in each energy bin to match data from [11], it is only a
fraction of all events due to the limited FD duty cycle. We now have a simulation which resembles
the measured data in all three observables and we can hence determine the expected sensitivity of
the fit in a realistic scenario.

5. Results and Discussion

We apply different models to the benchmark simulation to determine if the fit is able to
differentiate between the true3 (SBGs) and false (AGNs) source classes and between the true source
evolution (SFR evolution, < ' 3.4) and the false ones (< = 0.0, < = 5.0). A visual representation
of the best-fit results for the different models is shown in fig. 3. We give the confidence regions
using the MCMC sampler for posterior sampling as well as the maximum a posteriori (MAP).
The spectral parameters can be reconstructed well even with the reference models not including a
catalog, although they get shifted for the different source evolutions. The clear correlation between
W and 'cut is visible, as also observed in [1]. Additionally, the signal fraction and the smearing are
highly correlated, as also observed in [2]. The fit also determines a non-zero signal fraction for
the AGN models, but the uncertainties are much larger. From the confidence regions, it becomes

3Here, true and false only refer to the simulated truth and do not have any connection to the real universe.
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Figure 1: Test statistic of the arrival directions analysis (left) for the benchmark simulation as well as the
data from [4]. A good agreement between both is visible for the AGN and SBG models. Arrival directions
(right) for �det ≥ 38 EeV for detected CRs of the benchmark simulation with charges /det as a colorbar.

18.0 18.5 19.0 19.5 20.0 20.5
log10(Edet / eV)

1036

1037

1038

E
3 d
et
J

d
et

(E
d

et
)

/
(k

m
−

2
yr
−

1
sr
−

1
eV

2 )

Auger 2019

benchmark sim.

A=1

A=2-4

A=5-22

A=23-38

A>38

model

from catalog

720

740

760

780
〈X

m
ax
〉/

g
cm
−

2
H He N Si Fe

benchmark sim.

Auger 2019 −2.0 σsyst

±σsyst

model

18.0 18.5 19.0 19.5 20.0 20.5
log10(Edet / eV)

20

40

60

σ
(X

m
ax

)
/

g
cm
−

2

Figure 2: Energy spectrum (left) and mean (upper right), standard deviation (lower right) of the -max
distributions of the benchmark simulation, marked with round markers. The model, reweighted using the
benchmark parameters, is shown as lines. The contribution by the SBG catalog is shown as dashed lines in
the energy spectrum. For comparison, the data measured by the Pierre Auger Observatory [11, 12] is shown
as cross markers, with -max shifted by −2fsyst. The gray shaded area below log10 (�det) = 19.0 is not part of
the fit in the following, apart from the bins between log10 (�det) = [18.7-19.0] for the spectrum, see text.

apparent that the primary Helium and Hydrogen fractions are basically unknown, which makes
sense as the cutoff energies of these light particles turn out to be below the energy threshold. The
heavier fractions are better constrained. From the best-fit parameters at the MAP we can calculate
the log-likelihood logL ratio, multiplied with a factor 2 in analogy to eq. 2 [2], and the deviance4
for each model and thereby determine which model best describes the benchmark simulation. The
results are given in table 2. One can see that the spectrum deviance �� is very small, especially
for the true source evolution of < = 3.4. A good description of the data with a small � is possible
also for < = 0, even though the spectrum parameters are not close to the truth, as shown in fig. 3.
The log-likelihood values demonstrate that the true model can be clearly identified to fit best. The
AGN model cannot describe the energy-dependent arrival directions of the benchmark simulation

4The negative log-likelihood ratio of the model and the saturated model, which perfectly describes the data, see [1].

6



P
o
S
(
I
C
R
C
2
0
2
1
)
3
6
8

Combined fit of energy spectrum, shower depth distribution and arrival directions Teresa Bister

ref. model, m = 0

ref. model, m = 3.4

ref. model, m = 5.0

SBG model, m = 3.4

AGN model, m = 3.4

AGN model, m = 5.0

benchmark sim.

MAP 18.2 18.4 18.6
log10(Rcut/eV)

−1.5

−1.0

−0.5

0.0

0.5

1.0

1.5

γ

0 10 20 30 40 50 60
δ0/
◦

0.000

0.025

0.050

0.075

0.100

0.125

0.150

0.175

0.200

f 0

0.0 0.2 0.4 0.6 0.8 1.0
aH

0.0

0.2

0.4

0.6

0.8

1.0

a
H

e

0.0 0.2 0.4 0.6 0.8 1.0
aN

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40
a

S
i

0.00 0.01 0.02 0.03 0.04 0.05
aFe

−4.0

−3.5

−3.0

−2.5

−2.0

−1.5

−1.0

−0.5

0.0

ν X
m

ax
/σ

Figure 3: Best-fit parameters of the different models on the benchmark simulation, MAP and 90% confidence
regions are shown. Gray dashed lines mark the benchmark parameters (see table 1). One can see that the
parameters are reconstructed best for < = 3.4 and the SBG model, the simulated truth.

as well as the SBG model, even when using the true source evolution < = 3.4, which shows that
using these as an additional observable is a powerful tool to distinguish different source catalogs.
The expected sensitivity of the method and hence the conversion of the log-likelihood ratios to a
?-value, calculated from isotropic simulations, is discussed in the following.

�� �-max �total 2 log LAD
Lref,<=3.4

AD
2 log Lsum

Lref,<=3.4
sum

ref. model ( 50 = 0, < = 0) 6.0 82.1 88.1 0 −0.8
ref. model ( 50 = 0, < = 3.4) 5.8 81.5 87.3 0 0
ref. model ( 50 = 0, < = 5.0) 12.9 84.0 96.9 0 −9.6
SBG model (< = 3.4)→ sim. truth 5.5 80.2 85.7 30.6 32.4
AGN model (< = 3.4) 6.0 81.8 87.8 11.2 10.8
AGN model (< = 5.0) 5.6 84.1 89.9 1.4 −1.0

Table 2: Deviance � and log-likelihood ratio (normalized to reference model with < = 3.4) at maximum a
posterior (MAP) for different models on the benchmark simulation.

For estimating the sensitivity of the method, we compare the observed log-likelihood ratio
2 log(LSBG

sum /Lref,<=3.4
sum ) = 32.4 from the benchmark simulation to the expectation from isotropic

simulations. These simulations contain the same source parameters as given in table 1, and only a
homogeneous source distribution. In fig. 4, the log-likelihood ratios are displayed. One can see that
the likelihood ratio observed on the benchmark simulation is exceptionally large compared to those
from the isotropic simulations. The ratio can also be viewed separately for the three observables,
even though only the total likelihood has been maximized. It is evident that the arrival directions are

7
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Figure 4: Log-likelihood ratio between SBG and reference model (compare table 2) on isotropic simulations
(histogram) and on the benchmark simulation (red solid line). For comparison, theAGN ratio is also displayed
(orange dashed line). The j2 distribution with =35 = 2 is shown on the left for the total ratio (gray line).

most important for the determination of the correct source catalog. Fig. 4 (left) also shows that at least
the tail of the isotropic histogram is well described by a j2 distribution with two degrees of freedom,
as is expected because the catalog model has two more fit parameters ( 50, X0) than the reference
model. From this, we can calculate ?-values ?SBG ' 9 · 10−8 and ?AGN ' 5 · 10−3. These can be
compared to the values for the arrival-directions only analysis [2] on the benchmark simulation (cf.
fig. 1) which can also be calculated using the same j2 distribution: ?AD-only, pre-trialSBG ' 6.1 · 10−6,
?
AD-only, pre-trial
AGN ' 1.7 · 10−3. The ?-value for the false AGN model is approximately the same,

while the energy-dependent fit including all observables noticeably increases the sensitivity for
identifying the true SBG model on the benchmark simulation. Additionally, unlike [2] we do not
need any scan of the energy threshold and hence no further penalization.

In summary, we have shown that the arrival direction observable can be included in the
combined fit of energies and depth of shower maximum distributions, and that this enables us to
determine the energy-dependent contribution of a source catalog to the flux of ultra-high-energy
CRs at Earth. The fit including all three observables has a much better sensitivity to distinguish
between the source catalogs of AGNs and SBGs.
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