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Abstract:

Commodities dominate Australia’s export composition. To this effect, there is a plausible

relationship between commodity prices and the prosperity of Australians. Gross domestic

income is chosen as a proxy for prosperity given it is better able to capture purchasing power

than gross domestic product in the Australian context. Using a discrete wavelet

transformation, the commodity price series is decomposed into a trend and cycle component.

Following, I run a series of structural vector autoregressions for the period 1985:Q4 to

2019:Q4, as well as two sub-samples, pre and post mid-2003, in view of the increase in price

and variance of commodity prices at this time. I find that both the trend and cycle components

of commodity prices meaningfully impact GDI primarily via gross operating surplus, while

GDP is unaffected. Although a shock to the cycle component of the commodity price series

has a larger effect on GDI when compared to the trend, the impact of the trend is far more

persistent. Further, for the pre mid-2003 sub-sample, commodity price changes have no

discernable impact on GDI, as opposed to the post mid-2003 sample where a noticeably

strong relationship exists.
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1. Introduction
Donald Horne (1964) was the first to call Australia ‘the lucky country’. While Horne’s

description was meant as a disparaging characterisation of Australia’s leadership, one

enduring interpretation is that Australia is lucky in the sense that its prosperity is generated by

the sheer luck of its natural endowments. But is this interpretation fair? Using Gross Domestic

Income (GDI) as a proxy for prosperity, I define my research question as ‘the extent to which

commodity price changes predict Australia's Gross Domestic income’. I select GDI as the

focal metric as it is a measure of purchasing power and is influenced to a greater extent than

GDP by commodity price movements for commodity-exporting countries. This sensitivity to

commodity prices is due to the fact that higher export prices for commodities will result in an

increase in nominal export earnings, thus appreciating the terms of trade. Subsequently,

purchasing power increases while the level of real output remains unchanged, a result that

GDI can capture. Indeed, Kohli (2004) claims “Real GDP was found to underestimate the

growth in real domestic income in a majority of the countries in our sample… due to the

improvements in the terms of trade that these countries have experienced” (Kohli, 2004, p.

102). While in theory GDI and GDP should be equal, Australian GDI and GDP are not

perfectly correlated (Figures 1 and 2). It is thus expected that GDI will demonstrate a stronger

response to commodity price shocks, than GDP, a claim which warrants a comparison

between the two throughout the forthcoming analysis. GDI, is, however, a conglomeration of

its four component elements. The first and largest of these is the compensation of employees,

which accounts for the total remuneration, in cash or in kind, payable by an enterprise to an

employee in return for work done by the latter during the accounting period (wages and

salaries). The second component of GDI is gross operating surplus, which is the income from

[the] production of corporate enterprises and is the second largest in value. The third is gross

mixed income which is the income from the production of unincorporated enterprises (such as

sole traders) and is on average the smallest in value. The fourth component of GDI is taxes

less subsidies on production and imports. Taxes encompass those that are payable on goods

and services, and taxes and duties on imports. Additional items included as taxes are those

related to the payroll or workforce, recurrent taxes on land, buildings, or other structures,

some business and professional licences, taxes on the use of fixed assets, taxes on pollution,

and taxes on international financial transactions. Subsidies on the other hand encompass

unrequited payments that government units make to resident producers or importers

(Australian Bureau of Statistics, 2021). Given the capital intensity of commodity extraction,
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the response of gross operating surplus is of particular importance as it encapsulates the

income earned on capital owned by large enterprises.

Figure 1

Figure 2
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Broad data-based insights into the Australian economy validate a potential relationship

between the focal variables proposed for study. The Reserve Bank of Australia (RBA) states

“Australia is a relatively open, trade-exposed economy. This means that changes in other

countries’ demand for our goods and services can have significant implications for our

economy” (Reserve Bank of Australia, n.d.). In the 2019-2020 financial year, Minerals and

Fuels, Rural products, and Gold made up 67% of Australia’s export value (Department of

Foreign Affairs and Trade, 2021). Changes to demand (and prices) for commodities are then

likely to have widespread economic consequences for Australia. Indeed, the rise in the Terms

of Trade in the early 2010s generated by increased prices for Australian commodities caused

increased investment into the mining sector, increased wages, increased profits, and increased

government revenue, as well as decreased unemployment (Reserve Bank of Australia, n.d.;

Gruen, 2011). An important aspect to consider when dealing with commodity prices is the

differences in the permanent and transitory components of the series. In mid-2003 commodity

prices saw a large and permanent increase in nominal value alongside increased volatility, as

shown in Figure 3 (Kulish & Rees, 2017). As such, decomposing the analysis into pre and

post mid-2003 samples, alongside a discussion of the permanent and transitory components of

the commodity price series is likely to prove insightful.

Figure 3

7



To complete the permanent and transitory decomposition of the commodity price series, I

employ the RBAs index of commodity prices (ICP) series that has had the Discrete Wavelet

Transform (DWT) applied to it. A non-parametric approach, DWT filters a series into

different frequencies which can be labeled as a short-term, business cycle, medium-term, and

long-term component, that can be subsequently aggregated to form the cycle and trend. To

explore the relationships of interest, I use a recursive small macro model SVAR. An extension

of the standard VAR model, the SVAR importantly allows for the isolation of purely

exogenous shocks, thereby permitting the identification of the dynamic effects of interest.

The importance of the following discussion and subsequent results is two-fold. This thesis

expands upon the scarce existing literature that explores the interactions of GDI within an

Australian context. Specifically, the forthcoming analysis explores a key determinant of GDI

for Australia and the scale to which GDI responds to relevant shocks. While contributing to

the literature, it is perhaps the practical application of the results through policymaking, which

provides them with the most importance. By understanding the persistence, degree, and

avenue by which commodity prices influence Australia’s GDI, policymakers are better able to

manage the economy and mitigate risk through improved forecasts. Policymakers may also be

better prepared to capture the gains to incomes resulting from commodity price shocks

through the creation of taxation policies that target the component of GDI where the gains are

concentrated.

This thesis will begin with a literature review exploring works on commodity prices, their

features and role in the economy, GDI, and the various models I employ. I will then introduce

the data I worked with and the models and their variations to which I apply this data. I will

present the results for the whole sample, as well as both the pre and post mid-2003

sub-samples, before ending with a discussion and conclusion. I find that commodity prices

meaningfully impact GDI, with the response of GDI differing to a shock to either the trend or

cycle component of the ICP, as well as across sub-samples.

2. Literature Review
The relationship between commodity prices and the macroeconomy has long been explored in

the literature. Notably, however, discussions on GDI are lacking but do exist, even if not to

the magnitude of GDP. Importantly, the literature on the models I intend to use, both the
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discrete wavelet transform and SVAR is solid and in the case of the latter extends to the

Australian context. Nevertheless, the opportunity for research is vast, meaning there remain

many vacant avenues for exploration. To begin, Ge and Tang (2020) introduce the importance

of understanding commodity prices and their impact on the broader economy stating

commodities are an important factor within the economy given they are used “for industrial

production and… [are] necessary consumption goods for daily life” (Ge & Tang, 2020, p. 1).

They find a significant relationship between commodity prices and GDP. Specifically, they

find for developed countries, commodity returns can predict GDP growth at the 1%

significance level. That is, commodity booms and busts correspond tightly with the economic

cycle. Ge and Tang’s work also takes a different approach to the approach taken here by

decomposing commodity price changes into supply and demand-driven shocks. Downes,

Hanslow and Tulip (2014) have done extensive work specifically on Australia’s mining boom.

Their work provides foundational insight into the interaction of the Australian economy and

its commodities sector. Importantly, they assert the mining boom resulted in a rise in living

standards. Their findings include, by 2013, a rise in disposable income per capita of about

13%, an increase in real wages of 6%, and lowered unemployment by 1.25% compared to the

counterfactual. Interestingly concerning domestic income and subsequently my research

question, they struggle to define the extent to which the profits of commodity producers

accrue to foreigners.

Kulish and Rees (2017) explore a highly relevant phenomenon in Australian commodity

prices. They decompose the fluctuations in commodity prices into a permanent and a

transitory component and conclude that the long-run level of Australia’s commodity prices

increased permanently by around 40% in mid-2003 and that the volatility of shocks “more

than doubled” shortly after this period (Kulish & Rees, 2017, p. 352) . This significant finding

in the behaviour and price level of Australian commodities is a crucial element to consider

when modelling the impact of commodity price changes on Australia’s GDI and is a guide for

furthering the existing literature. Baffes and Kabundi (2021) delve deeper into the permanent

and transitory distinction of commodity prices by applying an ideal band pass filter to a

variety of commodity price series. They assert transitory shocks may originate from several

sources, including recession, ad hoc policy measures, weather conditions, accidents, conflicts,

and terrorist attacks. On the other hand, technology and policy shocks typically have a more

permanent effect. They find permanent shocks have an upward trend for most industrial

commodities and a downward trend for agricultural commodities. On average, though,
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permanent shocks account for less than half of price variability, with the remainder, 33%

attributed to the medium-term price cycle, 17% to the business cycle, and only 4% due to

purely short-term fluctuations. Dehn (2000) steps away from the permanent and transitory

distinction of commodity shocks and pays significant heed to the broader policy implications

of commodity price shocks. For governments of developing economies, he finds unforeseen

shocks to commodity prices can complicate budgetary planning and make meeting debt

targets challenging. For exporters, commodity price shocks increase cash flow variability and

reduce the collateral value of inventories, both of which increase borrowing costs. The author

goes on to note five key policy errors that lead to a failure to capture the gains to incomes as

generated by positive commodity price shocks in primary producing developing countries.

The first is that the windfall is simply not saved, with the second error much similar in that

when the windfall is saved, it is quickly spent. Third, windfall spending on capital projects

typically occurs while the boom generated by the positive shock to commodity prices is still

ongoing. This means domestic prices are still elevated, reducing their efficiency. Fourth,

governments of developing countries often channel windfalls into low-return projects

motivated by political rather than economic gain. Finally, governments typically exit the

boom period with large fiscal deficits after attempting to capture the shock which must be

financed by extracting taxes from the private sector post-boom. While tangential to Australia,

these results still highlight pitfalls to be aware of.

The importance of GDI, while often ignored, is present in a small sample of the literature.

Although there has been no direct exploration of the impact of commodity price changes on

GDI, Macdonald (2010) investigates the evolution of GDI in OECD countries. Macdonald

rationalises the use of GDI, stating it is a measure of purchasing power, and finds the change

in the terms of trade is the most significant variable influencing GDI in developed countries.

The significant influence of commodity price shocks on the terms of trade in the Australian

context thus indicates the ability of commodity prices to influence GDI. Confirming this

sentiment, Macdonald concludes “When commodity prices weakened, real GDI per capita

performed… poorly relative to real GDP per capita in Australia” (Macdonald, 2010, p. 511).

Building upon this finding, Macdonald remarks that commodity price cycles have been a

source of real income fluctuations but does not elaborate on this point, signalling a potential

extension of the literature. The preliminary relationship Macdonald finds is of direct

consequence to my research question. In defence of GDI as a metric for use over GDP, Kohli

(2004) finds real GDP tends to underestimate the growth in real domestic incomes. While
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employing his own construction for real domestic incomes as opposed to GDI, his findings

remain relevant. For Australia specifically, real GDP underestimated growth in real domestic

income in the period 1980–1996, if only marginally, due presumably to the appreciation in the

terms of trade. The author rationalises, however, that this small discrepancy is not trivial when

discussing the value of entire economies. The literature review thus far, while useful, has not

covered the empirical strategy used in dissecting the focal relationship.

To extract the permanent and transitory elements of the commodity price series, I choose to

employ the DWT. Matthes, Lubik and Verona (2019) decompose various US macroeconomic

series using the DWT. They state the DWT separates the original series into different time

series components, with these representing fluctuations within a specific frequency band.

They identify four groups in their paper. The first is the short-term which captures

high-frequency fluctuations of two years or less. The next group they identify is the business

cycle, which captures fluctuations at frequencies of between 2 and 8 years. Medium-term

fluctuations cover frequencies up to 32 years, while long-term fluctuations are those

frequencies in excess of 32 years. They find this approach performs similarly to the one and

two-sided Haar and Daubechies filters while performing significantly differently to Christiano

and Fitzgerald, and Hodrick-Prescott filters. Canova (2019) comments on the DWT, stating it

has some advantages over bandpass filters as they work in the time domain, and their MA

representation is finite. He goes on to claim the smaller approximation error of the wavelet

transform means it performs better than bandpass filters when extracting the transitory and

gap components of an economic series simultaneously. He also claims that commonly used

unobserved components models are “competitive only in terms of real time MSE”, and for all

other statistics, are typically inferior to other decomposition methods (Canova, 2019, p. 16). A

different type of model is, however, necessary to capture the focal relationship explored in

this thesis. An SVAR model specification is the best candidate for this purpose. The work of

Dungey and Pagan (2009) provides an example of the construction of an SVAR for a small

open economy - Australia. They state that the SVAR model is a useful tool for analysing the

macroeconomy given its ability to establish empirical relationships in the framework of

theoretical understandings. Their paper works with both permanent and transitory shocks,

providing initial intuition regarding the process for integrating these shocks into my model.

An aside mentioned within the paper is that rational expectations may not be empirically

supported within empirical models due to complex dynamics and the abundance of variables

influencing focal variables. This discussion of existing literature thus serves to inform the
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theoretical validity of my research question and provide guidance on the core conceptual

issues to note and further develop throughout my thesis.

3. Methods and Procedures
3.1 Data
The primary data set I employ to track the level of commodity prices is the RBA’s monthly

index of commodity prices. I chose this dataset as the RBA states “The ICP is intended to

provide a timely indicator of the prices received by Australian commodity exporters”

(Reserve Bank of Australia, 2013, p. 23). Being an index it captures a desirable property

whereby commodities are weighted by their importance in terms of export value. Figure 4

highlights this fact, with the index closely tracking the value of Australia’s two most

important commodities, iron, and coal, which together accounted for a third of all of

Australia’s exports in 2020 (Department of Foreign Affairs and Trade, 2021). Using an index

will allow me to include the movements of a multitude of commodity price series of

importance to Australia without having to work with these series individually. This is

inclusive of energy prices which are implicit in the index with crude oil making up 2.7% of

the index's value, and LNG 14.3% (Reserve Bank of Australia, 2022). The ICP, is, however, a

monthly series, while the rest of the series used in this thesis are quarterly. As such, once all

manipulations to the ICP were complete, I averaged it over the three months that compose a

quarter. While this approach leads to a potential loss of information, it is both easily

understood, and implemented, and makes some attempt to include the entirety of the

information contained in the series. I proceed with the first difference of the ICP and its trend

component to ensure stationarity. The cycle component does not require differencing.

12



Figure 4

To capture global demand, I use the seasonally adjusted chained volume measure of US GDP

as sourced from the FRED database. The US being the largest economy globally is a

satisfactory proxy for global demand trends. For GDI and GDP, I use ABS seasonally

adjusted chain volume measures. For the component elements of GDI, compensation of

employees (COE), gross operating surplus (GOS), gross mixed income (GMI), and taxes less

subsidies on production and imports (TLS), I use the seasonally adjusted original series. The

ABS does not provide chained volume measures for these series. As such, I manually apply

the ABS chain price index for GDP to each series to construct the series in real terms and

remove the effects of price changes over time. I express these series in growth rates to ensure

stationarity. The chain price index being the shortest dataset sets the sample size for the

forthcoming analysis. The first data entry is 1985:Q4. I prematurely end my analysis in

2019:Q4 to remove the complexities involved with working with Covid-19 pandemic-related

data. Important to note, as shown in Figure 3 and defined by Kulish and Rees (2017),

commodity prices saw a large and permanent increase in mid-2003. This finding rationalises

the splitting of the sample into pre and post mid-2003 sub-samples for analysis going forward.
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3.2 Models
Discrete Wavelet Transform

To pull the trend and cycle components from the commodity price series, I employ the

discrete wavelet transform. As stated by Matthes et al., (2019) DWT decomposes an

economic series into a trend, a cycle, and a noise component. The approach of a DWT is

similar to the application of a Bandpass filter, in that the series is filtered based on frequency.

Following the specification in Matthes et al., (2019), any economic series may be

decomposed as

In which Xt is the economic series of interest, Dj, t are the wavelet coefficients at scale j, and

SJ, t is the scaling coefficient. The latter two coefficients are defined as:

The wavelet coefficients as interpreted by Matthes et al., (2019) are the components of the

economic series with different levels of persistence across time, operating at different

frequencies. The scaling coefficient is the low-frequency trend of the series. As j increases,

the decomposition captures lower frequency fluctuations in the series, i.e., more persistent

cycles. It is thus possible to decompose the ICP into four components. Summing the results of

scale coefficients 1 and 2 for monthly data produces the short-term component which captures

fluctuations of two years or less. Summing the results of scale coefficients 3 and 4 produces

the business cycle which captures persistent cycles of between 2 and 8 years. The

medium-term component captures fluctuations of up to 32 years by summing the results of

scaling coefficients 5 and 6. Finally, the long-term component, which captures fluctuations in

excess of 32 years, uses scale coefficient S. To pull the cycle and trend from the commodity
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price series, I combine the short-term and business cycle components to form the cycle, and

the medium-term and long-term components to form the trend (Figure 5). This approach

corresponds to definitions of trends and cycles as constructed using parameter methods.

Figure 5

With a finite amount of data, all filters generate distortions and leakages over other

frequencies (Canova, 2019). Further, being nonparametric, the DWT does not provide any

structure or method for interpreting the results obtained. Despite these criticisms, the DWT

remains a strong candidate for the decomposition of the commodity price series as other

choices including unobserved components models and the Butterworth filter proved

problematic and were unable to adequately decompose the series. Moreover, Matthes et al.,

(2019) find the DWT approach to perform relatively well when matched against other filter

types.

SVAR

To explore the focal relationship proposed in this thesis, I employ an SVAR model. An SVAR

is an extension of the standard VAR model in which the current value of a variable is

explained by its own lags, the current values of the other variables in the system, and their

lags. It builds upon the standard VAR model by postulating that structural shocks induce

unanticipated movements in the variables. This feature is central to the rationale for choosing
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to employ an SVAR model. The identification of the structural model allows for an

understanding of the dynamic effect of purely exogenous shocks. This is important given the

endogenous nature of GDI and commodity prices. With regard to the research question, it is

not unlikely that commodity-extracting enterprises invest in capital in response to past shocks,

endogenously increasing exposure to current shocks. Alternatively, commodity-extracting

enterprises may respond speculatively to unrealised commodity price shocks given past

shocks by expanding employment or encouraging investment in capital, which again increases

the exposure of GDI to current shocks. This is not the effect that this thesis seeks to explore,

and the one which the standard VAR answers. Rather, this thesis seeks to understand the

impact of a one-time exogenous shock to commodity prices on GDI and its component

elements.

Given the correlation between the shocks due to the contemporaneous correlations between

the variables in a standard VAR, to recover the structural shocks the SVAR permits each

variable in the system to depend on the contemporaneous values of the other variables. This

condition, however, creates a new problem, whereby structural (simultaneous) equations must

be estimated, which requires restrictions. This process of identification involves restrictions

on the contemporaneous impacts of the variables across the model, as well as specifying the

shocks as being uncorrelated (Ouliaris et al., 2018). The restrictions I employ for my SVARs

looking at GDI and GDP follow that of the Recursive Small Macro Model set out in Ouliaris,

Pagan and Restrepo (2018). The recursive structure defines a lower-triangular matrix, A0, and

the structural shocks as being uncorrelated via matrix B. These two restrictions suggest the

numerical method for estimating the recursive system is the Cholesky decomposition. This is

to say, the variables further up the matrix contemporaneously influence those below it, but the

reverse is not true. I order the more ‘exogenous’ internationally influenced variables (the ICP

and its decomposition, and US GDP) above the domestic variables (GDI, GDP, and the

components of GDI). Broadly, I run the SVAR:
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With restriction matrices:

A complete specification of the SVARs I run is available in appendix A.2. The AIC indicated

2 lags were optimal for my baseline models, SVAR 1 and 2. Subsequently, I run all the

following models with 2 lags for the sake of comparison to this baseline. As a robustness

check, I re-run the SVARs that include the components of GDI and specify the component

elements as having no contemporaneous relationship. The p-value for the over-identified

restriction for the model which does not decompose the ICP is 0.22. That is, I fail to reject the

null that the data supports this restriction. For the model over the whole sample which

decomposes the ICP, the over-identified restriction has a p-value of 0.21. For the pre

mid-2003 sample, the p-value is 0.04, meaning I reject the null that the data supports this

restriction. For the post mid-2003 sample, the p-value is 0.12. While Lawson and Rees (2008)

rationalsie this restriction and it is supported across the majority of samples, I leave it as a

robustness check.

4. Results
4.1 Whole Sample (1985:Q4 - 2019:Q4)
Commodity Prices, Global Demand, and GDI/GDP (SVAR 1 & 2)

To begin, I present the key finding of the 3 variable SVAR, both with GDI and GDP in growth

rates. Within the IRFs the suffix G signifies growth rates, while the suffixes T and C are the

trend and cycle respectively. The dashed lines are representative of a 95% confidence interval.
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Figure 6 - Impulse response of GDI growth
to a one standard deviation shock to the ICP

Figure 7 - Impulse response of GDP growth
to a one standard deviation shock to the ICP

In response to a one standard deviation shock to the ICP, GDI growth is shown to increase by

around 30% of a standard deviation, before briefly turning negative in the 4th period post the

shock. This finding is interesting when contrasted with the response of GDP. In response to

the same shock, GDP growth falls by 10% of a standard deviation in the first period

post-shock, but, within a 95% confidence interval, has no response post this period. Both

responses are transitory in nature. A variance decomposition shows that on average,

commodity prices determine ~13.4% of GDI growth over 10 periods (See Appendix A.4 for

variance decompositions). In comparison, the variance decomposition for GDP growth shows

on average, commodity prices determine only ~2.6% of its value over 10 periods. These

preliminary results are important in two ways. Foremostly, they highlight that a meaningful

relationship between commodity prices and GDI does in fact exist. When commodity prices

increase, GDI growth correspondingly increases, at least initially. Secondly, these results

rationalise the choice to examine GDI as the focal variable over GDP. Indeed, the response of

GDP to a commodity price shock is negligible. This response (or lack thereof) is likely due to

the change in the terms of trade, which, ceteris paribus, does not change the real output of the

economy as production is predetermined by technical factors (Reserve Bank of Australia,

2005). As such, GDP is unable to capture the change in incomes, or prosperity, generated by

the rise in commodity prices within a commodity-exporting economy.
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Commodity Prices, Global Demand, and the Components of GDI (SVAR 3)

I then run an SVAR with the component elements of GDI.

Figure 8 - Impulse responses of growth in COE, GOS, GMI, and TLS,
to a one standard deviation shock to the ICP

The components of GDI do not respond uniformly to a one standard deviation shock to the

ICP. COE and TLS growth responds negatively to the shock (-40% of a standard deviation

and -60% of a standard deviation respectively). This result is perhaps unexpected at first

glance. For the former, only 2% of Australia’s total workforce is directly employed by the

mining sector specifically (Das, 2022). It may also be the fact that higher input costs in the

form of higher energy costs induce a need by employers to cut costs, which reduces the

compensation of employees. For the latter, the inverse relation to the ICP shock is puzzling,

but an explanation for the absence of a clear proportional movement to the shock potentially

is the fact that as of 2017, 86% of Australian mining operations are foreign-owned, indicating

earnings (and subsequent taxation) are flowing overseas (Aulby, 2017). Further, Das (2020),

states “Large write-offs, depreciation, capital allowances and avenues for cross-border

planning limit local tax receipts”. As per Dungey and Pagan (2009), it may simply be a case

where rational expectations are not met within the framework of an empirical model given the

complex interactions of real-world data. Moving on, given a 95% confidence interval, GMI

responds ambiguously, likely due to the wealth of sectors within the economy in which
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non-incorporated enterprises operate. Cardinally, gross operating surplus responds

correspondingly to the shock to the ICP. A positive shock to the ICP results in a rise in GOS

growth, peaking at an increase of 60% of a standard deviation in the second period. This is

not surprising given some of Australia's largest and most influential enterprises are

commodity extractors involved in mining and oil and gas. Additionally, commodity extraction

is a highly capital-intensive industry that requires large economies of scale, only achievable

by the largest corporate enterprise. Each response is, however, transitory, with the effect of the

shock dissipating by the third or fourth period post shock. Throughout this analysis, one must

recall the components of GDI are not of uniform value. A one standard deviation shift in a

series as shown in the IRFs means larger changes in nominal dollar value for the growth of

COE and GOS, for example, when compared to the growth of GMI and TLS. A variance

decomposition reveals that on average, commodity prices determine ~27.8% of COE growth,

~13% of TLS growth, and ~9.4% of GOS growth over 10 periods. This is opposed to the

attribution of only ~1.3% of the movement in GMI growth to the ICP shock. The results of

these IRFs hold importance for a singular primary reason. Given GDI as a whole responds

positively to the shock, it is likely that the majority of this gain is centred on the only

component to respond positively, GOS. Over-identifying the restrictions for this SVAR by

stipulating the component elements of GDI to have no contemporaneous impact upon one

another yields similar results (see Appendix A.5)

Trend and Cycle Components of Commodity Prices, Global Demand, and GDI/GDP

(SVAR 4 & 5)

I now re-run SVARs 1 and 2 with the decomposition of ICP into its trend and cycle

component.
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Figure 9 - Impulse responses of GDI growth
to a one standard deviation shock to the
trend and cycle components of the ICP

Figure 10 - Impulse response of GDP
growth to a one standard deviation shock to
the trend and cycle components of the ICP

The decomposition of the trend and cycle component of the ICP affirms the previous findings.

GDI responds proportionally to the one standard deviation shock to the ICP, while GDP does

not. In fact, with 95% confidence, GDP does not respond to a shock either to the trend or

cycle of the commodity price series. The evolution of GDI growth in response to these two

shocks closely follows the shock of the trend and cycle components of the ICP to themselves

(see Appendix A.3). While both shocks appear cyclical in nature, the trend, as expected, is far

more persistent. The impact of a shock to the cycle component of the ICP on GDI growth

completely disappears within 20 periods (although with a 95% confidence interval, it

disappears far earlier). Opposingly, the impact of the shock to the trend component of the ICP

on GDI growth is still present after 20 periods. Interestingly, although far more transitory in

nature, the impact of a shock to the cycle component results in larger deviations from the

steady state level of growth. At its greatest effect, the cycle component of the ICP results in

GDI growth falling by just under 20% of a standard deviation. This response is soon followed

by an increase of 10% of a standard deviation above steady-state in period 6 post-shock. In

contrast, the shock to the trend component of the ICP results in GDI growing at around 15%

of a standard deviation above its steady-state level of growth in periods 3 and 4 at its peak.

Following, GDI growth then falls to just under 10% of a standard deviation below

steady-state in the 12th period. Analysing the variance decompositions for GDI growth

confirms these findings. I find on average the trend component of commodity prices

determines ~6.2% of GDI growth, and the cycle component determines a larger ~8.7% of

GDI growth, over 10 periods. These SVARs thus reaffirm previous findings and additionally

find that the response of GDI to the trend and cycle components of commodity prices are

divergent. GDI is perhaps marginally influenced to a greater extent by the cycle component.

Still, given its transitory nature, one could argue the trend component is more important to
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GDI in the long run. Nevertheless, GDI is shown to proportionally evolve in line with

decomposed shocks to the ICP.

Trend and Cycle Components of Commodity Prices, Global Demand, and the

Components of GDI (SVAR 6)

Similarly, I re-run SVAR 3 with the decomposition of the ICP into its trend and cycle

component.

Figure 11 - Impulse responses of growth in COE, GOS, GMI, and TLS, to the trend and
cycle components of the ICP
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The component elements of GDI respond slightly differently in light of the trend and cycle

decomposition of the commodity price series to previous findings. The shock to the trend

component of the ICP generates more persistent responses from the component elements of

GDI. Again, the impact of the shock to the cycle component is transitory, but the response

exhibits greater amplitudes. Initially, in response to a shock to the trend component of the ICP,

COE growth rises by 20% of a standard deviation above the steady-state, before falling by

about 10% of a standard deviation in the 4th period. By the 6th period, however, COE growth

returns to its steady-state level of growth. GOS growth initially appreciates in response to the

shock, by 20% of a standard deviation, before marginally turning negative by 10% in period

13. TLS growth responds with growth below steady state, by 30% of a standard deviation in

period 4, but this fall reverses by period 13 when TLS growth appreciates by just under 20%

of a standard deviation. The shock to the trend component of the commodity price series does

not significantly affect GMI growth. These results are somewhat expected. Given the

expectation that commodity prices will remain high (the definition of a trend), commodity

producers can commit to long-term investments by renegotiating higher wage contracts and

seeking larger investments (Reserve Bank of Australia, 2005). The response of TLS growth

may be attributed to a delay between the shock to the trend component of commodity prices

and the collection period of taxation on production.

When looking at the response of the component elements of GDI to a one standard deviation

shock to the cycle component of commodity prices, the results differ yet again. Initially, COE

growth is negative, by 30% of a standard deviation, then by the 3rd period, appreciates by

20% of a standard deviation above steady-state. This cyclical response continues

meaningfully until about the 15th period. GOS growth initially with 95% confidence in

periods 3 and 4, responds negatively to the shock to the cycle component, falling by around

30% of a standard deviation below steady-state, before in the 6th and 7th periods, rising by

20% of a standard deviation. Much like COE growth, any meaningful response dissipates by

the 15th period. GMI growth responds with positive growth, 40% of a standard deviation

above steady-state, but with 95% confidence, this response only lasts a single period. TLS

growth in response to the shock falls by 20% of a standard deviation in the 6th period, but

much like the response to GMI, with 95% confidence, this response only lasts for one period.

Interestingly, while growth in GOS tends to move more in line with the shock, growth in

COE, GMI, and TLS appears to respond to the shock with a delay of roughly 2 periods (see
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Appendix A.3). This delay may be the reason why COE and TLS growth seemingly responds

inversely to the shock to the ICP in SVAR 3. Turning to the variance decomposition, I find on

average the trend component of commodity prices determines ~4.3% of COE growth, and the

cycle component ~17.5%, over 10 periods. For GOS growth, I find on average the trend

component determines ~1.8% of growth, while the cycle component on average determines

~5.1% of growth over 10 periods. On average, the model attributes ~0.3% of GMI growth to

the trend component, and ~0.8% to the cycle component, over 10 periods. Finally, I find the

trend component determines ~2.6% of TLS growth, while the cycle determines ~4% of

growth on average over 10 periods. The model thus again attributes more of the movement

across key variables to the cycle, as opposed to the trend component of commodity prices.

The decomposition of the commodity price series, therefore, suggests that the majority of the

impact upon GDI attributed to changes in commodity prices stems from the COE and GOS

component elements. As before, the over-identified restriction for this SVAR yields similar

results.

4.2 Pre mid-2003 Sample (1985:Q4 - 2003:Q2)
Trend and Cycle Components of Commodity Prices, Global Demand, and GDI/GDP

(SVAR 7 & 8)

As a robustness check, I split my sample into two smaller sub-samples, both pre and post

mid-2003. I begin with the ‘pre’ sub-sample.
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Figure 12 - Impulse responses of GDI
growth to a one standard deviation shock to
the trend and cycle components of the ICP

Figure 13 - Impulse response of GDP
growth to a one standard deviation shock to
the trend and cycle components of the ICP

For the pre mid-2003 sample, a one standard deviation shock to both the trend and cycle

components of commodity prices have no impact on GDI or GDP growth. This is an unusual

discovery when contrasted with the findings of SVAR 4, in which GDI is meaningfully

impacted by both components of the ICP. One obvious reason for why this may be is shown

in Figure 5. Pre mid-2003, both the trend and cycle components of the ICP show limited

variance. It could thus be the case that the displayed variation in the data is not enough to

induce a meaningful change in GDI. Put differently, the gains (or losses) of commodity prices

in this sample period were not significant enough to induce a material change in the terms of

trade for Australia, which would subsequently pass through to GDI,

Trend and Cycle Components of Commodity Prices, Global Demand, and the

Components of GDI (SVAR 9)

Presenting the component elements of the GDI.
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Figure 14 - Impulse responses of growth in COE, GOS, GMI, and TLS, to the trend and
cycle components of the ICP

Given the findings of SVAR 7, the results presented here are not surprising. For the pre

mid-2003 sub-sample, the component elements of GDI do not respond to a one standard

deviation shock to either the trend or cycle component of the ICP. Again this is likely due to

the minimally varying data employed within this sub-sample. Using the over-identified

restrictions yields a broadly similar story, although the response of GMI growth to a one

standard deviation shock to the trend component of the ICP briefly yields positive growth

above steady-state in the 7th period post the shock. This restriction is not statistically

significant.

4.3 Post mid-2003 Sample (2003:Q3 - 2019:Q4)
Trend and Cycle Components of Commodity Prices, Global Demand, and GDI/GDP

(SVAR 10 & 11)

The final set of SVARs I examine are for the post mid-2003 sub-sample.
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Figure 15 - Impulse responses of GDI
growth to a one standard deviation shock to
the trend and cycle components of the ICP

Figure 16 - Impulse response of GDP
growth to a one standard deviation shock to
the trend and cycle components of the ICP

The presented SVARs appear more alike to SVARs 4 and 5. GDI is responsive to a one

standard deviation shock to both the trend and cycle components of the ICP, while GDP is

not. As recorded by Kulish and Rees (2017), a stark difference between this sample and the

pre mid-2003 sample is that commodity prices saw an appreciation in price, with the volatility

of prices also doubling. This finding could signal that the majority of the influence of the ICP

on GDI stems from the post mid-2003 period. Although SVAR 10 looks similar to SVAR 4,

the magnitude of movement in response to the various shocks is larger. In response to a one

standard deviation shock to the trend component of the ICP, GDI growth peaks at just above

20% of a standard deviation above the steady state-level of growth in periods 3 and 4

post-shock. GDI growth then becomes negative, in the 11th and 12th periods, bottoming out

at just above 10% of a standard deviation below the steady-state. Alternatively, in response to

a one standard deviation shock to the cycle component of the ICP, GDI growth follows the

path of the shock, which becomes negative early on, bottoming out at a little more than 20%

of a standard deviation below steady-state. It then turns positive around period 6 at just under

20% of a standard deviation above its steady-state level. These amplitudes are greater than

those exhibited in SVAR 4. A variance decomposition for the growth of GDI for this

sub-sample affirms a stronger response to the shock than when compared to the whole

sample. I find on average the trend component of commodity prices determines ~14.8% of
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GDI growth, and the cycle component determines ~18.1% of GDI growth, over 10 periods.

Thus for the post mid-2003 sample, the model attributes far more of the variation in GDI

growth to both the trend and cycle components of the commodity price series. This suggests

that for the whole sample, the movement in GDI as a result of commodity price changes

mostly derives from the post mid-2003 period, with the pre mid-2003 sample mediating the

results.

Trend and Cycle Components of Commodity Prices, Global Demand, and the

Components of GDI (SVAR 12)

The final SVAR I present employs the component elements of GDI for the post mid-2003

sample.
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Figure 17 - Impulse responses of growth in COE, GOS, GMI, and TLS, to the trend and
cycle components of the ICP

Again, these results are similar to those of the whole sample (SVAR 6), but the magnitudes

are larger. Interestingly, the one standard deviation shock to the trend component of the ICP

now does not have a statistically significant effect on COE growth. GOS growth peaks at

around 30% of a standard deviation above its steady-state level in periods 4 and 5. Then in

periods 12 and 13, GOS growth is below steady-state by 20% of a standard deviation. TLS

growth initially in periods 4 and 5 falls below its steady-state level by just under 40% of a

standard deviation. This fall is then followed by a rise above steady-state in period 13 of 20%.

With regards to the one standard deviation shock to the cycle component of the ICP, growth in

COE, GOS, and TLS are meaningfully impacted with 95% confidence. COE growth is

initially negative at 40% of a standard deviation below steady-state, before reversing and

rising just below 40% of a standard deviation above steady-state in period 3. GOS growth

with 95% confidence initially falls just above 40% of a standard deviation below its

steady-state in period 3, but by period 7, appreciates by about 20% of a standard deviation

above its steady-state. The only certain reaction of TLS growth with 95% confidence is in

period 3, where it rises 40% of a standard deviation above the steady-state. Again, growth in

GOS seems to mirror the evolution of the shock to the cycle component of commodity prices.

Growth in COE and TLS reacts with an apparent delay of roughly 2 periods, which appears as

these series reacting seemingly inversely to the shock. On average I find the trend component

of commodity prices determines ~6.7% of GOS growth and ~8.5% of TLS growth over 10

periods. Alternatively, on average I find the cycle determines ~29.8% of COE growth, ~9.7%

of GOS growth, and ~8.7% of TLS growth over 10 periods. For the comparable variance

decompositions of SVAR 6, this model attributes a greater share of the movement to the

commodity price series. This affirms the previous finding that the majority of the influence of

commodity prices on GDI stems from the post mid-2003 sample, likely due to the large
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appreciation and greater variance of commodity prices in this period. The over-identified

restriction produces similar results.

4.4 Robustness
The presented results across all models are robust, with a broadly similar narrative told for

various manipulations of the models. To this effect, the results of the robustness checks

conducted for each SVAR are available in Appendix A.5. To begin, I choose to re-order the

shocks. Given the recursive SVAR structure, it is plausible that rearranging the shocks to the

system can produce different results. However, I find this manipulation to have a limited

impact on the key findings. Particularly, whether I arrange US GDP above or below the

decomposed ICP series has no real implication for the results. Choosing to arrange the cycle

component over the trend similarly does not meaningfully change the results. As an extreme,

arranging the focal variable (GDI, GDP, and the components of GDI) above all other variables

does at times have a minor influence on specific conclusions, but the broad movements of the

IRFs remain similar. I further change the lag structure of the SVAR by halving and doubling

the lags (1 and 4 lags). This manipulation again did not materially change the results,

although 1 lag would lead to a loss of information in the IRFs, while 4 would produce

noticeably more movement. As mentioned previously, the over-identified restrictions for the

SVARs examining the component elements of GDI produced near exact conclusions.

5. Discussion and Conclusion
In this thesis, I seek to establish the relationship between commodity prices and Australian

prosperity. Through a decomposition of the RBAs index of commodity prices via the discrete

wavelet transform, I ran multiple SVARs with the commodity price series, its permanent and

transitory components, global demand, GDI, GDP, and the component elements of GDI. I did

so for the period 1985:Q4 to 2019:Q4, as well as two sub-samples, pre and post mid-2003. I

find that GDI is meaningfully and correspondingly influenced by commodity prices while

GDP is not. That is, for an appreciation in commodity prices, GDI rises, and vice versa. While

both the trend and cycle components of the commodity price series impact GDI, GDI

responds more strongly to evolutions in the cycle component, although these are far more

transitory in nature than evolutions in the trend. Further, while changes to commodity prices

influence all components of GDI in some way, gains are concentrated in gross operating
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surplus. Finally, splitting my sample into two smaller periods for analysis, both pre and post a

large rise in the value and variance of commodity prices, yields interesting results. Pre

mid-2003 there is no meaningful relationship between commodity prices and GDI, while the

relationship post mid-2003 is exceptionally strong.

These findings reveal important relationships for consideration. The clear distinction between

the response of GDI and GDP, especially in the more recent post mid-2003 period suggests

GDI is a crucial yet under-represented macroeconomic metric to study in the Australian

context. In periods where the variance of commodity prices is especially volatile, the choice

to employ GDI when studying the Australian economy is advantageous. For policymakers,

these findings suggest capturing gains to GDI generated by the cycle may yield greater

benefits than those of the trend. Conversely, policy that attempts to mediate the response of

GDI in relation to the trend component of commodity prices is likely to be more effective

than a response to the cycle, given the trend has far more persistence. Perhaps of greatest

utility in regard to policy is understanding where the gains of GDI are concentrated. Knowing

gains to both the trend and cycle component of the commodity price series are concentrated in

gross operating surplus may suggest that something akin to a resource super profits tax would

be beneficial. Such a policy could save the windfall gains to GDI attributed to a rise in

commodity prices. The case for this policy is strong. As stated previously, 86% of Australian

mining operations are foreign-owned. Much of the profit generated without change to either

output or investment is flowing overseas despite the fact that officially, Australians own the

very resources generating these super profits (Department of Industry, Science and Resources,

n.d.). A super profits tax would allow Australians to benefit from the rise in prices by shifting

some of the gains from gross operating surplus to taxes less subsidies on production and

imports. As noted by Dehn (2000), policymakers should responsibly and strategically invest

the windfall in high-return projects post the commodity shock induced boom period. While

discussions on the details of such a policy are far too broad for this thesis, the tax should only

apply to those profits generated above the steady-state level of commodity prices.

The opportunities for further research remain vast. For one, conducting this same research in

future periods of commodity price moderation may yield different results, as suggested by the

comparison between the pre and post mid-2003 samples. Further, employing a

mixed-frequency SVAR to reconcile the monthly ICP data with quarterly GDI and GDP data

could aid in the robustness of the results. Additionally, the inclusion of other price series for
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the sources of income for other industries of importance to Australia could prove useful. By

including these different price series and comparing them to the impact of commodity prices,

it would be possible to gauge the relative importance of commodities on Australia's

prosperity. Moreover, running the same SVARs over a variety of commodity-exporting (such

as Canada and Norway) and non-commodity-exporting countries (such as France and Japan)

could help to further reveal the importance of GDI. By comparing the response of GDI and

GDP to commodity price shocks in these economies alongside a discussion of the terms of

trade, the importance of GDI in commodity-exporting economies may be better understood.

32



References
Aulby, H. (2017). Undermining our democracy: Foreign corporate influence through the

Australian mining lobby. https://australiainstitute.org.au/report/undermining-our-demo

cracy-foreign-corporate-influence-through-the-australian-mining-lobby/

Australian Bureau of Statistics. (2021). Chapter 11 Gross Domestic Product - Income

approach (GDP(I)). https://www.abs.gov.au/statistics/detailed-methodology-informati

on/concepts-sources-methods/australian-system-national-accounts-concepts-sources-a

nd-methods/2020-21/chapter-11-gross-domestic-product-income-approach-gdpi

Baffes, J., & Kabundi, A. (2021). Commodity Price Shocks: Order within Chaos? World Bank

Policy Research Working Paper No. 9792. https://doi.org/10.1596/1813-9450-9792

Canova, F. (2020). FAQ: How do I extract the output gap? Sveriges Riksbank Working Paper

Series No. 386. http://hdl.handle.net/10419/215464

Das, S. (2022, June 14). Here’s why Australia’s reliance on commodities is unhealthy. The

Guardian. https://www.theguardian.com/commentisfree/2022/jun/14/heres-why-austra

lias-reliance-on-commodities-is-unhealthy

Dehn, J. (2000). The Effects on Growth of Commodity Price Uncertainty and Shocks. World

Bank Policy Research Working Paper No. 2455.

https://doi.org/10.1596/1813-9450-2455

Department of Foreign Affairs and Trade. (2021). Trade and Investment at a glance 2021.

https://www.dfat.gov.au/publications/trade-and-investment/trade-and-investment-glan

ce-2021

Department of Industry, Science and Resources. (n.d.). Taxes, royalties and export controls on

minerals and petroleum. https://www.industry.gov.au/mining-oil-and-gas/taxes-royalti

es-and-export-controls-minerals-and-petroleum

Downes, P. M., Hanslow, K., & Tulip, P. (2014). The Effect of the Mining Boom on the

33



Australian Economy. SSRN Electronic Journal. doi:10.2139/ssrn.2701080

Dungey, M., & Pagan, A. (2009). Extending a SVAR Model of the Australian Economy.

Economic Record, 85(268), 1–20. doi:10.1111/j.1475-4932.2008.00525.x

Ge, Y., & Tang, K. (2020). Commodity prices and GDP growth. International Review of

Financial Analysis, 71, 101512. doi:10.1016/j.irfa.2020.101512

Gruen, D. (2011). The macroeconomic and structural implications of a once-in-a-lifetime

boom in the terms of trade. https://treasury.gov.au/speech/the-macroeconomic-and-stru

ctural-implications-of-a-once-in-a-lifetime-boom-in-the-terms-of-trade

Horne, D. (1964). The Lucky Country. Penguin Random House Australia.

Kohli, U. (2004). Real GDP, real domestic income, and terms-of-trade changes. Journal of

International Economics, 62(1), 83–106. https://doi.org/10.1016/j.jinteco.2003.07.002

Kulish, M., & Rees, D. M. (2017). Unprecedented changes in the terms of trade. Journal of

International Economics, 108, 351–367. doi:10.1016/j.jinteco.2017.07.005

Lawson, J., & Rees, D. (2008). A Sectoral Model of the Australian Economy.

https://www.rba.gov.au/publications/rdp/2008/2008-01/sec-aus-economy.html

Macdonald, R. (2010). Real Gross Domestic Income, Relative Prices, and Economic

Performance Across the OECD. Review of Income and Wealth, 56(3), 498–518.

doi:10.1111/j.1475-4991.2010.00399.x

Matthes, C., Lubik, T., & Verona, F. (2019). Assessing U.S. Aggregate Fluctuations Across

Time and Frequencies. Federal Reserve Bank of Richmond Working Papers, 19(06),

1–44. https://doi.org/10.21144/wp19-06

Ouliaris, S., Pagan, A.R., & Restrepo, J. (2018). Quantitative Macroeconomic Modeling with

Structural Vector Autoregressions – An EViews Implementation.

Reserve Bank of Australia. (n.d.). Australia and the Global Economy – The Terms of Trade

Boom. https://www.rba.gov.au/education/resources/explainers/australia-and-the-global

34



-economy.html

Reserve Bank of Australia. (2005). COMMODITY PRICES AND THE TERMS OF

TRADE. https://www.rba.gov.au/publications/bulletin/2005/apr/pdf/bu-0405-1.pdf

Reserve Bank of Australia. (2013). Changes to the RBA Index of Commodity Prices: 2013.

https://www.rba.gov.au/publications/bulletin/2013/mar/3.html

Reserve Bank of Australia. (2022). Weights for the Index of Commodity Prices.

https://www.rba.gov.au/statistics/frequency/commodity-prices/2022/weights-icp-2022

0401.html

35



Appendix
A.1 Data Sources

Data Reference Series ID Frequency Sample Period

Index of
Commodity Prices

Reserve Bank of Australia. (2022).
Commodity Prices - I2 (April 2022) [Data
set].
https://www rba.gov.au/statistics/frequenc
y/commodity-prices/2022/

GRCPAIAD Monthly 1982:M7 - 2022:M4

US Gross
Domestic Product

Federal Reserve Economic Data. (2022).
Real Gross Domestic Product (October
2022) [Data set].
https://fred.stlouisfed.org/series/GDPC1

GDPC1 Quarterly 1947:Q1 - 2022:Q2

Australian Gross
Domestic Income

Australian Bureau of Statistics. (2021).
Australian National Accounts: National
Income, Expenditure and Product
(December 2021) [Data set].
https://www.abs.gov.au/statistics/economy
/national-accounts/australian-national-acco
unts-national-income-expenditure-and-pro
duct/dec-2021

A2304410X Quarterly 1959:Q4 - 2021:Q4

Australian Gross
Domestic Product

Australian Bureau of Statistics. (2021).
Australian National Accounts: National
Income, Expenditure and Product. Table 1.
Key National Accounts Aggregates
(December 2021) [Data set].
https://www.abs.gov.au/statistics/economy
/national-accounts/australian-national-acco
unts-national-income-expenditure-and-pro
duct/dec-2021

A2304402X Quarterly 1959:Q4 - 2021:Q4

Australian
Compensation of
Employees

Australian Bureau of Statistics. (2021).
5206.0 Australian National Accounts:
National Income, Expenditure and
Product. Table 11. National Income
Account, Current prices (December 2021)
[Data set].
https://www.abs.gov.au/statistics/economy
/national-accounts/australian-national-acco
unts-national-income-expenditure-and-pro
duct/dec-2021

A2303359K Quarterly 1959:Q4 - 2021:Q4

Australian Gross
Operating Surplus

Australian Bureau of Statistics. (2021).
5206.0 Australian National Accounts:
National Income, Expenditure and
Product. Table 11. National Income
Account, Current prices (December 2021)
[Data set].
https://www.abs.gov.au/statistics/economy
/national-accounts/australian-national-acco
unts-national-income-expenditure-and-pro
duct/dec-2021

A2303375K Quarterly 1959:Q4 - 2021:Q4

Australian Gross
Mixed Income

Australian Bureau of Statistics. (2021).
5206.0 Australian National Accounts:
National Income, Expenditure and
Product. Table 11. National Income
Account, Current prices (December 2021)
[Data set].

A2303377R Quarterly 1959:Q4 - 2021:Q4
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https://www.abs.gov.au/statistics/economy
/national-accounts/australian-national-acco
unts-national-income-expenditure-and-pro
duct/dec-2021

Australian Taxes
Less Subsidies on
Production and
Imports

Australian Bureau of Statistics. (2021).
5206.0 Australian National Accounts:
National Income, Expenditure and
Product. Table 11. National Income
Account, Current prices (December 2021)
[Data set].
https://www.abs.gov.au/statistics/economy
/national-accounts/australian-national-acco
unts-national-income-expenditure-and-pro
duct/dec-2021

A2302831K Quarterly 1959:Q4 - 2021:Q4

Chain Price Index Australian Bureau of Statistics. (2022).
5206.0 Australian National Accounts:
National Income, Expenditure and
Product. Table 4. Expenditure on Gross
Domestic Product (GDP), Chain price
indexes (March 2022) [Data set].
https://www.abs.gov.au/statistics/economy
/national-accounts/australian-national-acco
unts-national-income-expenditure-and-pro
duct/mar-2022

A2303862V Quarterly 1985:Q3 - 2022:Q1
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A.2 Models

SVAR 1 & 2

With restriction matrices:

And where:

In which is the commodity price series, d is global demand, g is GDI, and y is GDP.κ

SVAR 3

With restriction matrices:

And where:
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In which e is the compensation of employees, s is gross operating surplus, m is gross mixed

income, and t is taxes less subsidies of production and imports.

As a robustness check, I re-run the SVAR and specify the component elements of GDI as

having no contemporaneous relationship. Where:

SVAR 4, 5, 7, 8, 10 & 11

With restriction matrices:

And where:
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In which is the trend component of the commodity price series, and c is the cycleτ

component.

SVAR 6, 9 & 12

With restriction matrices:

And where:

Again, I re-run these SVARs and specify the component elements of GDI as having no

contemporaneous relationship. Where:
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A.3 Full IRFs

SVAR 1

42



SVAR 2

SVAR 3
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SVAR 4

SVAR 5
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SVAR 6

SVAR 7
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SVAR 8

SVAR 9
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SVAR 10

SVAR 11
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SVAR 12
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A.4 10 Period Variance Decomposition

Variance Decomposition of GDI growth for

SVAR 1:

Variance Decomposition of GDP growth for

SVAR 2:

Variance Decomposition of the growth of the component elements of GDI for SVAR 3:
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Variance Decomposition of GDI growth for

SVAR 4:

Variance Decomposition of GDP growth for

SVAR 5:

Variance Decomposition of the growth of the component elements of GDI for SVAR 6:

51



Variance Decomposition of GDI growth for

SVAR 7:

Variance Decomposition of GDP growth for

SVAR 8:
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Variance Decomposition of the growth of the component elements of GDI for SVAR 9:
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Variance Decomposition of GDI growth for

SVAR 10:

Variance Decomposition of GDP growth for

SVAR 11:

Variance Decomposition of the growth of the component elements of GDI for SVAR 12
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A.5 Robustness Checks

SVAR 1

US ordered first: GDI ordered first:

1 lag: 4 lags:
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SVAR 2

US ordered first: GDP ordered first:

1 lag: 4 lags:

SVAR 3

US ordered first: Components ordered first:
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1 lag: 4 lags:

SVAR 4

Cycle component ordered first: GDI ordered first:

1 lag: 4 lags:
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SVAR 5

Cycle component ordered first: GDP ordered first:

1 lag: 4 lags:

SVAR 6

Cycle component ordered first: Components ordered first:
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1 lag: 4 lags:

SVAR 7

Cycle component ordered first: GDI ordered first:

1 lag: 4 lags:
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SVAR 8

Cycle component ordered first: GDP ordered first:

1 lag: 4 lags:

SVAR 9

Cycle component ordered first: Components ordered first:
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1 lag: 4 lags:

SVAR 10

Cycle component ordered first: GDI ordered first:

1 lag: 4 lags:

SVAR 11
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Cycle component ordered first: GDP ordered first:

1 lag: 4 lags:

SVAR 12

Cycle component ordered first: Components ordered first:

1 lag: 4 lags:
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Over-Identification

SVAR 3 SVAR 6

SVAR 9 SVAR 12
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