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Abstract 

 

Research background: In a modern economy, full of complexities, ensuring a business' financial 
stability, and increasing its financial performance and competitiveness, has become especially 
difficult. Then, monitoring the company's financial situation and predicting its future develop-
ment becomes important. Assessing the financial health of business entities using various models 
is an important area in not only scientific research, but also business practice.  
Purpose of the article: This study aims to predict the bankruptcy of companies in the engineer-
ing and automotive industries of the Slovak Republic using a multilayer neural network and 
logistic regression. Importantly, we develop a novel an early warning model for the Slovak engi-
neering and automotive industries, which can be applied in countries with undeveloped capital 
markets. 
Methods: Data on the financial ratios of 2,384 companies were used. We used a logistic regres-
sion to analyse the data for the year 2019 and designed a logistic model. Meanwhile, the data for 
the years 2018 and 2019 were analysed using the neural network. In the prediction model, we 
analysed the predictive performance of several combinations of factors based on the industry 
sector, use of the scaling technique, activation function, and ratio of the sample distribution to the 
test and training parts.  
Findings & value added: The financial indicators ROS, QR, NWC/A, and PC/S reduce the 
likelihood of bankruptcy. Regarding the value of this work, we constructed an optimal network 
for the automotive and engineering industries using nine financial indicators on the input layer in 
combination with one hidden layer. Moreover, we developed a novel prediction model for bank-
ruptcy using six of these indicators. Almost all sampled industries are privatised, and most com-
panies are foreign owned. Hence, international companies as well as researchers can apply our 
models to understand their financial health and sustainability. Moreover, they can conduct com-
parative analyses of their own model with ours to reveal areas of model improvements. 

 

 

Introduction  

 

In an increasingly dynamic and complex world, ensuring a business' finan-
cial stability and sustainability has become ever more so difficult. To 
measure firms' economic sustainability in this turbulent world, researchers 
need to connect traditional and modern metrics, and create multidimension-
al models. Indeed, several key financial indicators for firm survival and 
sustainability have been recently identified through the application of 
mathematical and statistical tools (Kral et al., 2018).  

Crucially, estimating a risky company or its probability of bankruptcy is 
always very important not only for creditors but also for the managers or 
owners themselves. Using this information, the latter can then undertake 
necessary interventions to prevent bankruptcy (Wang, 2019). Understand-
ing financial risk is also very important for investors' decisions (Yousaf & 
Bris, 2021). Stehel et al. (2021) noted that this is especially important for 
SMEs, since they face even more financial obstacles (Civelek et al., 2020a; 
Civelek et al., 2021; Derindag et al., 2021; Kljucnikov et al., 2021). This 
makes them more vulnerable to (Belas et al., 2020; Metzker et al., 2021) 
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and have a greater likelihood of bankruptcy than larger businesses (Khan et 

al., 2020; Psarska et al., 2019).  
Vochozka et al. (2020) observed that financial distress is affected by 

numerous internal and external factors. Then, examining the relationship 
between these factors and potential insolvency leading to bankruptcy is 
quite relevant. Bankruptcy models that can help identify these conditions as 
accurately as possible become very important (Krulicky et al., 2020). These 
bankruptcy models can provide warning signals of impending danger and 
allow early intervention, and can help lenders estimate potential risks (Ho-
rak et al., 2020a). 

Many statistical estimation methods have been developed and used for 
this, especially for understanding financial risk. One such method is dis-
criminant analysis, which allows the variables to differ from known groups 
of statistical units in the file and helps formulate classification rules. The 
aim of discriminant analysis is to design a discriminant function as a linear 
combination of various discriminatory variables. Multidimensional discri-
minant analysis functions include Indexes IN, Altman's model, Springate's 
model, Taffler's model, Fulmer's model, Chrastinova's Ch-index, and 
Gurcik's G index (Kliestik et al., 2018).  

The categorical dependent variables, logistic regression has been used 
(Svabova et al., 2020) in many studies across various disciplines (Kljucni-
kov et al., 2020a; Kljucnikov et al., 2020b), including in bankruptcy pre-
dictions (Civelek et al., 2020b). However, as non-linear models for bank-
ruptcy estimation, logit and probit models have some limitations, including 
the restriction of the outcome by bias of the regression function, sensitivity 
to exceptions in bankruptcy, and implicit Gaussian distribution in most 
conclusions (Neves & Vieira, 2006). With technological advancements and 
improvements in computing performance, artificial intelligence has helped 
in designing new prediction models or improved the precision of existing 
models. For instance, an artificial neural network (ANN) is considered 
a good instrument for bankruptcy prediction.  

Several studies have examined bankruptcy in the context of the Slovak 
economy. Valaskova et al. (2020) demonstrated the predictive ability of 
bankruptcy models for the agricultural sector. Noga and Adamowicz (2021) 
constructed a bankruptcy model for the wood sector. To analyse the finan-
cial failure of Slovak heat management companies, Stefko et al. (2020, 
2021) used multidimensional scaling (MDS), principal component analysis 
(PCA), and data envelopment analysis (DEA). Kolkova and Kljucnikov 
(2021) used many statistical methods, such as neural networks, hybrid 
models, and technical analysis. To validate profit scoring models with tra-
ditional credit scoring models, Lyocsa et al. (2022) used several statistical 
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methods such as logistic and linear regression, lasso, ridge, elastic net, ran-
dom forest, and neural networks. 

This study aims to predict the bankruptcy of companies in the engineer-
ing and automotive industries of the Slovak Republic using a multilayer 
neural network and logistic regression. The Slovak Republic has a strong 
industrial tradition and long-term focus on technical skills. According to the 
European Union statistics, the Slovak Republic is one of the most indus-
trialised countries in Europe. The country's engineering industry is one of 
the main drivers of the Slovak economy and has a strong historical back-
ground and stable position in the Slovak industry. Similarly, the automotive 
industry has a strong tradition and is the most important driving force of the 
Slovak economy.  

Our aim is to construct appropriate models to evaluate the financial situ-
ation in selected branches of the industries. Assessing the financial health 
of business entities using various models is an important area not only in 
scientific research, but also in the practice of business entities. The biggest 
problems in constructing these models arise while choosing suitable indica-
tors and methods for measuring, evaluating, and managing the financial 
situation of business entities. Universal models are often not suitable, be-
cause they are created for specific conditions of a given economy in a given 
period. The benefit and originality of this study is the construction of 
a novel early warning model for the Slovak engineering and automotive 
industries. These models will significantly enrich econometric models of 
financial management. Furthermore, our work is particularly important and 
can be applied to other geographies as well. Specifically, the Slovak Re-
public is one of the most industrialised countries in Europe and is the world 
leader in car production per 1,000 inhabitants. Almost the entire industries 
are privatised, and most companies are foreign-owned. Therefore, interna-
tional companies can apply our created models for understanding their fi-
nancial health and sustainability, and even compare them with their own 
models to identify the areas of improvement. Finally, our models are par-
ticularly applicable in countries with underdeveloped capital markets. 

The remainder of this work proceeds as follows. The literature review 
offers a theoretical basis for logistic regression and neural networks, and an 
overview of studies which use these methods in which logistic regression 
and neural networks were used. The research sample and methods are de-
scribed in the research methodology section. The last part of the article 
contains the results, discussion, and conclusions. 
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Literature review  

 

The enormous consequences of financial failure for creditors, investors, and 
employees are why bankruptcy prediction has become significant in the last 
30 years. For instance, the high cost of bankruptcy, with direct and indirect 
cost estimates ranging 11–17%, is one of the reasons for the increased in-
terest in forecasting (Garcia, 2022). According to a European Commission 
study, half of the EU companies do not survive their first 5 years and 15% 
become bankrupt. With globalization and the stresses caused by the 
COVID-19 pandemic, it is appropriate to focus not on whether to use bank-
ruptcy prediction, but on how to increase their accuracy and efficiency 
(Kitowski, 2022). An accurate prediction can reduce analysis costs and 
increase the debt-collection rate (Korol, 2019). A common feature of most 
models is a short-term horizon, with the standard forecasts being for 1–3 
years. Bankruptcy itself is the result of several causes that lead to insolven-
cy. Furthermore, owing to the impact of globalization and the dynamically 
changing business environment, we need to constantly update prediction 
models and increase their accuracy and efficiency. Finally, prediction of 
future development requires an expansion of the range of mathematical and 
statistical methods because several methods to clarify a company's financial 
health. 

Logistic regression analysis is one of the basic methods for estimating 
enterprise failure. Models based on logistic regression assume a log proba-
bility distribution. In our context, the estimated result is the value of the 
probability of bankruptcy in the range of 0 to 1. Its advantage over discri-
minant analysis is that logistic regression does not require the fulfilment of 
certain assumptions, such as normality of financial indicators (normal dis-
tribution of independent variables) and homogeneity of variance-covariance 
matrices (Jencova et al., 2020). 

Several studies have used logistic regression. Tseng and Lin (2005) ap-
plied a quadratic interval logit model to forecast corporate distress in the 
UK. Marcinkevicius and Kanapickiene (2014) applied logistic regression in 
the context of the Lithuanian construction industry. Jabeur (2017) devel-
oped a logistic model for French companies using 33 financial ratios. Chen 
et al. (2021) predicted bankruptcy in Taiwan's electronics industry based on 
data from 2000 to 2019. Out of the 22 financial indicators used, the authors 
found that three affect corporate bankruptcy the most: liquidity ratio, debt 
ratio, and fixed assets turnover ratio. Shetty and Vincent (2021) examined 
the bankruptcy of 164 companies in the Indian industrial sector, using fi-
nancial and non-financial indicators in a logistic model. Sousa et al. (2022) 
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constructed a model based on logistic regression combined with PCA on 
a sample of Portuguese construction companies from 2009 to 2019. 

Hurtosova (2009) and Gulka (2016) used logistic regression to predict 
the bankruptcy of companies in the Slovak Republic. Mihalovic (2016) 
compared the predictions of discriminant analysis and logistic regression in 
a sample of 236 Slovak firms. The authors found that the most significant 
predictors were net income to total assets, current ratio, and current liabili-
ties to total assets. Horvathova and Mokrisova (2020) compared logistic 
regression with DEA on a sample of 343 companies operating in the heat 
supply industry. Peat and Jones (2012) compared logistic regression with 
neural networks in a sample of Australian businesses between 2000 and 
2002. Youn and Gu (2010) also used logistic regression and ANNs to pre-
dict the failure of US restaurant firms. Brozyna et al. (2016) compared pre-
dictions from classification and regression analyses, logistic regression, and 
multilayer perceptron (MLP) in the Slovak Republic and Poland using 
a sample of 47 transport companies. Other authors include Salehi and 
Mousavi Shiri (2016), Ayadi et al. (2017), Obradovic et al. (2018), and 
Rahman et al. (2021).  

Kalinova (2021) saw that the current economic system often shows in-
stability and is changing dynamically. Therefore, it is important to look for 
new procedures and models for estimating the financial and economic con-
ditions of businesses and their future prospects. Classical prediction meth-
ods are often insufficient mainly because of the lack of useful information 
in historical data, which arises from the dynamics of the economic system. 
The authors found the use of ANN-based prediction procedures to be better 
owing to their nonlinearity and ability to recognise complex relationships 
between indicators. 

Although classical prediction models are still used and justified, the es-
timate made by the artificial intelligence model may act as an indication of 
high potential risk, and thus, initiate a more detailed analysis to confirm the 
adequacy of the suspicion of financial and economic problems (Horak et 

al., 2020b). 
ANNs refer to as a black box because it is impossible to know in detail 

the internal structure of the system (Privara & Rievajova, 2021; Stefancik 
et al., 2021). However, neural networks can reveal non-linear relationships 
in data and learn (Fitriyaningsih et al., 2018; Grumstrup et al., 2021; Sahoo 
& Pradhan, 2021). Moreover, neural network models exhibit non-linear 
nonparametric properties. The advantage of neural networks is that they do 
not require the fulfilment of assumptions such as linearity, normal distribu-
tion, or independence of variables. They transform inputs into desired out-
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puts by adjusting the weights of the signals between neurons (Jencova et 

al., 2020).  
There are two basic types of neural networks: feed-forward (FF) neural 

networks, which spread signals in only one direction, and recurrent neural 
networks, which have synapses oriented in different directions (Kabir, 
2021; Privara & Rievajova, 2021).  

'Backpropagation' neural networks are the most relevant form of neural 
network in financial management (Wang & Zha, 2019). This model is 
a type of multilayer neural network that typically consists of three layers: 
input, output layer, and hidden layers. The nodes of different layers, but not 
of the same layer, are connected (Horvathova et al., 2021).  

Kimoto et al. (1990) use neural networks to predict the Tokyo Stock 
Exchange Index. Tam (1991) believed that neural networks are a competi-
tive tool for assessing the financial situation of banks.  

O´Leary (1998) analysed the results of 15 studies that used ANN to pre-
dict bankruptcy (most of which are back-propagated (BP) or 'Generalized 
Adaptive NN Algorithm' [GANNA]). One of the most important problems 
of such an analysis is the diversity of the input data for prediction, besides 
the different models and network settings. The authors found that individu-
al studies compared ANN with discriminant analysis, logistic regression, 
and heuristic models. The results are not unambiguous: some show approx-
imately the same accuracy of the ANN prediction as the compared classical 
model, while some found significantly higher success rate in the ANN. In-
terestingly, no study showed a statistically significant higher accuracy of 
the classical model compared to ANN or excluded its use for prediction.  

Nachev et al. (2010) used a neural network to predict the bankruptcy of 
129 firms using five financial indicators: working capital/total assets, re-
tained earnings/total assets, earnings before interest and taxes (EBIT) to 
total assets, market value of equity/book value of total debt, and sales/total 
assets. Iturriaga and Sanz (2015) developed a neural network to predict the 
bankruptcy of US banks between 2002 and 2012. Dube et al. (2021) used 
ANN to develop prediction models for financial services and manufacturing 
companies listed on the Johannesburg Stock Exchange for the period 2000–
2019. Abid et al. (2022) used neural networks combined with 30 financial 
ratios to predict bankruptcy for 856 French companies from the industrial 
sector. Other authors who deal with bankruptcy prediction using a neural 
network include Tsai and Wu (2008), Tsai (2009), Salehi and Davoudi Pour 
(2016), Chung et al. (2016), and Kim et al. (2018).  

Charambous et al. (2000) compared logistic regression with BP ANN on 
a sample of 139 US companies. Hsieh et al. (2006) and Horvathova et al. 
(2021) compared neural networks with multivariate discriminant analysis. 
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Tinoco and Wilson (2013) compared neural networks with Altman's origi-
nal Z-score specification on a sample of 23,218 companies during 1980–
2011. Kasgari et al. (2013) compared MLP and probit analysis using 
a sample of 136 Iranian corporations. Papana and Spiridou (2020) com-
pared four approaches of predicting financial bankruptcy in Greece: discri-
minant analysis, logit, decision trees, and neural networks. Kim (2011) 
conducted an interesting study comparing multivariate discriminant analy-
sis (MDA), logit, support vector machine (SVM) and ANN in the context of 
the hotel business, and demonstrated the superiority of artificial intelli-
gence.  

Deep learning-based models are being developed as well. Because deep 
learning is useful for image recognition, the authors represented a set of 
financial ratios as a grayscale image and then used it for training CNN. 
However, the disadvantage of this method was the unknown impact of each 
ratio on the prediction. Jardin (2018) proposed a model that relied on the 
estimation of failure patterns quantified using ensembles of Kohonen maps, 
which was found to be efficient than single-based models. Korol and Foti-
adis (2022) developed several forecasting models for evaluating Polish and 
Taiwanese consumers' financial standing using fuzzy logic (FL), ANN, and 

GA-ANN. The authors demonstrated the high effectiveness and low-cost 
errors of FL over ANN and GA-ANN. According to Garcia (2022), non-
linear-based machine learning models fit better than traditional techniques; 
however, they are still considered as 'black box' technologies. 

However, Chen (2021) noted the lack of research on effective prediction 
models for specific industries in the context of a specific country. The au-
thor conducted a comparative study and proposed a suitable hybrid model 
for addressing financial bankruptcy in Taiwan. Many models have prob-
lems in the selection of financial indicators for prediction. Some indicators 
with high prediction potential are omitted because they have a non-linear 
relationship with the probability of bankruptcy. Shirata (1998) tried to solve 
this problem through the statistical selection of indicators. Takata et al. 
(2015) used the adaboost system. Ptak-Chmielewska (2019) also demon-
strated that non-financial factors are important in predicting small enter-
prise success or failure, and that more advanced, complicated models are 
not necessary because simple models are as effective as more complex 
ones.  

Importantly, bankruptcy rates are not high, and there is a problem with 
the data distribution. Garcia (2022) indicated that it is difficult to extract 
signal from imbalanced data to understand the effects of independent varia-
bles on the dependent variable. Thus, the bankruptcy prediction has a typi-
cal problem of unbalanced data classification. This imbalance can interfere 
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with a performance of machine learning. Several attempts have been made 
and methods developed to reduce imbalance, such as algorithm-level modi-
fication, data pre-processing with changing the size of the dataset (over-
sampling or undersampling), and hybrid systems (Wang & Liu, 2021). An 
approach using oversampling (SMOTE, or a combination of SMOTE and 
under-sampling) can improve the accuracy of classifiers for minority clas-
ses (Arafat et al., 2017; Tumpach, 2020; Garcia, 2022). In addition, ensem-
ble methods can be used to improve the accuracy of ANN using bagging 
and boosting algorithms (Kim & Kang, 2010).  
 

 

Research methods 

 
Research sample 

 

The Slovak Republic has a strong industrial tradition and long-term focus 
on technical skills. The country is one of the most industrialised countries 
in Europe. The automotive industry dominates the country's industrial base, 
and is closely linked to engineering and electrical industries. Overall, in-
dustrial production is a key element for ensuring Slovakia's economic 
growth. 

The research sample consists of a set of 2,384 non-financial corpora-
tions in the Slovak engineering (SK NACE 28 [Manufacture of machinery 
and equipment], 30 [Manufacture of other transport equipment], and 33 
[Repair and installation of machinery and equipment]) and automotive in-
dustries (SK NACE 29 [Manufacture of motor vehicles, trailers, and semi-
trailers]) for the period 2018–2019. Owing to the nature of production, part 
of the group of SK NACE 25 belongs more to the metallurgical industry 
and is excluded. In the engineering and automotive industries, the sample 
consists of 2,070 and 314 non-financial corporations, respectively.   

The engineering industry is one of the main drivers of the Slovak econ-
omy, and has a strong historical background and stable position in the Slo-
vak industry. The automotive industry in Slovakia has a strong tradition 
and is the most important driving force of the Slovak economy. The Slovak 
Republic is one of the 20 largest car producers in the world, with an annual 
production of more than 1 million vehicles. There are currently four estab-
lished carmakers in Slovakia: Volkswagen Slovakia, PSA Group, Kia Mo-
tors Slovakia, and Jaguar Land Rover. The country is the world leader in 
car production per 1,000 inhabitants. In 2020, Slovakia produced 229 cars 
per 1,000 inhabitants, while it was 126 in the Czech Republic, 12 in Poland, 
62 in Germany, 44 in Hungary, 23 in Belgium  and  England,  49  in  Spain,  
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and 101 in Slovenia. There are more than 350 suppliers in the Slovak au-
tomotive industry (SARIO, 2021a, 2021b).  

 
Methods 

 

Neural networks 
 

ANN is a mathematical structure implemented using software or hard-
ware. It can process incomplete data and produce approximate results 
(Pozorska & Scherer, 2018). The basic element of an ANN is a neuron. The 
principle of a neuron is to obtain signals from an environment or other neu-
rons, combine them in some way, make a non-linear operation (activation 
function), and produce the result on its output: 
 

� = ��∑ ���	 ⋅ ���    (1) 
 

where:  
y  an output,  
xi  inputs,  
wi  synaptic weights,  
f  an activation function.  
 

The most popular ANN structure is MLP with FF connections (no recur-
rent loop) and BP learning systems. BP is part of the process in which the 
neuron weights are adapted according to the current output error signal. 
This process continues iteratively and makes the network 'learn' what is the 
response for actual inputs. This algorithm propagates the error toward the 
network input, where the error in some layers is defined as the sum of the 
errors in the next layer of neurons with corresponding weights. The activa-
tion function converts the inputs to a specific output depending on the type 
of network (or activation function used). These functions can vary from 
linear to non-linear. The most common transfer functions are step, thresh-
old, sigmoid, htan, and RBF (Figure 1). The learning process consists of 
adjusting weights to minimise the error in the associated known input-
output pairs (training data set): 
 

          �� = ��´ + ���                                (2) 
 
where new weights (wij) are the sum of the old weight (wij´) and new delta 
(���) (referred to as the generalized delta  rule).  The  new  delta  (���)  is  
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proportional to the negative change in the sum of squared errors (����) 
with respect to the change in weights (���): 

 
   ∆�� ∝ − ����

����
                                 (3) 

 
ANNs can quickly adapt to changes because they are very flexible, re-

sistant to chaotic information, and can use quantitative or qualitative data. 
They also have some limitations, such as long-term learning process, diffi-
cult weight selection, and need to select explanatory variables before creat-
ing the model (Ptak-Chmielewska, 2019). The number of neurons affects 
learning speed. Too many neurons require more time and increase the com-
plexity of the system. In contrast, a small number of neurons can cause the 
network to be quickly over-fitted and cause generalized knowledge to be 
lost. To verify the correctness of the design, it is necessary to test the net-
work on a sample of data that has not been used during training; that is, 
dividing the dataset into training and testing datasets. The number of hid-
den layers also affects the performance. This number increases with the 
difficulty level of the problem. Bankruptcy prediction is a relatively simple 
problem for ANNs, and most studies consider one to two hidden layers to 
be sufficient. 

We used IBM SPSS Statistics, which includes neural networks (MLP) 
for our prediction problem. For the calculation, we used the financial ratios 
of non-financial corporations in the engineering and automotive industries. 
Financial ratios were calculated based on absolute indicators from the fi-
nancial statements of non-financial corporations, which were accessed from 
the Register of Financial Statements of the Slovak Republic.  

The choice of financial indicators is crucial for the results; therefore, we 
followed the literature on prediction of corporate failure. Fitzpatrik (1932) 
found that the ratios equity/liabilities and return on equity (ROE) are the 
most important in predicting the financial situation of a company. Accord-
ing to Smith and Winakor (1935), the ratio working capital to assets is the 
best indicator. Other financial indicators that influence bankruptcy are fi-
nancial leverage, interest coverage, gross profit margin, inventory turnover, 
and cash ratio (Jakubik & Teply, 2011). According to Valecky and Slivko-
va (2012), return on assets (ROA), return on sales (ROS), cash ratio, quick 
ratio, total indebtedness, and added value to sales ratio affect bankruptcy. 
Harumova and Janisova (2014) included earnings before interest, taxes, 
depreciation, and amortization (EBITDA) to sales ratio, accounts payable 
turnover ratio, total assets turnover ratio, liabilities to cash flow ratio, and 
the overall liquidity ratio as important indicators. Slavicek and Kubenka 
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(2016) found that ROA, inventory turnover, current liquidity, and total in-
debtedness are financial indicators that influence bankruptcy. Kovacova 
and Kliestik (2017) found that eight variables influence bankruptcy: net 
return on total income, current ratio, net working capital ratio, retained 
earnings to total assets ratio, total debt to total assets ratio, current debt to 
total assets ratio, equity to assets ratio, and current assets to total income 
ratio. 

We chose the following nine financial indicators as inputs for ANN pre-
diction model:  
 
�� – Total Indebtedness (TI) =  �� !" $%& �� !" '((% (⁄  
�* – Financial Leverage �FL� = �� !" '((% ( �789 �⁄  
�: – Return on Sales �ROS� = 
�!BC9CD( &%��B% 9C %B%(  !CE  !�%(��FG�� �!"%(⁄  
�H – Return on Equity �ROE� = �!BC9CD( !� %B  !�%(��'�� �789 �⁄  
�L – Return on Investments �ROI� = 
�!BC9CD( !� %B  !�%(��'�� �� !" O!P9 !"⁄  
�Q – Share of Value Added in Sales �VA / S� 
�X – Turnover of Assets �TA� = �!"%( �� !" '((% (⁄  
�Z – Net Working Capital to Assets ratio �NWC / A� 
�` – Quick Ratio �QR� = 
�O8BB%C  '((% ( − GCb%C �B�� O8BB%C  c9!&9"9 9%(⁄  
 

Table 1 presents the descriptive statistics of these variables in our re-
search sample. The dataset was also split into several subsets (engineering 
industry without automotive, automotive industry, and both together), and 
each was used with both scaling techniques (standardisation and normalisa-
tion) for comparison. The datasets for training and testing samples were 
divided with ratios of 80:20, 70:30, and 60:40. The transfer and activation 
functions were set to sigmoid, hyperbolic tangent, and a combination of 
hyperbolic tangent and sigmoid functions. Extreme values in each subset 
were removed using the inter-quartile method. In 2018, after modifying the 
database, 164 and 1,183 enterprises in the automotive and engineering in-
dustries, respectively, were included in the analysis. In 2019, after modify-
ing the database, 170 and 1,236 enterprises in the automotive and engineer-
ing industries, respectively, were included in the analysis. 

The neural networks were assembled with one hidden layer (five hidden 
nodes). The output of the neural network provided information on whether 
the company was bankrupt (1) or not (0). Act no. 7/2005 Coll. on Bank-
ruptcy and Restructuring defines bankruptcy and expresses it as the equity 
to debt ratio. Act no. 513/1991 Coll. Commercial Code establishes the min-
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imum value of the ratio for each year.  In  2018  and  2019, this   value  was  
0.08. That is, if this ratio was less than 8%, the enterprise defaulted and 
a value of one was assigned, and zero otherwise.  
 
Scaling techniques 

 
Scaling is a pre-processing step which generally moves the centre of the 

coordinate system, and lengthens or shortens the scale on the axes. It is 
important for comparing measurements with different units, and is consid-
ered a requirement for machine learning algorithms. Importantly, it signifi-
cantly affects the machine-learning performance. 

Standardisation means eliminating the dependence on units and position 
parameters. It re-scales data to obtain a mean of 0 with a standard deviation 
of 1, and it not impacted by outliers because of the range of transformation 
is not defined. The standardised value �� of matrix d × f (N = number of 
cases and M = number of financial indicators) can be expressed as follow: 
 

  �� = g��–h�
i�

,                            (4) 

 

j = �
k ∑ ��k�l� ,     (5) 

 

m = n �
ko� ∑ p�� − jq*k�l� ,                            (6) 

 
where:  
��   an original value of case i and indicator j, 
j   a mean value across all cases of indicator j, and 
m   a standard deviation across all cases of indicator j. 
 

The normalisation scaling technique re-scales the data into a fixed range 
(usually {0,1}). This results in smaller standard deviations, while suppress-
ing the effect of outliers. The normalised value �� of matrix d × f (N = 
number of cases and M = number of financial indicators) can be expressed 
as follows: 
 

                        �� = g��–r���
rsg�or���

,                              (7) 

where:  
��   an original value of case i and indicator j, 
t9C  a minimum case value of indicator j,  
t!�   a maximum case value of indicator j. 
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Inter-quartile method 

 
An outlier can be considered as an inconsistent observation in the da-

taset. This observation may not even be from the same statistical distribu-
tion as the rest. One of the commonly used methods for detecting outliers is 
the inter-quartile range (principle of boxplots). The lower quartile (Q1) 
represents the 25th percentile and the upper quartile (Q3) is the 75th percen-
tile. The inter-quartile range (Q3 – Q1) produces 50% of most represented 
data (the middle 50% of a distribution). The deviated observation must be 
at the end of the distribution. The boundaries are set at a fixed distance 
from this range. The information contained in the values outside the bound-
aries is extreme and creates suspicion of an abnormality. We considered the 
boundary as three times the inter-quartile range, and observations outside 
these boundaries were removed.  
 

Logistic regression  

 

Logistic regression is used to model the unilateral dependence between 
variables when the dependent variable is not continuous but discrete (cate-
gorical). Independent variables can be continuous, discrete, or categorical 
(Jencova et al., 2020).  

Here, the logit-score lies between zero and one, which indicates the 
probability of a company’s bankruptcy. Logistic models are extremely sen-
sitive to the problem of multiple regression; therefore, it is necessary to 
avoid the inclusion of highly dependent variables.  

To use a logistic regression, the dependent variable was transformed 
into a continuous value by calculating the logarithm of the odds ratio: 
 

"�D9 �P� = "C uv�wl�|y�
v�wl	|y�z = "C u v

�ovz                 (8) 

 
By logit transformation we go from non-linear to linear dependence, and 

the equation of the logarithmic model has the following form: 
 

"C u v
�ovz = "C{P�|}~|�g�~|�g�~...~|�g��� = �	 + ���� + �*�*+. . . +����    (9) 

 
The logistic function takes the form of an exponential function:  
 

P = ��}�����������...�����
�~��}�����������...����� = �

�~��p�}�����������...�����q = ��
�o�� = �

�~���  (10) 
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where β is the vector of the estimated parameters and xi is the individual 
input value. Estimates of the logistic model parameters were obtained using 
non-linear maximum likelihood estimation. 

After adjusting the input database, 1,525 and 295 non-financial corpora-
tions in the engineering and automotive industries, respectively, were used 
for the analysis for 2019. We used the following financial ratios: 
 
indicators of profitability: 

Return on Assets (ROA) =  

�!BC9CD( &%��B% 9C %B%(  !CE  !�%( ��FG�� �� !" '((% (⁄   

Return on Sales (ROS) = 

 �!BC9CD( &%��B% 9C %B%(  !CE  !�%(��FG�� �!"%(⁄  

Return on Investments (ROI) =  

�!BC9CD( !� %B  !�%(��'�� �� !" O!P9 !"⁄   

Return on Equity (ROE) = �!BC9CD( !� %B  !�%(��'�� �789 �⁄  

 
indicators of activity:  

Turnover of Assets (TA) = �!"%( �� !" '((% (⁄   

Turnover of Current Assets (TCA) = �!"%( O8BB%C  '((% (⁄  

Inventory Turnover (IT) = �!"%( GCb%C �B�⁄  

Receivables Turnover (RT) = �!"%( �%�%9b!&"%(⁄  
 
indicators of indebtedness: 

Total Indebtedness (TI) = �� !" $%& �� !" '((% (⁄  

Financial Leverage (FL) = �� !" '((% ( �789 �⁄  

Debt-Equity Ratio (DER) = �� !" $%& �789 �⁄  

 
indicators of liquidity:  

Quick Ratio (QR) = �O8BB%C  '((% ( − GCb%C �B�� O8BB%C  c9!&9"9 9%(⁄   

Current Ratio (CR) = O8BB%C  '((% ( O8BB%C  c9!&9"9 9%(⁄   

Net Working Capital to Assets ratio (NWC/A)  

 
indicators of cost effectiveness:  
Cost/sales (C/S) 

Personnel costs/sales (PC/S) 

  
indicators of productivity:  
Share of value added in sales (VA/S)  
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The dependent (binary) variable was defined as before: If the equity to 
liabilities ratio was less than 0.08, the company was considered to have 
defaulted and the bankruptcy variable equalled one, and zero otherwise. 

The data were processed using the open-source Gretl software. 
  
 
Results 

 

Neural network 

 

We use the indicators of profitability (ROS, ROI, and ROE), activity (TA), 
indebtedness (TI and FL), liquidity (QR and NWC/A), and productivity 
(VA/S) to create an optimal neural network for 2018 and 2019. These indi-
cators are part of the ex-post financial analysis and evaluate the financial 
situation of individual companies. Liquidity indicators assess whether 
a company can pay short-term liabilities. Activity indicators indicate how 
long a company has tied up finances in its assets. Indebtedness indicators 
provide a picture of the structure of financial resources and express the 
company’s creditworthiness. Profitability indicators quantify entrepreneurs’ 
ability to enhance invested capital and generate new sources of financing.  

We constructed an optimal neural network for the automotive and engi-
neering industries with these nine financial indicators on the input layer in 
combination with one hidden layer (Figure 2). This hidden layer has five 
neurons. 

Figure 2 shows the connections between the neurons. Lines have differ-
ent thicknesses and colours. When the weight between the variables is less 
than zero, the lines are blue. When the weight has a value greater than zero, 
the lines are grey. Lines are thinner (thicker) as one moves closer (farther) 
to zero.  

We analysed several combinations based on the industry sector, use of 
the scaling technique, activation function, and ratio of the sample distribu-
tion of the test and training parts. The difference between the scaling tech-
niques used was insignificant for all the subsets. Furthermore, the results 
show whether the selected ratios (80:20, 70:30, and 60:40) of the training 
and testing samples were significant.  

Table 2 (3) shows the values of the weights between neurons for both 
industries together, scaling technique normalisation (standardisation), ratio 
80:20, and year 2019. 

The success of the models for all combinations (scaling techniques, in-
dustries, and division into training and testing sets) and the sigmoid activa-
tion function are shown in Tables 4 and 5. During the monitored period, the 
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highest 100% success rate of the neural network was demonstrated in the 
engineering and automotive industries with the normalisation scaling tech-
nique, and 80:20, 70:30, and 60:40 ratios.  

On average, the standardised and normalised data in 2018 for the auto-
motive industry achieved a success rate of 99.5% for the test subset with 
the sigmoid function, 97.2% with a hyperbolic tangent function, and 99% 
with a combination of hyperbolic tangent and sigmoid functions. In 2019, 
the success rate for all functions in the automotive industry was 100%. 

On average, standardised and normalised data in 2018 for the engineer-
ing industry achieved a success rate of 99.8% for the test subset with the 
sigmoid function, 99.6% with a hyperbolic tangent function, and 99.7% 
with the combination of hyperbolic tangent and sigmoid functions. The 
normalised data had a slightly lower success rate than the standardised data. 

Table 6 shows the performance of the models for both years, for both 
industries, and compares the sigmoid, hyperbolic tangent, and a combina-
tion of hyperbolic tangent and sigmoid functions. 
 
Logistic regression 

 

Next, we estimated the parameters of the prediction model using a bina-
ry logistic regression. The aim of the model was to find a combination of 
indicators that showed the best predictive ability.  

An AEI (automotive-engineering industry) model with predictors x1 to x6 
was designed for a set of 1,820 non-financial corporations in the engineer-
ing and automotive industries. An EI (engineering industry) model with 
predictors x1 to x6 was proposed for a set of 1,525 non-financial corpora-
tions in the engineering industry. The Wald test showed the significant 
contribution of these predictors to the model. 

All types of indicators were considered when we were searching for the 
optimal model based on company data for 2019. We did not include the 
ROE indicator because the share of negative economic results for the ac-
counting period and negative equity gives a positive value. 

The stepwise method was used to construct logistic regression models 
while testing the significance of adding or eliminating variables at each 
step. Despite the significant coefficients of the six predictors, the model 
does not fit well, as the probability p ˂ 0.001 of the Hosmer-Lemeshow test 
indicates that the number of company defaults differs from the number 
predicted by the model. 

OR is a positive number. If it exceeds 1, there is a higher chance of 
bankruptcy; and if it is less than 1, there is a lower chance of bankruptcy. 
The odds value (eB) means that if, for example, the independent variable x4 
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(TA) increases by a value of 1, then the estimated chance of bankruptcy at 
the values of the other fixed predictors increases by a multiple of eB. Table 
7 shows the estimated coefficients and odds ratios for the engineering and 
automotive companies together. Simultaneously, a logistics model for AEI 
companies of the following form was designed: 
 

"�D9 ��� = "C � P
1 − P� = 

= −1.7484 − 0.541. ��� + 0.0122. �c − 1.1796. �O
� + 0.2578. �'

− 2.6784. d�O
' − 0.1082. �� 

 
Table 8 shows the estimated coefficients and odds ratio for enterprises 

in the engineering sector. Simultaneously, a logistic model for engineering 
companies was proposed in the following form: 
 

"�D9 ��� = "C � P
1 − P� = 

= −1.5649 − 0.5457. ��� + 0.0098. �c − 1.2313. �O
� + 0.1912. �'

− 2.6518. d�O
' − 0.1036. �� 

 
The results show that they are very similar models. That is, the automo-

tive companies did not determine the prediction model for the engineering 
companies, and thus, the EI model is fully applicable to automotive compa-
nies, and vice versa. Table 9 shows a comparison of the models using the 
information criteria. The Akaike (AIC), Bayesian (BIC), and Hannan-Quinn 
information criteria (HQIC) showed that we can apply the EI model in 
practice. For individual models, Table 10 shows the probability that a bank-
rupt (prosperous) enterprise is classified as bankrupt (prosperous) enter-
prise. 

The sensitivity of the EI model is 98.8%, its specificity is 44.23%, the 
negative predictive value reaches 11.5%, and the false positive is 10%. 
Figure 3 shows the ROC curves for the EI model. We do not present the 
curve for the AEI model because the results are very similar to those of the 
EI model (Table 11). The ROC curve for the EI model defines an area un-
der the curve equal to 0.899; (AUC ROC = 0.899; S.E. = 0.012; p = 0.000; 
95% CI = [0.875 – 0.923]). Thus, the probability that a company in crisis 
has a higher predicted probability than that of a company that is not in cri-
sis is 0.899. According to Jencova et al. (2019), the interval 0.9 - 1.0 for the 

(11) 

(12) 
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relationship of AUC and model quality is excellent as it exceeds 0.8 - 0.9.  
Based on these six indicators, we model the binary variable bankruptcy. 
The logistic regression model was statistically significant. The financial 
indicators ROS, QR, NWC/A, and PC/S reduce the chances of bankruptcy; 
therefore, when these indicators increase, the probability (or chance) of the 
company going bankrupt decreases. Ceteris paribus, a one-unit increase in 
return on sales, quick ratio, and net working capital to assets decreases the 
chance of bankruptcy by 1.72, 1.1, and 14 times, respectively. 
 
 
Discussion  

 

We analysed the predictive ability of various financial ratios on non-
financial firms' bankruptcy using data on 2,384 companies in the engineer-
ing and automotive industries of the Slovak Republic in 2018 and 2019. We 
used logistic regression to analyse the data for 2019, and a neural network 
for the data of 2018 and 2019.   

Specifically, we constructed an optimal neural network for the automo-
tive and engineering industries with nine financial indicators on the input 
layer in combination with one hidden layer. All networks were highly suc-
cessful. We analysed several combinations based on the industry sector, use 
of the scaling technique, activation function, and ratio of the sample distri-
bution of the testing and training parts. The differences between the scaling 
techniques, and the ratio of the sample distribution of the test and training 
dataset were insignificant.  

Next, we used several indicators in our neural network on specific types 
of financial aspects of a firm which have been used in the literature. First, 
the indebtedness indicators were represented by the financial leverage 
(Purvinis et al., 2008; Kim & Kang, 2010), and total indebtedness (Purvinis 
et al., 2007; Purvinis et al., 2008; Chen et al., 2009; Nyitrai & Virag, 
2019). Second, activity indicators were represented by the asset turnover 
ratio (Lee et al., 1996; Merkevicius et al., 2006; Purvinis et al., 2008; Kim 
& Kang, 2010; Nyitrai & Virag, 2019). Among liquidity indicators, we 
included the quick ratio (Tsakonas et al., 2006; Purvinis et al., 2007; 
Purvinis et al., 2008; Nyitrai & Virag 2019) and net working capital to 
assets ratio (Merkevicius et al., 2006; Kim & Kang, 2010). Profitability 
indicators were ROI (Merkevicius et al., 2006), ROE, and ROS (Purvinis, 
Sukys & Virbickaite, 2007; Nyitrai & Virag, 2010). 

We model the binary variable bankruptcy based on these six indicators 
using a logistic regression, which turned out to be statistically significant. 
We found that the financial indicators ROS, QR, NWC/A, and PC/S reduce 
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the chances of bankruptcy; therefore, when these indicators increase, the 
probability (or chance) of the company going bankrupt decreases. A one-
unit increase in return on sales, quick ratio, and net working capital to as-
sets decreases the chance of bankruptcy by 1.72, 1.1, and 14 times, respec-
tively. Meanwhile, TA and FL increased the chances of bankruptcy; there-
fore, when these indicators increase, the probability (or chance) of the 
company going bankrupt increases, but only slightly. The overall success 
rate of the engineering industry is 89.4 %. 

We can compare our model with several existing logistic regression 
models that are used to predict the bankruptcy of companies. Our logistic 
model used the indebtedness indicators represented by financial leverage 
(Jakubik & Teply, 2011). Activity indicators were represented by the asset 
turnover ratio (Wrzosek & Ziemba, 2009; Genriha et al., 2011; Harumova 
& Janisova, 2014; Nyitrai & Virag, 2019). Among liquidity indicators, we 
included the quick ratio indicators (Mihalovic, 2016; Nyitrai  & Virag, 
2019; Rahman et al., 2021) and the net working capital to assets ratio 
(Wrzosek & Ziemba, 2009). Profitability indicators that our model included 
were ROS (Wrzosek & Ziemba, 2009; Jakubik & Teply, 2011; Harumova 
& Janisova, 2014; Nyitrai & Virag, 2019). Overall, our model had the fol-
lowing four indicators in common with Jencova et al. (2020): return on 
sales, quick ratio, financial leverage, and net working capital to assets.  
 

 

Conclusions 

 
One can gain an overview of an industry’s financial situation from the fi-
nancial analysis of individual companies in that industry (Ocal et al., 2007). 
However, different financial indicators are essential for different industries. 
The advantage of using traditional financial indicators is that they are 
a relatively simple collection of data that are part of mandatory financial 
statements. 

Estimating the riskiness of company or the probability of its bankruptcy 
is important, especially for investors and creditors, besides business own-
ers. Therefore, searching for applicable models to predict bankruptcy is 
important. This is an important area not only in scientific research, but also 
in the practice of business entities. Notably, the biggest problems arise 
while choosing suitable indicators and methods for measuring, evaluating, 
and managing the financial situation of business entities. Universal models 
are often not suitable because they are created for specific conditions of 
a given economy in a given period. Currently, models based on artificial 
intelligence are being used in the field of prediction. 
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Here, our aim was to predict the bankruptcy of companies in the engi-
neering and automotive industries of the Slovak Republic using a multi-
layer neural network and logistic regression. The intention was to construct 
appropriate models and evaluate the financial situation in selected branches 
of industry. Our main contribution is that we develop a novel early warning 
model for non-financial firms' bankruptcy in the Slovak engineering and 
automotive industries. These models substantially enrich econometric 
models of financial management. Moreover, our models are particularly 
applicable in countries with underdeveloped capital markets.   

Moreover, we show that some crucial indicators can mitigate bankrupt-
cy risks, while others can enhance it. Thus, managers and business owners 
can use this insight to guide their firms and inform future business plans. In 
addition, this article can be insightful for international readers because the 
Slovak Republic is one of the most industrialised countries in the European 
area and is the world leader in car production per 1,000 inhabitants. Almost 
the entire industries under study are privatised and most companies are 
foreign-owned. Thus, international companies can apply our created mod-
els to understand their financial health and sustainability, and even compare 
them with their own models to understand the areas where models can be 
improved. 

This study had several limitations. First, we analysed data from only 
two years and focused only on some industries. Repeat the analysis for 
different years and over an extended period can reveal interesting insight. 
Researchers can also use the regional segmentation of companies and other 
qualitative data. They can also extend the analysis to other countries, be-
sides focusing on other industries. Second, we did not consider the hetero-
geneity of effects across firm sizes. Future research can divide the sample 
into small, medium, and large enterprises, and explore the differences in the 
results. Moreover, in addition to neural networks and logistic regression, 
we suggest using DEA or panel regressions. Financial analysts should sim-
ultaneously use multiple methods to compare the results.  

In essences, corporations must identify and prevent instability over time. 
Therefore, it is necessary to evaluate the financial health of companies us-
ing appropriate models. However, expanding the spectrum of mathematical 
and statistical methods to predict the future development of financial situa-
tions remains a crucial area of research. This study helps in advancing our 
understanding along these lines. 
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Annex 
 
 
Table 1. Descriptive statistics of used dataset 
 

Variable Min Max Range Mean 
Std. 

dev. 
Q0.25 Q0.75 Median 

2018 

TI -0.31 0.44 0.75 0.07 0.10 0.02 0.11 0.05 
FL -0.91 1.33 2.24 0.18 0.29 0.03 0.31 0.14 
ROS -0.37 0.52 0.89 0.08 0.13 0.01 0.13 0.05 
ROE -5.54 9.94 15.48 2.46 2.14 1.36 3.21 1.99 
ROI -0.69 0.98 1.68 0.29 0.20 0.16 0.41 0.27 
SVA/S 0.04 6.69 6.65 1.83 1.12 1.04 2.35 1.61 
TA -4.27 11.19 15.46 2.48 2.18 1.08 3.08 1.65 
NWC/A -1.63 1.74 3.37 0.26 0.40 0.05 0.54 0.28 
QR -4.27 10.18 14.45 2.05 2.04 0.73 2.55 1.34 

2019 

TI -0.28 2.52 2.80 0.56 0.36 0.32 0.73 0.53 
FL -5.44 9.97 15.41 2.45 2.17 1.35 3.16 1.98 
ROS -0.34 0.43 0.77 0.06 0.11 0.01 0.11 0.05 
ROE -1.02 1.32 2.35 0.17 0.29 0.02 0.30 0.12 
ROI -0.43 0.54 0.97 0.07 0.13 0.01 0.13 0.05 
SVA/S -0.54 1.00 1.54 0.29 0.20 0.15 0.40 0.27 
TA -0.001 7.34 7.33 1.87 1.23 1.04 2.44 1.58 
NWC/A -1.69 0.94 2.63 0.25 0.42 0.03 0.54 0.29 
QR -1.44 11.87 13.30 2.14 2.26 0.66 2.61 1.35 

 
 
Table 2. The values of weights between neurons 
 

Parameter Estimates – Normalised 80:20 (both – 2019) 

Predictor 

 

Predicted 

Hidden Layer 1 Output Layer 

H(1:1) H(1:2) H(1:3) H(1:4) H(1:5) 
[bankru

ptcy=0] 

[bankru

ptcy=1] 

Input 
Layer 

(Bias) -1.074 -1.334 -1.528 .724 .256   
TI -3.502 -4.932 -6.258 -0.644 0.206   
FL 2.564 4.249 4.938 1.388 0.255   
ROS 0.739 1.135 0.984 0.997 0.329   
ROE -0.775 -0.849 -1.261 0.096 0.529   
ROI 0.837 0.932 1.743 0.721 0.774   
SVA/S 0.076 -0.156 0.140 1.018 0.695   
TA -0.227 -0.693 -0.035 -0.219 -0.156   
NWC/A 1.397 1.969 2.130 1.505 0.659   
QR 0.758 0.268 0.381 0.705 0.016   

Hidden 
Layer 1 

(Bias)      -2.921 3.065 
H(1:1)      2.115 -2.488 
H(1:2)      4.369 -4.346 
H(1:3)      6.047 -5.812 
H(1:4)      -1.404 1.070 
H(1:5)      -1.060 1.314 

 



Table 3. The values of weights between neurons 
 

Parameter Estimates – Standardised 80:20 (both – 2019) 

Predictor 

 

Predicted 

Hidden Layer 1 Output Layer 

H(1:1) H(1:2) H(1:3) H(1:4) H(1:5) 
[bankru

ptcy=0] 

[bankru

ptcy=1] 

Input 
Layer 

(Bias) 2.570 2.885 3.014 -1.277 1.087   
TI -2.227 -1.865 -2.378 -1.632 -3.080   
FL 2.328 2.216 2.651 1.365 2.626   
ROS -0.216 0.088 0.138 0.169 0.703   
ROE -0.361 -0.327 -0.485 0.102 -0.477   
ROI 0.721 0.400 0.571 0.194 0.847   
SVA/S 0.221 0.082 0.155 0.550 0.526   
TA -0.178 -0.097 -0.072 -0.086 0.035   
NWC/A 0.564 0.162 0.694 1.704 1.894   
QR -0.260 -0.024 -0.417 0.729 0.247   

Hidden 
Layer 1 

(Bias)      -5.519 5.469 
H(1:1)      3.563 -3.388 
H(1:2)      3.870 -4.546 
H(1:3)      4.466 -4.295 
H(1:4)      -2.064 2.353 
H(1:5)      1.855 -1.649 

 

 
Table 4. Model performance for all subsets for year 2018 
 

 2018 

    

Sample 

Automotive Engineering Both 

predicted predicted predicted 

0 1 Correct 

(%) 

0 1 Correct 

(%) 

0 1 Correct 

(%) 

standardisation 

80
:2

0 

Training 0 135 0 100.0 894 0 100.0 1009 0 100.0 
1 0 5 100.0 4 56 93.3 4 65 94.2 
Overall 

(%) 

96.4 3.6 100.0 94.1 5.9 99.6 94.0 6.0 99.6 

Testing 0 25 0 100.0 215 0 100.0 241 0 100.0 
1 0 0 0 0 15 100.0 1 13 92.9 
Overall 

(%) 

100 0 100.0 93.5 6.5 100.0 94.9 5.1 99.6 

70
:3

0 

Training 0 121 0 100.0 762 0 100.0 925 0 100.0 
1 0  4 100.0 4 50 92.6 1 58 98.3 
Overall 

(%) 

96.8 3.2 100.0 93.9 6.1 99.5 94.1 5.9 99.9 

Testing 0 39 0 100.0 347 0 100.0 325 0 100.0 
1 0 1 100.0 0 21 100.0 2 22 91.7 
Overall 

(%) 

97.5 2.5 100.0 94.3 5.7 100.0 93.7 6.3 99.4 

60
:4

0 

Training 0 90 0 100.0 680 0 100.0 773 0 100.0 
1 0 1 100.0 2 50 96.2 0 53 100.0 
Overall 

(%) 

98.9 1.1 100.0 93.2 6.8 99.7 93.6 6.4 100.0 



Table 4. Continued  
 

 2018 

    

Sample 

Automotive Engineering Both 

predicted predicted predicted 

0 1 Correct 

(%) 

0 1 Correct 

(%) 

0 1 Correct 

(%) 

standardisation 

 Testing 0 70 0 100.0 429 0 100.0 477 0 100.0 
1 2 2 50.0 2 21 91.3 2 28 93.3 
Overall 

(%) 

97.3 2.7 97.3 95.4 4.6 99.6 94.5 5.5 99.6 

normalisation 

80
:2

0 

Training 0 122 0 100.0 871 0 100.0 968 0 100.0 
1 0 4 100.0 4 62 93.9 5 56 91.8 
Overall 

(%) 

96.8 3.2 100.0 93.4 6.6 99.6 94.6 5.4 99.5 

Testing 0 38 0 100.0 238 0 100.0 282 0 100.0 
1  0 1 100.0 0 9 100.0 0 22 100.0 
Overall 

(%) 

97.4 2.6 100.0 96.4 3.6 100.0 92.8 7.2 100.0 

70
:3

0 

Training 0 115 0 100.0 762 0 100.0 890 0 100.0 
1 5 0 0 3 54 94.7 4 56 93.3 
Overall 

(%) 

100 0 95.8 93.4 6.6 99.6 94.1 5.9 99.6 

Testing 0 45 0 100.0 347 0 100.0 360 0 100.0 
1 0 0 0 1 17 94.4 1 22 95.7 
Overall 

(%) 

100 0 100.0 95.3 4.7 99.7 94.3 5.7 99.7 

60
:4

0 

Training 0 97 0 100.0 661 0 100.0 779 0 100.0 
1  0 5 100.0 2 43 95.6 4 51 92.7 
Overall 

(%) 

95.1 4.9 100.0 93.9 6.1 99.7 93.9 6.1 99.5 

Testing 0 63 0 100.0 448 0 100.0 471 0 100.0 
1 0 0 0 2 28 93.3 2 26 92.9 
Overall 

(%) 

100 0 100.0 94.1 5.9 99.6 94.8 5.2 99.6 

 
 
Table 5. Model performance for all subsets for year 2019 
 

 2019 

Sample 

Automotive Engineering Both 

predicted predicted predicted 

0 1 Correct 

(%) 

0 1 Correct 

(%) 

0 1 Correct 

(%) 

standardisation 

80
:2

0 

Training 0 132 0 100.0 929 0 100.0 1044 0 100.0 
1 0 5 100.0 0 57 100.0 1 71 98.6 
Overall 

(%) 

96.4 3.6 100.0 94.2 5.8 100.0 93.6 6.4 99.9 

 
 



Table 5. Continued  
 

 2019 

Sample 

Automotive Engineering Both 

predicted predicted predicted 

0 1 Correct 

(%) 

0 1 Correct 

(%) 

0 1 Correct 

(%) 

standardisation 

 Testing 0 31 0 100.0 231 0 100.0 273 0 100.0 
1 0 2 100.0 1 18 94.7 0 14 100.0 
Overall 

(%) 

93.9 6.1 100.0 92.8 7.2 99.6 95.1 4.9 100.0 

70
:3

0 

Training 0 117 0 100.0 799 0 100.0 934 0 100.0 
1 0 2 100.0 1 42 97.7 1 51 98.1 
Overall 

(%) 

98.3 1.7 100.0 95.0 5.0 99.9 94.8 5.2 99.9 

Testing 0 46 0 100.0 361 0 100.0 383 0 100.0 
1 0 5 100.0 0 33 100.0 0 34 100.0 
Overall 

(%) 

90.2 9.8 100.0 91.6 8.4 100.0 91.8 8.2 100.0 

60
:4

0 

Training 0 88 0 100.0 712 0 100.0 797 0 100.0 
1 0 2 100.0 1 48 98.0 0 48 100.0 
Overall 

(%) 

97.8 2.2 100.0 93.7 6.3 99.9 94.3 5.7 100.0 

Testing 0 75 0 100.0 448 0 100.0 520 0 100.0 
1 0 5 100.0 0 27 100.0 1 37 97.4 
Overall 

(%) 

93.8 6.3 100.0 94.3 5.7 100.0 93.4 6.6 99.8 

normalisation 

80
:2

0 

Training 0 133 0 100.0 927 0 100.0 1047 0 100.0 
1 0 5 100.0 1 52 98.1 0 70 100.0 
Overall 

(%) 

96.4 3.6 100.0 94.7 5.3 99.9 93.7 6.3 100.0 

Testing 0 30 0 100.0 233 0 100.0 270 0 100.0 
1  0 2 100.0 0 23 100.0 1 15 93.8 
Overall 

(%) 

93.8 6.2 100.0 91.0 9.0 100.0 94.8 5.2 99.7 

70
:3

0 

Training 0 116 0 100.0 796 0 100.0 915 0 100.0 
1 0 4 100.0 1 51 98.1 1 58 98.3 
Overall 

(%) 

96.7 3.3 100.0 94.0 6.0 99.9 94.0 6.0 99.9 

Testing 0 47 0 100.0 364 0 100.0 402 0 100.0 
1 0 3 100.0 0 24 100.0 0 27 100.0 
Overall 

(%) 

94.0 6.0 100.0 93.8 6.2 100.0 93.7 6.3 100.0 

60
:4

0 

Training 0 97 0 100.0 680 0 100.0 768 0 100.0 
1  0 3 100.0 0 44 100.0 1 51 98.1 
Overall 

(%) 

97.0 3.0 100.0 93.9 6.1 100.0 93.8 6.2 99.9 

Testing 0 66 0 100.0 480 0 100.0 549 0 100.0 
1 0 4 100.0 1 31 96.9 0 34 100.0 
Overall 

(%) 

94.3 5.7 100.0 93.9 6.1 99.8 94.2 5.8 100.0 

 
 



Table 6. Model performance for both industries with different functions for year 
2019 
 

 Automotive and Engineering industry 

Sample sigmoid htan+sigmoid htan 

predicted predicted predicted 

0 1 Correct 

(%) 

0 1 Correct 

(%) 

0 1 Correct 

(%) 

standardisation 

80
:2

0 

Training 0 1044 0 100.0 1074 0 100.0 1045 0 100.0 
1 1 71 98.6 1 71 98.6 1 68 98.6 
Overall 

(%) 

93.6 6.4 99.9 93.8 6.2 99.9 93.9 6.1 99.9 

Testing 0 273 0 100.0 243 0 100.0 272 0 100.0 
1 0 14 100.0 0 14 100.0 0 17 100.0 
Overall 

(%) 

95.1 4.9 100.0 94.6 5.4 100.0 94.1 5.9 100.0 

70
:3

0 

Training 0 934 0 100.0 935 0 100.0 927 0 100.0 
1 1 51 98.1 1 61 98.4 0 57 100.0 
Overall 

(%) 

94.8 5.2 99.9 93.9 6.1 99.9 94.2 5.8 100.0 

Testing 0 383 0 100.0 382 0 100.0 390 0 100.0 
1 0 34 100.0 0 24 100.0 1 28 96.6 
Overall 

(%) 

91.8 8.2 100.0 94.1 5.9 100.0 93.3 6.7 99.8 

60
:4

0 

Training 0 797 0 100.0 792 0 100.0 794 0 100.0 
1 0 48 100.0 1 53 98.1 1 52 98.1 
Overall 

(%) 

94.3 5.7 100.0 93.7 6.3 99.9 93.9 6.1 99.9 

Testing 0 520 0 100.0 525 0 100.0 523 0 100.0 
1 1 37 97.4 0 32 100.0 0 33 100.0 
Overall 

(%) 

93.4 6.6 99.8 94.3 5.7 100.0 94.1 5.9 100.0 

normalisation 

80
:2

0 

Training 0 1047 0 100.0 7070 0 100.0 1057 0 100.0 
1 0 70 100.0 1 70 98.6 1 63 98.4 
Overall 

(%) 

93.7 6.33 100.0 99.0 1.0 100.0 94.4 5.6 99.9 

Testing 0 270 0 100.0 247 0 100.0 260 0 100.0 
1  1 15 93.8 0 15 100.0 0 22 100.0 
Overall 

(%) 

94.8 5.2 99.7 94.3 5.7 100.0 92.2 7.8 100.0 

70
:3

0 

Training 0 915 0 100.0 937 0 100.0 917 0 100.0 
1 1 58 98.3 1 65 98.5 0 59 100.0 
Overall 

(%) 

94.0 6.0 99.9 93.5 6.5 99.9 94.0 6.0 100.0 

Testing 0 402 0 100.0 380 0 100.0 400 0 100.0 
1 0 27 100.0 0 20 100.0 1 26 96.3 
Overall 

(%) 

93.7 6.3 100.0 95.0 5.0 100.0 93.9 6.1 99.8 

60
:4

0 

Training 0 768 0 100.0 776 0 100.0 766 0 100.0 
1  1 51 98.0 1 54 98.2 0 46 100.0 
Overall 

(%) 

93.8 6.2 99.9 93.5 6.5 99.9 94.3 5.7 100.0 

 



Table 6. Continued  
 

 Automotive and Engineering industry 

Sample sigmoid htan+sigmoid htan 

predicted predicted predicted 

0 1 Correct 

(%) 

0 1 Correct 

(%) 

0 1 Correct 

(%) 

Testing 0 549 0 100.0 541 0 100.0 551 0 100.0 
1 0 34 100.0 0 31 100.0 1 39 97.5 
Overall 

(%) 

94.2 5.8 100.0 94.6 5.4 100.0 93.4 6.6 99.8 

 
 
Table 7. Model AEI 
 

 Indicator (B)logit S.E. z Waldov OR 95% Wald CI  

 Constant -1.7484d 0.1358 -13.14 -9.9872    
x1 ROS -0.5410d 0.1620 -3.339 -3.0848 0.5821 0.424 0.800 
x2 FL 0.0122d 0.0034 3.272 2.8059 1.0113 1.005 1.018 
x3 PC/S -1.1796d 0.3977 -2.966 -2.8424 0.3074 0.141 0.670 
x4 TA 0.2578d 0.0257 10.02 4.5972 1.2941 1.230 1.361 
x5 NWC/A -2.6784d 0.1984 -13.50 -12.2429 0.0687 0.047 0.101 
x6 QR -0.1082d 0.0426 -2.541 -2.4853 0.8974 0.825 0.976 
         

Note: B denotes coefficient, S.E. is standard deviation, OR denotes odds ratio, and d denotes statistical 
significance at the 0.1% level. 
 
 
Table 8. Model EI 
 

 Indicator (B)logit S.E. z Waldov OR 95% Wald CI  

 Constant -1.5649d 0.1567 -9.983 -9.9872    
x1 ROS -0.5457d 0.1769 -3.085 -3.0848 0.5794 0.410 0.820 
x2 FL 0.0098d 0.0035 2.741 2.8059 1.0099 1.003 1.017 
x3 PC/S -1.2313d 0.4332 -2.842 -2.8424 0.2919 0.125 0.682 
x4 TA 0.1912d 0.0416 4.593 4.5972 1.2108 1.116 1.314 
x5 NWC/A -2.6518d 0.2166 -12.24 -12.2429 0.0705 0.046 0.108 
x6 QR -0.1036d 0.0417 -2.485 -2.4853 0.9016 0.831 0.978 
         

Note: B denotes coefficient, S.E. is standard deviation, OR denotes odds ratio, and d denotes statistical 
significance at the 0.1% level. 
 
 
Table 9. Statistical validation of models 
 

 Criterion Model EI (1,525) Model AEI (1,820) 

AIC 956.390 1155.028 
BIC 993.698 1160.896 
HQIC 970.277 1136.570 
Logarithm of the likelihood -471.195 -554.174 
McFadden 0.323 0.3451 

 



Table 10. Classification table for EI and AEI model 
 

Model EI Predicted  

Y  

0 1 overall Correct (%) 

Y 0 1250 15 1265 98.81 
1 145 115 256 44.92 
Overall  1395 130 1525  

Overall success rate (%) 89.5 
Model AEI Predicted  

Y  

0 1 overall Correct (%) 

Y 0 1480 20 1500 98.66 
1 170 150 320 53.31 
Overall  1650 170 1820  

Overall success rate (%) 89.6 

 

 

Table 11. AUC 
 

Model Area S.E. Sig.b 95% CI  

Model EI 0.899 0.012 0.000 0.875 0.923 
Model AEI 0.900 0.011 0.010 0.878 0.922 

Note: S.E. denotes standard deviation, Sig.b denotes statistical significance, and CI denotes confidence 
interval. 
 
 
Figure 1. Activation function 
 

Function 
Graphical  

representation 

Mathematical  

representation 

Step   
�������� = 
0,1� 

Threshold  ��������� = ����� 

Sigmoid  
 

������� =
1

1 + ���
 

Hyperbolic Tan 
 

�������� =
�� − ���

�� + ���
 

RBF  
��������� = ���

�
 

 
 

 

 

 

 



Figure 2. ANN Architecture 

 
 
 
Figure 3. ROC for model EI 
 

 




