
Chaos, Solitons and Fractals 169 (2023) 113245

A
0
n

Contents lists available at ScienceDirect

Chaos, Solitons and Fractals

journal homepage: www.elsevier.com/locate/chaos

Deep learning model of convolutional neural networks powered by a genetic
algorithm for prevention of traffic accidents severity
Luis Pérez-Sala b, Manuel Curado a, Leandro Tortosa b, Jose F. Vicent b,∗

a Polytechnic School, Catholic University of Murcia, Campus Los Jerónimos, s/n, E-30107 Murcia, Spain
b Department of Computer Science and Artificial Intelligence, University of Alicante, Campus de San Vicente del Raspeig, Ap. Correos 99, E-03080, Alicante, Spain

A R T I C L E I N F O

Keywords:
Convolutional neural networks
Genetic algorithm
Data analysis
Traffic accidents

A B S T R A C T

The World Health Organization highlights that the number of annual road traffic deaths has reached 1.35
million (Global Status Report on Road Safety 2018). In addition, million of people suffer more or less
important injuries as a consequence of this type of accidents. In this scenario, the prediction of the severity of
traffic accidents is an essential point when it comes to improving the prevention and reaction of the entities
responsible. On the other hand, the development of reliable methodologies to predict and classify the level of
severity of traffic accidents, based on various variables, is a key component in the field of research in road
safety. This work aims to propose a new approach, based on convolutional neural networks, for the detection
of the severity of traffic accidents. Behind this objective is the preprocessing, analysis and visualization of data
as well as the design, implementation and comparison of machine learning models considering accuracy as a
performance indicator. For this purpose, a scalable and easily reusable methodology has been implemented.
This methodology has been compared with other deep learning models verifying that the results of the designed
neural network offer better performance in terms of quality measures.
1. Introduction

Artificial intelligence has long since left the specter of science fiction
to sneak into our lives, it is called to lead a revolution. Its applications,
in multiple sectors such as health, transportation, urban mobility or
sustainability, among others, have caused an explosion of research
work, from different points of view, that are interacting with many
parts of our lives. The theory of Artificial Intelligence (AI) has been
developing for a decade, but its use has had to wait for advances in the
area of information technology, since it requires the development of
computer components, mainly fast processors, high-capacity memory
or wireless networks. Thanks to this technical progress, artificial intel-
ligence contains sufficient techniques and means to be used in different
areas. Thus, neural networks, AI planning, evolutionary algorithms,
expert and knowledge systems, fuzzy logic, multi-agent systems, vector
regression, data mining or optimization techniques, allow their use in
the most various fields.

Focusing on the object of study of this work, traffic accidents,
we can say that over the last few years different models have been
proposed to analyze their causes and severity. In recent decades, two as-
pects related to the analysis of the severity of accidents have coexisted:
the perspective based in statistical models and that based in machine
learning. Statistical models have the characteristic of making certain
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assumptions about the data, assuming that they are found according to
a given probability distribution [1–3]. However, if this premise about
the input data is not fulfilled, erroneous results can be produced. On
the other hand, machine learning models do not make any assumptions
about the data, so they achieve performance similar to or better than
statistical ones. In the literature there are multiple models that are
applied to the problem of evaluating traffic accidents, such as the
implementation of decision rules based on decision trees evaluating the
importance of the characteristics [4], or the use of logistic regressions
to classify their severity [5].

Other methodologies have recently been proposed applying ge-
netic algorithms. One of the most influential proposals in this field
involves the knowledge of road users, with the aim of classifying traffic
accidents [6]. In addition, work has been done to train, through evolu-
tionary programming, fuzzy classifiers for the discovery of influential
features and important relationships between them [7]. It is common
to find combinations of various methodologies seeking to exploit the
advantages of each one, carrying out discussions between them, such as
the comparison of performance between genetic algorithms combined
with pattern search with respect to multilayer perceptrons and artificial
neural networks (ANN) applied to prediction of traffic accidents [8]. It
is also frequent to use these evolutionary algorithms to optimize the
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input hyperparameters of other models applied to this problem, such
as the hyperparameter optimization of the Support Vector Classifier
(SVC) model using the Particle Swarm algorithm to infer the fatality
of accidents [9]. Some investigations on the severity of accidents,
trying to find key characteristics to predict the severity of injuries
focuses both on the performance of the prediction model as well as
on the interpretation of the causes of accidents. Thus, in [10] the
authors propose the use of data visualization to help solve this problem
since data visualization can not only compare multiple characteristics
to detect the one that affects the severity of accidents, but it can
also visualize variations on these characteristics to distinguish trends.
Another research topic that has boomed in recent years is the use of the
game theory to solve traffic-related problems. Thus, in [11] the authors
propose a dynamical model based on evolutionary game theory, where
the traffic authority, drivers and pedestrians compete with each other,
forming an evolutionary system in which they interact and influence
each other.

The machine learning techniques are proving to be effective in
solving classification problems. Consequently, they have been applied
to contexts related to traffic incidents, such as the prediction of high-
way accidents based on neural networks [12]. However, among the
large number of deep learning models, the application of convolu-
tional neural networks (CNN) offers very promising results regard-
ing a large number of problems, such as matrix segmentation [13],
their classification [14], language recognition [15] or accident severity
classification [16] among others.

The nature of convolutional networks requires data input in the
form of a matrix and this implies the need to study techniques for
the transformation of categorical data to this format. One of these
proposals is described in [17] and was originally proposed to capture
small variations between DNA sequences. CNN architectures are able
to find patterns in input data [18,19] and often provide great per-
formance in many fields using one-dimensional convolutions on the
input matrix (see [20–22]). Another type of convolutional neural net-
work is the two-dimensional one, which by applying two-dimensional
filters to the input, is capable of learning complex patterns, being
widely used in tasks of a very different nature, such as the iden-
tification of people through facial recognition [23], classification of
scanned documents [24] or even for the detection of extreme weather
phenomena [25] among others.

One of the main drawbacks in these studies is usually the low qual-
ity of the datasets [26]. In addition, the imbalance of data associated
with the nature of the problem, generates an added difficulty to these
studies, since, in the case of traffic accidents, most of them are usually
minor, with the number of serious and fatal accidents much smaller.
There are numerous articles that analyze this problem and different
solutions are proposed, such as the use of re-sampling techniques [27]
or the definition of new classification metrics.

The main objective of the proposed model is to develop a predictive
system for the severity of traffic accidents using characteristics that
can be identified at the accident sites, such as the gender of the
driver, the type of vehicle or characteristics of the environment, among
others. This objective is accompanied by some tasks such as the use
of techniques for the transformation of qualitative characteristics of
traffic accidents into numerical matrices, the use of machine learning
algorithms based on decision trees to infer weights, the use of evo-
lutionary techniques for hyper-parameter optimization or the develop
of a deep learning-based approach to predict the severity of traffic
accidents. In this work, two architectures based on convolutional neural
networks (CNN) have been applied, one-dimensional 1D-CNN and two-
dimensional 2D-CNN. Both differ in the size of the kernel and the way
it moves due to its dimensionality. Thus, in order to study the behavior
of the proposed model, one of the specific objectives is to study its
behavior by comparing it with other predictive models. Our proposal
has the advantage of being able to be applied in real time since, once
2

the network has been trained, the severity predictions of an accident
are generated in fractions of a second. In this way, the process can
be monitored and controlled in real time regardless of technological
resources.

To achieve this objective, the paper is organized as follows: in
Section 2 a detail description of the methodology of the model is
presented. The results of the proposed model are discussed in Section 3.
Section 4 compares the model with other important models based on
deep learning techniques. Finally, some conclusions are presented in
Section 5.

2. Methodology

In this section, we describe, in detail, each of the steps that make
up the predictive system presented in the paper. Thus, Fig. 1 shows a
summary of the different stages that has been designed and developed
in order to predict the severity of traffic accidents. To do this, we use
a traffic accidents dataset of the city of Madrid in a specific period of
time (see [28]).

As can be seen in the flowchart, there are 6 well-differentiated
phases in the predictive model: Firstly, a deep analysis of the data is
mandatory; then, due to the imbalance of the data a resampling is
necessary; thirdly, we apply a Genetic Algorithm with the aim to opti-
mize the hyperparameters that serve as input to the phase four; in this
phase, having the balanced data and the optimized hyperparameters as
inputs, the weights of the features are calculated by means of Boosting
Algorithm; Matrix phase shows the process to construct the inputs of
the Convolutional neural networks; finally, we present the Model stage
with a twofold objective: to implement the CNN networks (1D and 2D)
and to compare with three deep learning models as Gaussian Naive
Bayes models, Support Vector Classifier and K-Nearest neighbors.

In general, the convolutional neural networks come with a restric-
tion regarding to the size of the input. Thus, in our proposal, the
convolutional neural networks are designed in a way so that they can
only accept matrices of a fixed size (5 × 5). To match this expected
shape, the input data must be reshaped. This is required because the
network makes assumptions about the data it will receive as input,
which are built into the network’s architecture. Thus, if the input
data does not conform to the expected shape, the neural network will
be unable to process it properly and may produce incorrect results.
Summarizing, the Reshaping process of the Matrix phase is a technical
step in the preparation of the input data so that the proposed models
based on convolutional neural networks, both one-dimensional and
two-dimensional, can learn from them effectively.

2.1. Phase 1: Data

Data is a critical element in deep learning models and for this
reason, it is essential that there is variety in them. This diversity of
data means that there is a need for this data not to be too simple.
The fact of the existence of not very simple data is primordial for the
correct implementation of deep learning applications, but this does not
mean that the volume of data is not important. Having a lot of data
is important for the applications of predictive models, but the variety
of data used is considered a more important parameter so that the
algorithms can be efficient, and can establish more precise and accurate
predictions about future behavior, in this case of traffic accidents.

The dataset used in this project describes traffic accidents of the
city of Madrid in a specific period, from 2019 to 2022, and it has been
obtained from an open data website [28]. The total number of records
in this period is 60,966 and each of which has 18 features described in
Table 1 .

The importance of the Severity attribute must be highlighted, since
it is the predictive variable in this work. There are different types of
values assigned to this category, so each data belongs to at least one of

the following cases:
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Fig. 1. Flow chart of the proposed model with its different phases.
1. Slight: this ranges from those who have not been injured to those
who have needed to be admitted to a hospital for no more than
24 h. The numerical quantification is:

• Emergency care without subsequent hospital admission: 1.
• Hospital admission less than or equal to 24 h: 2.
• Ambulatory health care after the accident: 5.
• Medical care only at the accident site: 6.
• Without healthcare: 7.

2. Severe: those involved who have required hospital admission for
more than 24 h. In this case the numerical quantification is:

• Hospital admission for more than 24 h: 3.

3. Fatal: fatalities within 24 h after the accident. The numerical
assignment to this field is:

• Died within 24 h: 4.

Once the data has been imported, they are cleaned by choosing the
features used as explanatory variables in the predictions and also
considering the values of the instances, since they may contain outliers.

We delete the following variables as they are not relevant in the pre-
dictive model: IncidentID, Date, Name and Street Number. In addition,
the Alcohol and Drug columns have been merged into a new column
due to the number of null values that existed in Drugs variable, so a
new column is created that refers to alcohol or drug intoxication.
3

With this in mind, the following characteristics have been selected
as explanatory variables: Severity, Time, District, X coordinate, Y
coordinate, Type of accident, Type of Road, Weather conditions,
Vehicle, Person, Age, Gender and Alcohol or Drugs. Therefore, final
number of rows of the dataset is 54,364 rows.

It is necessary to carry out transformations on the data because of
deep learning models used require with a well-defined and consistent
set of data. This means that numerical and normalized input data
are mandatory. Therefore, we must transform categorical to numerical
variables.

First of all, it has been necessary to transform the X and Y coordi-
nates to number, since these variables were initially of type String. In
addition, the range of these variables is between 7 to 10 digits without
any standardized decimal format. Because of this, it has been necessary
to perform a process that analyzes each case and translates them into
a standardized format.

As there is no service that offers the typology of the street given
the name of the road or given the coordinates, it has been necessary to
deal with this problem from another point of view, through the use of
regular expressions [29]. In general it can be said that a regular expres-
sion is a type of pattern used to match a combination of characters in a
text string. In this work, to classify the type of roads, a series of regular
expressions have been designed that match certain criteria regarding to
the values of this variable. This has been made in order to be able to
distinguish different values of Type of Road. On the other hand, it is
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Table 1
Variables of the dataset and their descriptions.

Attribute Description

Incident ID Incident identifier, if several records have the same file
number, they are considered the same accident and
each record represents each of the different people
involved in it (Driver, Passenger or Pedestrian).

Date Day, month and year in which the incident occurred.

Time Hour and minute in which the incident occurred.

Type of Road Type of road where the incident occurs.

Name Name of the street where the incident occurs.

Street number Street number where the incident occurred.

District Name of the district where the incident occurred.

Type of accident It can be: double collision, multiple collision, range,
collision with an obstacle, run over, rollover, fall, or
other causes.

Weather conditions Weather conditions at the time of the incident.

Vehicle Classification according to the types of vehicles.

Person Role of the person involved: driver, passenger or
pedestrian.

Age Age range of the person involved.

Gender Woman or man.

Severity Physical consequences of the person involved, if they
have needed health care, if they have been hospitalized
or if they have been fatal.

X X - UTM coordinate.

Y Y - UTM coordinate.

Alcohol If the person involved has tested positive for alcohol (Y
or N).

Drugs If the person involved has tested positive for drugs (Y
or N).

necessary to treat those values that do not match defined patterns. This
has been done automatically, all of them coinciding with street names
to which the word ‘‘street’’ has not been assigned. The Type of road
typologies are described in Table 2.

The Time variable took on any value within a range, and the number
of possible values within that range is infinite. Due to this, it has been
necessary to discretize it according to intervals, distinguishing between
night and day based on the time at which the incident occurred. Note
that various ranges of values were tested, concluding that they had no
influence on the final predictions.

Regarding to the Weather Conditions, a study of their values was
made and it was found that all of them could be included in those
described in the Table 2.

In the Age variable, several range values were tested showing no
influence on the final predictions.

Finally, the encodings applied, in the predictive model, for the
quantification of the variables is given in Table 2.

It is interesting to observe the degree of correlation between the
variables, so that if two highly correlated variables are found, one of
them can be deleted (see Fig. 2). The computation of the Pearson’s
correlation coefficient is used to determine the degree of correlation
among the variables.

After analyzing the correlation matrix, it can be concluded that the
most correlated variables are the X coordinate and the District, with
a relatively median correlation of 0.44. However, it is not a value so
high as to eliminate either of the two characteristics. Therefore, it can
be concluded that none of the variables are left over and it is possible
to move on to the next phase.

Data normalization is a necessary process when it comes to ob-
taining good results in predictive machine learning models. When a
model is trained, there are features represented on different scales, and
those that contain a higher range of numerical values, either due to the
4

Table 2
Numerical assignment of the dataset variables.

Features Typing

Severity 0 Slight (1, 2, 5, 6, 7); 1 Severe (3); 2 Fatal (4).

Time 1 Night (6 PM −6 AM); 2: Day (6 AM −6 PM).

District Based on order of appearance.

X UTM X Coordinate position.

Y UTM Y Coordinate position.

Type of Accident 1 Head-on-size collision; 2 Rear-end collision; 3 Side
crash; 4 Collision again fixed obstacle; 5 Pile-up; 6
Hitting a pedestrian; 7 Head-on collision; 8 Other; 9
Leaving the road; 10 Vehicle rollover; 11 Hitting an
animal; 12 Falling.

Type of Road 1 Parking; 2 Airport; 3 Park; 4 Tunnel; 5 Industrial state;
6 Track; 7 Round; 8 Roundabout; 9 Gate; 10 Bridge; 11
Square; 12 Blvd.; 13 Crossing; 14 Roadway; 15 Road; 16
Avenue; 17 Highway; 18: Street.

Weather Conditions 1 Sunny; 2 Cloudy; 3 Light rain; 4 Heavy rain; 5 Hail; 6
Snowing; 7 Unknown

Vehicle Based on order of appearance.

Person 1 Driver; 2 Passenger; 3 Pedestrian.

Age 1 Under 18 years of age; 2 From 18 to 25 years old; 3
From 25 to 65 years old; 4 Over 65 years old; 5
Unknown.

Gender 1 Male; 2 Female; 3 Unknown.

Alcohol or Drugs 1 Yes; 2 Not.

nature of the variable or because they are in another range, dominate
those that are in a minor range, influencing negatively in the predic-
tions of the machine learning models [30]. Thus, the normalization
process aims to minimize the bias of those features whose contribu-
tion is greater when it comes to finding patterns in the data. There
are different normalization techniques such as Mean Centered (MC),
Variable Stability Scaling (VSS) or Min–Max Normalization (MMN)
among others [31]. In this work, the Z-Score Normalization (ZSN) has
been used because it achieves representations according to a normal
distribution. To do this, the mean and standard deviation are used to
re-scale the data so that their distribution is defined by a mean of zero
and a unit standard deviation.

Another important aspect of any machine learning model is the data
separation (split). This is done by splitting the total dataset into two
subsets: training and test. The model is trained based on the training
set and is evaluated with the test set. Then, the results on the test set
allow us to compare the models based on the predictions on the samples
that they have never seen. Commonly the ratio of training and test data
is 80% and 20%, respectively. In our case, this proportion has been
chosen, so we have a total of 43,603 accidents for the training set and
10,901 for the test set.

It is important to point out that the training phase is contextualized
to a specific use case but only needs to be performed once supporting
training from scratch without the need for pre-trained model weights.

2.2. Phase 2: Resampling

If the data corresponding to each of the three possible classes
of Severity (Slight, Severe and Fatal) are analyzed, it can be shown
that the dataset is clearly unbalanced with respect to the mentioned
variable. There are 53,009 minor accidents, 1,271 severe and 84 fatal.
This becomes a problem for classification models since they tend to
predict the samples as those that belong to the majority of the test set.

Data imbalance is a problem widely studied over the years and
there are numerous methods aimed at solving it through different
sampling techniques. In this work, the data has been resampled using
the Borderline Synthetic Minority Over-sampling Technique 2 (SMOTE-

II) (see [32]). This algorithm has been used to generate more samples of
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Fig. 2. Correlation matrix between the dataset variables.
accidents belonging to minority classes (Severe and Fatal) preventing
the model from overfitting. Once the SMOTE-II algorithm is applied,
42,508 samples are obtained from each of the accident classes.

2.3. Phase 3: Genetic algorithm

Once all the data processing is done, the next step is to calculate
the optimal hyperparameters of the Boosting Algorithm responsible for
calculating the weights of the variables.

A Genetic Algorithm is a model that mimics the evolution of species
in the field of biology, with the aim of finding a potentially optimal
solution to a problem [33]. It is based on a series of phases such as
initialization, in which each individual of the population, formed by
the set of variables that are the object of optimization, is initialized.
Evaluation, whereby each individual in the population is evaluated
using a fitness function. Selection, where the individuals with the
best fitness value are selected. Crossover, in this phase, information
is exchanged between parents to give rise to new individuals. Finally,
Mutation generates diversity in the population. By means of a genetic
algorithm we can optimize the values of a fitness function.

In this work, a type of supervised classification algorithm has been
used to calculate the weights assigned to each of the variables of the
dataset. For the optimization of the hyperparameters included in this
Boosting Algorithm, a genetic algorithms is used. In this algorithm,
each individual is a specific solution to the hyperparameter values,
in such a way that throughout the iterations the individuals evolve
(through crossing and mutation) to give rise to new configurations of
optimized hyperparameters.

The large number Boosting Algorithm hyperparameters makes the
solution space enormous. Due to this, a subset of those that have the
most influence on model training has been selected. More specifically,
the following parameters have been optimized:

1. Maximum depth: It is the maximum height that the tree can take.
If the decision tree reaches too deep it will tend to be over-fitting
as it will learn complex relationships between the data that may
be due to noise in the training data.

2. Minimum weight of children: It is the minimum weight that
is established when creating a new node in the tree. When
a decision tree is trained, it generates new nodes based on
5

the maximum separability of the training data at each level.
With the weight limit of the children, we establish a minimum
threshold of samples that must belong to a node to carry out the
separation. A low value in this parameter will allow to create
nodes with fewer samples and therefore the model will tend to
over-fitting.

3. Eta: Step size used to apply gradient descent to minimize loss of
previous trees.

4. Gamma: A node is split only when the resulting split gives a
positive reduction in the loss function. It specifies the minimum
loss reduction required to make a split.

5. Alpha: It is a L1 regularization parameter, increasing its value
makes the model more conservative.

6. Lambda: It is a L2 regularization parameter, increasing its value
also makes the model conservative.

The other parameters are not optimized because of they are chosen
by default since they do not affect the optimization result.

In evolutionary algorithms, the initialization and mutation of the
values of individuals are given by a minimum and maximum limitation.
If this restriction is not considered, the hyperparameters could take
extreme values, thus reducing the training and prediction performance.
Therefore parameters of the new solutions are within the specific range.

Once the individuals of the population have been randomly ini-
tialized, they are evaluated. The fitness function is the Micro F1-score
metric and the goal is to optimize the aforementioned metric. For that
purpose, in each generation it is checked if there is any individual in
the population with better Micro F1-score that the best individual of the
moment. Once the individuals of a generation have been evaluated, the
15 best will be crossed to give rise to new children, which have a muta-
tion probability for each of their characteristics. Finally, the parameters
of the individual with best Micro F1 score are the hyperparameters
sought.

2.4. Phase 4: Weights of the features

Once the hyperparameters of the classification algorithm have been
optimized by means of the genetic algorithm, they are included to
calculate the weights of the variables used in the dataset by means
of the Boosting Machine Learning Ensembles Algorithm (BMLEA). This
algorithm is used for classification and regression and it builds a robust

model by combining a series of weak models applying regularization
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Table 3
Classification of the features (dataset vari-
ables) in categories.
Category Features

Accident - X
- Y
- Time
- Type of accident
- Severity

Road - Type of road
- District

Weather - Weather conditions

Vehicle - Vehicle

Driver - Person
- Gender
- Age
- Alcohol or Drugs

techniques to its loss function [34]. The inputs of the BMLEA algorithm
are the optimized hyperparameters and the resampling traffic accidents
dataset while the output are, for each row of the input dataset, the
weights of the twelve different characteristics analyzed.

The weights obtained play a key role in our proposal because of
they indicate the degree of importance assigned to each feature of
the dataset. To calculate these weights, the training of 𝑁 sequential
decision trees is used, in which each of them tries to minimize the error
produced at the end of the classification of its predecessor tree. In such
a way that they are sequentially nested with the aim of minimizing the
prediction error. It reduces the individual influence of each generated
tree and its leaves in order to give rise to subsequent trees that manage
to improve the model.

In the BMLEA algorithm, the calculation of the weights of each
of the input characteristics is based on obtaining, numerically, the
influence of each variable when constructing each of the 𝑁 sequential
classifiers. The value of this influence is calculated by analyzing the
performance obtained by the classification of each characteristic, cal-
culated by means the Gini Index, with respect to the number of samples
that this characteristic has managed to divide.

Remark that for each row of the input resampling dataset twelve
values are obtained, one per variable.

2.5. Phase 5: Construction of the matrices

Convolutional neural networks (CNN) learn patterns using arrays
as input data. This implies the application of techniques that position
each feature in an element of the matrix, maximizing the accident
information. Therefore, with the normalized and resampled data and
the optimized hyperparameters, we must transfer each variable of the
accident to a matrix that is the input of the convolutional neural net-
work. To achieve this goal the features of a traffic accident are divided
into a series of categories: Accident characteristics, Road conditions,
Weather conditions, Vehicle characteristics and Driver characteristics
(see Table 3). Summarizing, an assignment of each the explanatory
variables of the dataset in one of the five categories is made.

As can be observed in Table 3, we have five categories and in each
of them there are, at most, five features. This data structure may be
represented by a matrix where each category is placed in rows and each
feature in columns.

Once the hierarchy of characteristics of the traffic accidents has
been defined, as well as the weights associated with each of them, the
input matrices of the convolutional networks are constructed. Remark
that a matrix of size (5 × 5) is constructed for each set of variables that
represent an accident, that is 54,364.

The assignment of the rows of the matrix to the categories is done in
an interleaved way based on their weight. The most important category
is positioned in the central row of the matrix, the second category is
6

Fig. 3. Example of positioning the elements in a matrix. Categories are assigned in rows
based on their weight, and Features are assigned in the columns of the corresponding
Category based on their weight.

positioned above it and the third below and so on. It is necessary to
point out that the importance of each category is given by the sum of
the weights of their features.

Once the categories have been assigned to the rows, the same
procedure is carried out with the features at the column level. These
features are assigned in a position within the row of their category,
where the one that has the most importance is positioned in the center,
the second is positioned to its left, the third to the right and so on.

The purpose of positioning the most influential categories and fea-
tures in the central areas of the matrix is due to the fact that the CNN’s
use the kernels to go through the matrix based on a displacement.
Therefore, these kernels convolve more times at the positions where
the most influential features are found.

An example of the construction of these matrices is shown in Fig. 3
and it can be summarized in the following steps:

1. Generation of n arrays of 5 × 5 initialized to 0, where n in the
number of elements of the dataset.

2. Allocation of a row to each category based on their weight.
3. Assignment of feature, based on its weight, within its Category’s

row.

Note that all features are normalized under the Z-Score Normal-
ization model, so that, each array contains normalized values of each
feature.

2.6. Phase 6: Convolutional neural network model

Neural networks (NN) are models that emulate the behavior of the
brain when processing information, training on a set of data to identify
patterns between them [35]. A convolutional neural network (CNN) is
a neural network that uses convolution [36] and this is a mathematical
operation that allows to merge sets of data. The convolution is applied
to the input data to filter the information and produce a feature map.
This filter is called a kernel and their dimensions can vary, although
3 × 3 dimension kernels are common. To perform convolution, the
kernel goes over the input matrix, doing matrix multiplication element
after element.

In this section, we analyze the two convolutional neural network
architectures 1D-CNN and 2D-CNN, respectively, that have been ap-
plied in the propose model. It is worth mentioning that the operation
of the 1D-CNN and 2D-CNN only differs in the size of the kernel and
the way in which it moves due to its dimensionality; therefore both
architectures are detailed in the same way.
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Fig. 4. Architecture of the 2D-Convolutional neural network.
The architecture consists of four convolutional layers with kernel
sizes of 1 × 3 for 1D-CNN and 3 × 3 for 2D-CNN. These kernels are
projected into 256 or 512 channels to form the convolutional filter
associated with each layer. A batch normalization process is applied
to the output of each of the feature maps.

The kernel padding has been set to 1 for both types of networks, so
that convolutions will be applied by adding zeros to the boundaries
of the arrays, and strides to 1 for 1D-CNN and {1, 1} for 2D-CNN.
Therefore, the shifting of the kernels is done pixel by pixel in both
convolutional networks.

At the output of each convolutional layer, the activation function
Rectified Linear Unit (ReLU) is applied.

The output of the last layer of the convolution transforms the
generated feature map matrix of size 5 × 5 into a layer that will flatten
the matrix to a one-dimensional vector of 1 × 25. Next, a dense layer
is applied connecting each of the 25 nodes of the Flatten layer with the
128 nodes of the dense layer, which generates the logits before applying
the last Softmax activation function that returns the predicted class.

To exemplify the architecture of the proposed CNN, the case of
2D-CNN is shown in Fig. 4.

During the training, both convolutional networks have been set to
a 23 batch size of 32 samples, and dropout layers of 0.2 rate have been
present between each convolutional layer.

2.7. Quality measures

There are quite a few metrics used to evaluate machine learning
classification models. However, the most popular are:

Precision: This is the percentage of success when classifying a class,
representing the percentage of correct accidents of each type with
respect to the total number of accidents predicted.

Precision = 𝑇𝑃
𝑇𝑃+𝐹𝑃 .

Recall: This is the percentage of total identifications of the model
for a class and it represents the percentage of correct identification.

Recall = 𝑇𝑃
𝑇𝑃+𝐹𝑁 .

F1-Score: This is a metric that summarizes Precision and Recall in
a single value to show how well the classification of true positives is
carried out regarding to the cost of false negatives that this entails. It
is the most used ranking metric.

F1 Score = 2 ⋅ Precision⋅Recall
Precision+Recall .

Confusion Matrix: In this type of matrix, the 𝑋 axis shows the
labels predicted by the model and the 𝑌 axis shows the labels of the true
classes. In this way, the confusion matrix allows visualizing how the
model classifies each one of the classes and observing to which labels
each sample is assigned on any dataset.
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Table 4
Optimized values of the parameters after
applying the genetic algorithm.
Hyperparameters Value

Max deep 2
Minimum weight of children 1.6
ETA 0.007
Gamma 0.3
Alpha 0
Lambda 1

3. Numerical results

In order to carry out a discussion and a comparative analysis, the
results of each of the model phases and the final experiments are
detailed. It should be noted that we start from typified, normalized and
balanced data.

Firstly, the optimization of the hyperparameters of the Boosting
algorithm by means of a genetic algorithm is analyzed. Fig. 5 shows
the evolution of three hyperparameters throughout the course of the
iterations. As it can be seen, the hyperparameters try different values
until they converge approximately at iteration 42.

It should be noted that, to simplify Fig. 5, only the three hyperpa-
rameters that vary the most are shown (eta, max depth and min child
weight).

As the best individual obtained in the execution of a genetic algo-
rithm depends on the initialization of the population, 80 executions
of the algorithm with its different initialization have been carried
out. Note that an individual of the genetic algorithm is made up of
several variables representing the hyperparameters. Then, we calculate
the mean of the best hyperparameters found in each execution of the
genetic algorithm, obtaining the values shown in Table 4.

Once the main optimal hyperparameters have been obtained, the
Boosting Machine Learning Ensembles Algorithm (BMLE) is executed,
with the aim to calculate the weights of the dataset variables. After
applying this algorithm, the weight of the variables for each accident
are obtained. For instance, Table 5 shows the weight of a specific
register (accident) in which it can be observed that the Features Person,
Type of Road and Gender are the most influenced, obtaining weights
of 0.177, 0.127 and 0.111, respectively.

Two facts must be pointed out: on the one hand, each category’s
weight is obtained adding the weights of each feature. On the other
hand, the results obtained by the BMLE algorithm have been obtained
by establishing a seed on the division of the training and test data,
in order to be able to reproduce the values of the weights in later
experiments.
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Fig. 5. Evolution of hyperparameters throughout the iterations.
Table 5
Example with the weights of all the characteristics studied, as well as the weights of
the five categories.

Category Weight category Feature Weight feature

Accident 0.299 - X coordinate 0.071
- Y coordinate 0.066
- Time 0.055
- Type of accident 0.051
- Severity 0.057

Road 0.187 - District 0.059
- Type of Road 0.127

Weather 0.050 - Weather conditions 0.050

Vehicle 0.070 - Vehicle 0.070

Driver 0.394 - Person 0.177
- Gender 0.111
- Age 0.050
- Alcohol or drugs 0.056

Once the weights are calculated, they are placed in a matrix 5 × 5 in
the positions given by a hierarchy of categories. As can be seen below,
the construction of the matrices is made positioning categories in rows
and features in columns.

⎡

⎢

⎢

⎢

⎢

⎢

⎣

0.0 0.0 0.05 0.0 0.0
0.0 0.059 0.128 0.0 0.0
0.050 0.111 0.177 0.056 0.0
0.055 0.066 0.071 0.057 0.051
0.0 0.0 0.070 0.0 0.0

⎤

⎥

⎥

⎥

⎥

⎥

⎦

.

Summarizing, the process followed by a record of the original
dataset, until obtaining a matrix of characteristics, is as follows: First,
the values of the original typified data are normalized according to
the ZSN criterion to become an observation whose values are bounded
in a range based on the normal distribution. Then, the weights of the
features are obtained by means of a BMLE algorithm. The construction
of the matrices is made and, finally, all these matrices are the input
to two convolutional neural networks (1D-CNN and 2D-CNN). Finally,
once the matrices have been constructed, the convolutional neural
network described in the propose model is used.

The objective of the training process of a convolutional neural net-
work is to evolve from a low-performance network to a high-precision
one. To do this, a series of characteristics must be predefined, such as
the percentage of use of the original dataset or the number of training
phases. In the proposed model, 80% of the original dataset is used
and, in terms of training phases, there are two: one forward and one
backward. In the forward phase, the input passes completely through
8

Table 6
Training metrics for 1D-CNN and 2D-CNN.

Metric/Severity 1D-CNN 2D-CNN

Slight Serious Fatal Slight Serious Fatal

Precision 0.701 0.696 0.754 0.488 0.646 0.966
Recall 0.724 0.523 0.917 0.974 0.299 0.524
F1-score 0.712 0.597 0.828 0.650 0.409 0.679

the network and in the backward phase, the gradients are propagated
backwards and the weights are updated.

Translated into loss function terms, the objective of the training
process is that the loss function is much smaller at the end of the
training than at the beginning. This is possible since the loss function
can be modeled by adjusting their weights. All this leads us to redefine
the training problem in terms of minimizing the loss function.

Thus, the evolution of the loss function and the prediction results
based on confusion matrices and classification metrics are studied.

Figs. 6 and 7 show the evolution of the F1-score metric over the
100 times for the 1D and 2D convolutional neural networks. Visualizing
the one-dimensional convolutional (Fig. 6), it can be verified that the
training F1-score increases slightly over the epochs, experiencing ups
and downs as the model is trained, initially starting from a training
value less than 0.58 and reaching up to 0.68.

On the other hand, Fig. 7 shows the training and validation graph
of the two-dimensional Convolutional neural network. We observe that
the trend of the loss function on the training dataset is stable. It can be
seen how the network in the first execution starts with a F1-score of
0.62 until reaching 0.78 at the time 100, so it can be deduced that this
network achieves a better performance on the training set regarding
the one-dimensional convolutional network.

Tables 6 and 7 detail the metrics resulting from the classification of
the networks for the training and test sets. Remark that, for the training
set, the 1D-CNN model obtains a better F1-score on the classification of
all accident classes compared to the 2D-CNN network. However, when
the metrics of the test data are analyzed, the model that presents the
best F1-score for Slight and Serious accidents is 2D-CNN, with 0.950
and 0.148 respectively, while in Fatal both networks are tied with
0.004.

Fig. 8 shows the confusion matrices for the training and test sets
of both models, where predictive trends can be analyzed. For the 2D-
CNN training data, there tends to be a greater propensity to predict
observations as Slight accidents compared to the 1D-CNN network. This
causes 1D-CNN to correctly classify more Serious and Fatal accidents.
For the test dataset, the 2D-CNN network classifies more observations
as Slight accidents than the 1D-CNN model, predicting fewer Serious
accidents but with greater confidence.
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Fig. 6. Evolution of the F1-score of the 1D-CNN in the training and test set.
Fig. 7. Evolution of the F1-score of the 2D-CNN in training and test set.
Table 7
Test metrics for 1D-CNN and 2D-CNN.

Metric/Severity 1D-CNN 2D-CNN

Slight Serious Fatal Slight Serious Fatal

Precision 0.984 0.031 0.002 0.982 0.097 0.002
Recall 0.429 0.394 0.333 0.919 0.313 0.1
F1-score 0.596 0.058 0.004 0.950 0.148 0.004

4. Model comparisons

To verify the effectiveness of the presented model, it is compared
with three deep learning models. This is very important since the
objective of a predictive model is the classification of future data. The
three machine learning models are:

• Naive Bayes (NB): It is a probabilistic classifier based on the
Bayes theorem, which assumes certain independent assumptions
about the predictors to carry out the classifications [37]. To use
9

this classifier with real values, the Gaussian distribution of the
characteristics is assumed.

• Support-Vector Classifier (SVC): It is a model oriented to multiple
classifications, which are based on projecting the input data in a
multidimensional space [38].

• K-Nearest Neighbors (KNN): It is an algorithm widely used for
classification and regression tasks [39].

All the experiments have been executed under a server with a
Dual AMD Rome 7742 CPU (128 cores) and with a 40 GigaByte DGX
NVIDIA A100 GPU. In addition, the propose model and the three
machine leanings models used to conduct the comparison, have been
implemented in Tensorflow and Scikit-learn, including GridSearchCV,
to optimize models hyperparameters.

In Table 8 is shown the resulting classification metrics for each of
the classes predicted on the test set. These reports show the information
with which we evaluate the models since it explains how they behave
regarding new data. As can be seen in this table, the KNN model obtains
better results in all measures of all classes except Recall in Serious
accidents in which the GNB is a little better.
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Fig. 8. Confusion matrices for convolutional neural networks.
Table 8
Test metrics classification for GNB, SVC and KNN.
Metric/Severity GNB SVC KNN

Slight Serious Fatal Slight Serious Fatal Slight Serious Fatal

Precision 0.980 0.025 0 0.979 0.029 0 0.982 0.042 0.001
Recall 0.369 0.699 0 0.644 0.411 0 0.689 0.382 0.067
F1-score 0.536 0.048 0 0.777 0.054 0 0.810 0.076 0.002
v
t
c
o
c
T
t
c

c
f
t
b
d
c
b
w

5

t
b
b
u

If we analyze the Precision metric, it can be observed that the model
hat presents the best average for Slight classes is the 1D-Convolutional
eural Network (1D-CNN) with 0.984, followed by 2D-Convolutional
eural Network (2D-CNN) and KNN model with 0.982. In addition,

he 2D-CNN also offers the best metric for Serious accidents 0.097, with
reat difference with respect to the model that follows KNN with 0.042.
egarding to the Fatal accidents, both models 1D-CNN and 2D-CNN
ave similar value, obtaining 0.002.

Regarding to the Recall metric, the best average for Slight classes is
he 2D-CNN with 0.919, followed by KNN model with 0.689. Moreover,
he GNB model offers the best metric for Serious accidents 0.699. In
atal accidents, 2D-CNN have the best value with 0.1.

It is necessary to point out that the F1-score is a way of combining
he Precision and Recall metrics, and it is defined as the harmonic mean
f the model’s Precision and Recall. Taking this into account, if we
nalyze the F1-score of the reports, the model that presents the best
verage for Slight classes is the 2D-CNN, reaching 0.950, well above
he following KNN model, which offers a value of 0.810. In addition,
he 2D-CNN also offers the best metric for Serious accidents 0.148,
eaching twice the performance compared to the model that follows it,
he KNN with 0.076. Regarding to the Fatal accidents, the models with
est classification are both 1D and 2D CNN, obtaining 0.004, double
hat KNN, which are the next best models in this class with 0.002.

We can conclude that the proposed model, based on convolutional
eural networks presents better predictions regarding the F1-score
etric, which is a combination of Precision and Recall.
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Fig. 9 shows the confusion matrices applied to the test set, showing a
isual representation of the classification metrics. This makes it possible
o deal with the fact that the GNB and SVC models do not correctly
lassify any of the Fatal accident observations, while KNN classifies
ne. With regard to Slight accidents, the 2D-CNN model is the one that
orrectly classifies the highest number, as well as Serious accidents.
his is due to the nature of the networks applied to the complexity of
he problem, each one of them finds different patterns depending on the
haracteristic maps resulting from the convolutions of each network.

As can be seen in the results of the experiments, the two proposed
onvolutional architectures outperform the rest of the reference models
or each of the accident classes (Slight, Severe and Fatal). The advan-
age of having these two new architectures is that each of them works
etter depending on the type of class to be predicted. This allows the
esign of a system in which the two trained networks are used to
ombine their results, in such a way that the 1D-CNN network would
e used to predict Slight and Fatal accidents while the 2D-CNN network
ould classify Serious accidents.

. Conclusions

Various types of models have been proposed to achieve the predic-
ion of the severity of traffic accidents, from statistical models to models
ased on machine learning. In this paper we present a framework
ased on one and two-dimensional convolutional neural networks that
ses a dataset related to the city of Madrid (Spain), with variables
rouped into categories such as Accident, Road, Weather, Vehicle or
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Fig. 9. Confusion matrices applied to the test set.
Drivers. The transformations on the variables of the dataset are a
critical point; thus, we carry out a study of them to check if other
typifications on the variables have a positive effect on the performance
of the classifications. Once the data are preprocessed it can be seen
that the dataset is clearly unbalanced and, due to this, the data has
been resampled using the Borderline Synthetic Minority Over-sampling
Technique 2 (SMOTE-II). Then, the proposed model calculates a series
of weights of the variables of the dataset. For that, it is used a type of
Boosting algorithm that has, as input, the optimized hyperparameters
(by means a Genetic Algorithm) and the resampling data of the traffic
accidents and, as an output, the intended weights. With these weights
a set of matrices are constructed (one per accident) that serve as input
to convolutional neural networks (1D and 2D CNN).

After training the model, a comparison with three deep learning
models are made, verifying that our model presents the best results
in the three selected metrics (Precision, Recall and F1 score) in the
prediction of Slight, Fatal and Severe accidents.

Among the advantages of the proposed architecture is its scalability
since it can be applied to other datasets without the need to make
major changes to the implementation. The proposed architecture is
trained based on a series of predefined attributes. Because of this, it
is possible to perform a fine tuning to apply it in another location, if
similar characteristics are available, with a relatively small amount of
data (one-shot learning). This leads us to think, as future work, about
applying it to other datasets, as well as increasing, if possible, the
number of features in the dataset. Another advantage of the proposed
predictive model is its application in real time. With the technical speci-
fications mentioned in the paper, severity predictions of an accident are
generated in split seconds. Thus, the process can be used in real time
even if the institutions that use it have limited technological resources.
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