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A B S T R A C T   

With the recent increasing interest of researchers for Brain-Computer Interface (BCI), emerges a challenge for 
safety and security fields. Thus, the general objective of this research is to explore, from an engineering 
perspective, the trends and main research needs on the risks and applications of BCIs in safety and security fields. 
In addition, the specific objective is to explore the BCIs as an emerging risk. 

The method used consists of the sequential application of two phases. The first phase is carried out a scoping 
literature review. And with the second phase, the BCIs are analyzed as an emerging risk. 

With the first phase, thematic categories are analyzed. The categories are fatigue detection, safety control, and 
risk identification within the safety field. And within the security field are the categories cyberattacks and 
authentication. As a result, a trend is identified that considers the BCI as a source of risk and as a technology for 
risk prevention. Also, another trend based on the definitions and concepts of safety and security applied to BCIs is 
identified. Thus, “BCI safety” and “BCI security” are defined. 

The second phase proposes a general emerging risk framing of the BCI technology based on the qualitative 
results of type, level, and management strategies for emerging risk. 

These results define a framework for studying the safety and security of BCIs. In addition, there are two 
challenges. Firstly, to design techniques to assess the BCI risks. Secondly, probably more critical, to define the 
tolerability criteria of individual and social risk.   

1. Introduction 

Brain-Computer Interface (BCI) emerged as a technology that in-
tegrates computer systems with the human brain (Bernal, S. L. et al., 
2020) quantifying central nervous system (CNS) activity and translating 
it into new artificial outputs that replace, restore, enhance, supplement, 
or improve the natural CNS outputs (Wolpaw et al., 2020). Such infor-
mation can be used to control devices, artificial limbs, or obtain 
knowledge of (hidden) intentions (Roelfsema et al., 2018). 

Landau et al. (2020) point out that BCI research began in 1973 and 
Bernal (2021) indicates that one of the first BCI solutions was developed 
at the end of the 1990 s, although it is in recent years when these devices 
are of increasing interest to researchers (Burwell et al., 2017; Landau 
et al., 2020; Li, Q. Q. et al., 2015; Ramsey, 2020) because the progressive 
understanding of human brain function is improving the decoding 
process of neural activity (Ramsey, 2020) being able to differentiate a 
single neuron or a small population (Bernal et al., 2020). Bonaci et al. 
(2015) consider that BCIs are a particular type of exocortex. Advances in 

machine learning have substantially improved the reliability of BCI 
applications, enhancing their applicability in everyday life (Merrill 
et al., 2019). The current technological revolution combined with the 
Internet of Things (IoT) is facilitating the development of specific BCIs, 
such as direct communications between brains known as Brain-to-Brain 
or Brainets and brains connected to the Internet (Bernal et al., 2021). 

From an engineering perspective, a BCI is a communication system 
between the brain and the external environment that is configured by 
inputs (neuronal signal from the user), outputs (signal for the execution 
of commands towards the external environment), and intermediate 
components for acquisition and signal processing (Bonaci et al., 2015). 
Thus, from this engineering perspective that will be maintained 
throughout this work, the effective usage of a BCI device entails a closed- 
loop configured for three specific processes (Bonci et al., 2021; L. R. 
Hochberg & J. P. Donoghue, 2006): sensing, processing, and actuation 
(effector). 

In the sensing process, the bio-electric signals are sensed through 
several technologies that can be classified as invasive and non-invasive 
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(Bonci et al., 2021). The most used non-invasive BCIs are electroen-
cephalography (EEG) (Li et al., 2015; Moioli et al., 2021), and the most 
used invasive BCIs are local field potentials (LFP) and electro-
corticography (ECoG) (Moioli et al., 2021). Other possible sensors 
include functional magnetic resonance imaging (fMRI) systems, near- 
infrared (NIR) systems, magnetocencephalography (MEG), and 
microelectrode-based intracortical neurophysiology (L. R. Hochberg & 
J. P. Donoghue, 2006). Landau et al. (2020) present an interesting tax-
onomy of these methods and provide a comparative analysis of these 
methods. 

In the processing process, a computing system receives neural data 
recorded by the sensor, discerns the user’s intention, and converts that 
intention into a command signal for the actuator (L. R. Hochberg & J. P. 
Donoghue, 2006). With the actuation process the user’s intention signal 
is translated into specific commands for a computer or robotic system to 
execute (Bonci et al., 2021). Proposed actuators include a cursor on a 
computer screen, a motorized wheelchair, a semiautonomous robot, a 
prosthetic limb, or a functional electrical stimulation device that could 
reanimate a paralyzed limb. (L. R. Hochberg & J. P. Donoghue, 2006). 
Finally, the cycle is closed with the feedback that the user receives to 
adjust their thoughts and generate new signals for the BCI system to 
interpret them again (Bonci et al., 2021). 

The development and application of BCIs is becoming widespread 
due to the good results and the maturation of this technology applied in 
patients affected by motor paralysis (Summerer et al., 2009). In addition 
to improving autonomy among patients with certain motor injuries and 
other diseases, it is pursued that, among other applications, these de-
vices improve cognitive functions such as memory and attention, opti-
mize brain fitness, and control games and objects (Bonci et al., 2021; 
Coates McCall et al., 2019). For example, Sourin et al. (2016) point out 
the following research areas on applications of BCI, including real-time 
brain state recognition from EEG, recognition, human cognition 
enhancement, consumer neuroscience, and neuromarketing, human 
abilities assessment, and neuroscience-informed design. 

These developments could allow the implantation of advanced BCIs 

in the future, in contexts other than therapeutic ones, which will enable 
reading and writing directly in the brain and therefore could be used to 
increase the cognitive functions of healthy individuals, being necessary 
for it, a detailed understanding of the neural code to minimize the loss of 
information and to avoid modifications of perception, thoughts, and 
actions are avoided (Roelfsema et al., 2018). 

In this emerging context of research on BCI technologies, the number 
of works that address the risks and applications of BCIs in safety and 
security is very scarce, as well as analyzed in this research. 

For example, the safety field has been discussed in the context of the 
unknown cognitive effects of neurostimulation (Wexler, 2020). This 
research context and its potential translation to therapeutic intervention 
(Burwell et al., 2017) identified that the most common problems are 
related to the safety of BCI devices and the related balance of risk and 
benefit to the BCI user. Furthermore, according to said authors, all this 
generates significant ethical, legal, and social concerns, notably about 
personhood, stigma, autonomy, privacy, research ethics, safety, re-
sponsibility, and justice. 

Regarding the security field, Li et al. (2015) classified and studied 
BCI applications into the following four usage scenarios from a security 
and privacy perspective: neuro medical applications, user authentica-
tion, gaming and entertainment, and smartphone-based applications. 
Bernal et al. (2021) sing out that the development of specific BCIs in-
creases the importance of the challenge for security (Bernal et al., 2021). 
For example, sensing and stimulating the brain due to implants BCI 
represents a fundamental challenge for security (Moioli et al., 2021). 

Thus, two different trends seem to be observed but interrelated in a 
bidirectional way related to safety and security. These two trends evolve 
on the consideration of the BCI as a source of risk and technology for risk 
prevention. 

On the other hand, the terminology used in the field of study of BCIs 
is still recent and not standardized, so terms such as brain-machine in-
terfaces, brain-computer interfaces, neural interface, or neural pros-
thetic systems, are used interchangeably (L. R. Hochberg & J. P. 
Donoghue, 2006; Wester et al., 2013). In this sense, Wolpaw et al. 

Fig. 1. Scheme of the method used.  
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(2020) point out that BCIs are often called brain-machine interfaces 
(BMIs), although in general BCIs might be considered the preferable 
term. Therefore, in the present research the term BCI is used 
preferentially. 

Thus, the general objective of this research is to explore, from a risk 
engineering perspective, the trends and main research needs on the risks 
and applications of BCIs in safety and security. And the specific objective 
is to explore the BCIs as an emerging risk. 

The manuscript is organized as follows to achieve these objectives. 
First, the method used is described, consisting of a scoping literature 
review followed by an analysis of the BCI as an emerging risk. Second, 
the results are presented, beginning with the characteristics of the 
reviewed results, followed by a narrative account of the existing litera-
ture and the analysis of BCI as an emerging risk. Thus, the literature is 
organized thematically according to five different intervention types. 
For the safety field, three categories are identified: “fatigue detection,” 
safety control,“ and ”risk identification“. And for the security field, the 
categories ”authentication“ and ”cyberattacks“ are specified. The anal-
ysis of BCI as an emerging risk includes determining the type, level, and 
strategies for emerging risk management. Finally, these results are 
analyzed and discussed. 

2. Methods 

The method used consists of the sequential application of two phases. 
The Fig. 1 shows a scheme of the method followed by its main charac-
teristics. With the first phase, a scoping literature review was carried 
out. And with the second phase, the BCIs were analyzed as an emerging 
risk. 

A scoping literature review has been applied, for which the work by 
Burwell et al. (2017) has been taken as a reference as well as the works 
cited by said authors, specifically the method proposed by Arksey & 
O’Malley (2005) and the updating by Levac et al. (2010). Thus, this 
method has been chosen because it facilitates the process aimed at 
summarizing findings, exploring the extent of research on a certain topic 
as well as identifying research gaps. This method is configured by the 
following four stages: (1) identifying the research question, (2) 

identifying relevant studies, and study selection, (3) charting the data, 
and (4) collating, summarizing, and reporting the results (the five stages 
that initially make up the method have been reduced to four with the 
integration of stages 2 and 3 in stage 2). 

The analysis of BCI as an emerging risk has been based on the 
theoretical framework proposed by Brocal et al. (2017; 2021; 2018). 

2.1. Scoping literature review  

1. Identifying the research question. 

The research question for this phase was: What is known about the 
existing literature on the risks and applications of BCIs from a safety and 
security perspective? 

With the answer to this question, future research associated with 
safety and security fields could be indicated.  

2. Identifying relevant studies, and study selection. 

Due to the multidisciplinary characteristics of the BCIs, the Scopus 
and Web of Science database (WOS) were selected because they are 
analysis tools for the world’s leading research journals and articles from 
virtually every specialty in science, technology, and social science. For 
it, “All Databases,” “All Collections,” and “All years” were selected in 
both cases. The search occurred in November 2021 and used the 
following search strings (AUTHKEY/AK =Author Keywords): 

Scopus database: (AUTHKEY (“brain-machine interfaces”) OR 
AUTHKEY (“brain-computer interfaces”)) AND (AUTHKEY (“safety”) 
OR AUTHKEY (“security”)). 

WOS database: ((AK= (“brain–machine interface*”)) OR AK=
(“brain–computer interface*”)) AND (AK=(“safety”) OR AK=
(“security”)). 

Results (articles, conference, and proceedings papers) were included 
if they (1) were written in English (full text or abstract if it provided 
enough information), (2) presented conceptual discussions or empirical 
findings on safety or security of BCIs, (3) referred to humans, and (4) 
consider BCI as technology that records directly from the brain to create 

Fig. 2. Search strategy.  
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executable output. Proceedings and conference papers are included 
because they allow broadening the perspective of bibliographic explo-
ration, the main objective of this research. Results excluded were if the 
BCI is considered in isolation or as an example and is not part of the 
objectives of the publication. 

38 results from Scopus and 37 results from WOS were obtained after 
applying these criteria. On the set of these publications, duplicate arti-
cles were excluded, and results were obtained n = 48 articles for analysis 
(Fig. 2).  

3. Charting the data 

Information on research area and document types were obtained and 
categorized with Scopus and WOS analysis tools. 

In turn, each result was also categorized within the field “security” or 
“safety” or “security and safety”. For this, the previous search strings 
were conveniently adjusted as it is showed in Table 1.  

4. Collating, summarizing, and reporting the results 

Objectives, methodology, main measures, and results related to the 
safety and security of each outcome are analyzed in two steps to present 
a narrative account of the existing literature. 

First, the results obtained with the search strings through the pre-
vious phase have been analyzed to classify them within the safety or 
security fields from a broad and general perspective. 

Thus, the distinction between safety and security fields, the criteria 
considered by Blokland & Genserik (2017), have been applied. In this 
way, in the present research, the main distinction between security and 
safety is used from the perspective of the “effects of uncertainty in the 
objectives,” considering that the effects can be regarded as “intentional” 
or “unintentional” (accidental). Thus, when the negative effects on the 
targets are “intentional,” the term security is used, and when they are 
“unintentional,” the term safety is used. 

Second, the literature was organized thematically according to 5 
different intervention types. Next, within each field (safety and secu-
rity), the works with common themes were sought by analyzing their 
objectives and methodologies. 

Thus, for the safety field, the categories “fatigue detection,” “safety 
control,” and “risk identification” have been identified. In the present 
work, the studies classified within the fatigue detection category address 
the detection of said fatigue, using BCI devices, when this fatigue may 
affect the safety of tasks such as driving or monitoring processes. In turn, 
mental health definition according to ISO 10075–1:2017 standard is: 
temporary impairment of mental and physical functional efficiency, 
depending on the intensity, duration, and temporal pattern of the pre-
ceding mental strain (International Organization for Standardization 
(ISO), 2017). Regarding the studies classified within the safety control 
category there are studies which address this issue through BCI devices 
linked to automated and robotic systems. As to the studies classified 
within the risk identification category there are studies which are not 
included in the previous categories that address, through BCI devices, 
the study of accident risk. 

In the case of the “fatigue detection” category, the classification is 
relatively straightforward since the works included here have this topic 
in common. For example, for the category “fatigue detection,” the study 
of mental fatigue applied to driving safety has been addressed by various 
authors (Liu et al., 2015; Liu et al., 2016; Min & Cai, 2020; Ming et al., 
2021; Zhang, Z. T. et al., 2016). In the case of the “safety control” 
category, the results are not as immediate. However, the corresponding 
works address interventions and technologies directly linked to the said 
category, such as Witkowski (2014) about enhancing the reliability and 
safety of continuous hand exoskeleton-driven grasping motions or 
Penaloza et al. (2015) when the operator perceives an error made by the 
robot. The category “Identification of risks” has been created to include 
works that address risk from a general perspective since its character-
istics limit a more specific classification. 

For the security field, the categories “authentication” and “cyber-
attacks” have been identified. For both categories, the classification has 
also been relatively simple and direct because the corresponding results 
have this theme in common. For example, for the category “authenti-
cation,” Narayana et al. (2019) present an application for the physically 
challenged consisting of a biometric security system configured by a BCI, 
or Merrill (2019) designed a brain-based authentication system using 
custom-fit EEG earpieces. And for the “cyberattacks” category, the 
works by Bernal et al. (2020, 2021, 2022) regarding the BCI life cycle are 
excellent prototypical examples of this category. 

2.2. BCIs as an emerging risk 

The analysis of BCI as an emerging risk will be based on the theo-
retical framework proposed by Brocal et al. (2017, 2018, 2021). Said 
theoretical framework is adequate because three reasons: (a) it allows a 
qualitative approach to study an emerging risk based on the evolution of 
its technology lifecycle (TLC); (b) uncertainty is considered the main 
characteristic of emerging risk; (c) this uncertainty is integrated as a 
combination of knowledge and understanding of the emerging risk in 
the mentioned theoretical framework. 

Therefore, the BCI is analyzed as an emerging risk considering the 
importance of the current evolutionary moment of its TLC and the 
characteristics of the uncertainty, knowledge, and understanding of this 
emerging risk. 

To do this, firstly, the type of emerging risk (ERi) will be defined 
using the models proposed by Brocal et al. (2017; 2018). Secondly, the 
level of emerging risk will be determined through the emerging risk 
classification scheme proposed by Brocal et al. (2021). Thirdly, the 
strategies for emerging risk management will be defined through the 
criteria established by Brocal et al. (2021). 

3. Results 

The results of the scoping literature review and the analysis of BCIs as 
an emerging risk are shown below. The results of the scoping literature 
review are composed of the bibliometric characteristics and the 

Table 1 
Search strings used to categorize results within security or/and safety.  

Search 
string 

Field Scopus WOS 

Search 
string 
1 

Safety or 
Security 

(AUTHKEY (“brain- 
machine interfaces”) OR 
AUTHKEY (“brain- 
computer interfaces”)) 
AND (AUTHKEY 
(“safety”) OR AUTHKEY 
(“security”)) 

((AK=(“brain–machine 
interface”)) OR AK=
(“brain–computer 
interface”)) AND (AK=
(“safety”) OR AK=
(“security”)) 

Search 
string 
2 

Safety (AUTHKEY (“brain- 
machine interfaces”) OR 
AUTHKEY (“brain- 
computer interfaces”)) 
AND (AUTHKEY 
(“safety”)) 

((AK=(“brain–machine 
interface”)) OR AK=
(“brain–computer 
interface”)) AND (AK=
(“safety”)) 

Search 
string 
3 

Security (AUTHKEY (“brain- 
machine interfaces”) OR 
AUTHKEY (“brain- 
computer interfaces”)) 
AND (AUTHKEY 
(“security”)) 

((AK=(“brain–machine 
interface”)) OR AK=
(“brain–computer 
interface”)) AND (AK=
(“security”)) 

Search 
string 
4 

Safety 
and 
Security 

(AUTHKEY (“brain- 
machine interfaces”) OR 
AUTHKEY (“brain- 
computer interfaces”)) 
AND (AUTHKEY 
(“safety”) AND 
AUTHKEY (“security”)) 

((AK=(“brain–machine 
interface”)) OR AK=
(“brain–computer 
interface”)) AND (AK=
(“safety”) AND AK=
(“security”))  
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Fig. 3. Results structure.  

Table 2 
Final results distributed by year of publication.  

Year 2009 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 

Results 1 1 1 1 1 4 7 4 4 6 10 7 1  

Table 3 
Keywords and the number of occurrences with the VOSviewer software.  

Scopus Database WOS Database  

Keyword Occurrences Keyword Occurrences 

Brain computer interface 35 Brain-computer interfaces 10 
Electroencephalography 18 Recognition 4 
Interfaces (computer) 14 Brain-computer interface 9 
Brain-computer interfaces 12 eeg 5 
Privacy 8 Classification 5 
Security 8 Electroencephalogram 4 
Human 7 Security 6 
Computer privacy 6 Biometrics 4 
Brain 8 Electroencephalography 7 
Electrophysiology 7 Identification 4 
Brain-computer interface 10 Memory 4 
Data privacy 5 Privacy 6 
Humans 5 Fatigue 5 
Security and privacy 4 Safety 6 
Article 4 Brain-computer interface (bci) 4 
Security of data 5   
Brain machine interface 5   
Cyber security 5   
Authentification 4   
Electroencephalogram 4   
Biomedical signal processing 4   
Classification (of information) 4   
Safety 4   
Virtual reality 5   
Safety engineering 4   
Driving safety 4   
Electro-encephalogram (eeg) 4    
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Fig. 4. Visualization of all keywords with the VOSviewer software (Scopus Database) (Vosviewer, 2022).  

Fig. 5. Visualization of all keywords with the VOSviewer software (WOS Database) (Vosviewer, 2022).  
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narrative description of thematic categories of safety and security fields. 
The analysis of the BCIs as an emerging risk is configured by the type, 
level, and strategies for emerging risk management. Such structure is 
shown schematically in Fig. 3. 

3.1. Bibliometric characteristics 

The bibliometric characteristics of the 48 results presented in Ap-
pendix Table A1 are shown. These characteristics are organized around 
research areas, keywords, fields, and categories. 

3.1.1. Research areas 
Considering the 48 results shown in Appendix Table A1, 31 are ar-

ticles (65 %), 14 are proceedings papers (29 %) and 3 are book chapters 
(6 %). Regarding the research areas, the percentages found are 
approximately (% of 48 articles): computer science (76 % results), en-
gineering (70 % results), Mathematical Computational/Biology (52 %), 
Neurosciences/Neurology (50 %), Radiology Nuclear/Medicine Medi-
cal/Imaging (39 %) and Communication (32 %) stand out. Other areas 
have lower results (<20 %), particularly telecommunications (16 %), 
and mathematics (14 %). The other areas have more residual results 
(<10 %). Said results are shown in Table 2 distributed by year of 
publication. 

3.1.2. Keywords 
A co-occurrence analysis for the WOS and Scopus databases has been 

made with the VOSviewer software. In both cases, all keywords and full- 
count options were used. The minimum number of occurrences of a set 
of keywords was 4, and 4 clusters with Scopus and 3 clusters with WOS 
were found. The keywords and the number of occurrences are presented 
in Table 3 and the clusters are shown in Fig. 4 and Fig. 5 based on the 
most frequent keywords. 

3.1.3. Fields and categories 
The 48 results are shown in Table 4 according to the fields of study 

and thematic categories defined in the methodology. Thus, 23 results are 
grouped within the safety field and 25 within the security field, repre-
senting 48 and 52 %, respectively. The categories with the highest re-
sults are fatigue detection and cyberattacks in these fields, with 10 and 
17 results, respectively. 

Table 5 shows the results obtained within the field “safety” or “se-
curity” or “security and safety” applying the search strings. When these 
results are compared with those of Table 4, it can be observed: Search 
string 1: the 48 results are the same as those shown in Table 4; Search 
string 2: of the 26 results, 23 are included within the safety field, and 3 
are included within security (Belkacem & IEEE, 2020; Bernal et al., 
2021; Bernal, Sergio López et al., 2022); Search string 3: the 22 results 
are within the 25 of the security field; Search string 4: 3 results that are 

within security and safety (Karim et al., 2019; Kim et al., 2021; Sciaraffa 
et al., 2020). 

3.2. Thematic categories for safety field 

The results of the safety field are shown below. Such results are 
composed of risk identification, fatigue detection, and safety control 
categories. 

3.2.1. Risk identification 
Different works based on the application of non-invasive BCIs have 

been identified under this category to identify risks of occupational 
accidents and evaluate and train certain cognitive and physiological 
conditions linked to the prevention of occupational accidents. In addi-
tion, in the context of informed consent in implantable BCI research, two 
studies have been identified that analyze a broad set of BCI risks. 

About the application of non-invasive BCIs in the occupational 
context, 5 works have been identified. Regarding the risk identification 
process, Lee & Yoo (2012) developed a cognitive assessment tool based 
on BCI to prevent users from unexpected safety-accident. This approach 
is different from those studies based on assessing the cognitive status 
through EEG signal. Sciaraffa et al. (2020) differentiate between tradi-
tional BCI and passive BCI, indicating that the basis of traditional BCI 
systems is the “overt” detection of human intention, while in the case of 
passive BCI, it is the “covert“ monitoring of real human mental states. 
According to this author, the development of these passive BCIs is driven 
by safety–critical applications since it improves the so-called human-
–machine interaction (HMI). Zhou et al (2021) made a laboratory 
experiment that recorded the hemodynamic responses with near- 
infrared spectroscopy (NIRS)-based BCI (non-invasive method). This 
experiment was identified salient prefrontal cortex (PFC) areas that 
signify different construction risks, showing that the left PFC was more 
engaged in risks recognition; in particular, the dorsolateral PFC was 
identified for electricity and impact-related recognition risks and the 
ventrolateral PFC for stabbing-related recognition risks. These results 
sing out the potential of NIRS-based BCIs for hazard inspections. 

Regarding the evaluation and training of specific cognitive and 
physiological conditions, Kim et al. (2021) present the development of 
an information security-enforced EEG-based classification system for 
evaluating nuclear power plant operators and determining their fitness 
for duty for safe nuclear reactor operations. Huang et al. (2021) propose 
a virtual reality system for construction safety training, based on BCI and 
physiology data, which facilitates understanding workers’ physical 
condition, enhancing safety awareness, and reducing accidents. 
Regarding improving the efficiency of safety training, Zhou et al. (2021) 
indicate that a BCI can be used to provide real-time hazard recognition 
performance feedback and thus improve demonstration strategies. 

In the context of informed consent in implantable BCI research, Klein 
(2016) proposed six core risk domains relevant: short and long-term 
safety, cognitive and communicative impairment, inappropriate expec-
tations, involuntariness, affective impairment, and privacy and security. 
Additionally, identity, agency, and stigma are identified as non- 
traditional risks. Similarly, Klein & Ojemann (2016) consider several 
BCI research risks, including safety concerns, cognitive and communi-
cative impairments, inappropriate subject expectations, group vulnera-
bilities, privacy and security, and disruptions of identity. Regarding 
safety concerns, these authors consider associated risks to the compo-
nent implantable BCI. The components of implantable BCI are recording 
and stimulating electrodes, power generation and delivery, and data 
processing and transfer. Regarding the safety risks are grouped into 
three principal types: implantation, biocompatibility, and longevity. 

3.2.2. Fatigue detection 
The number of works that address the study of mental fatigue 

through BCIs stands out. Thus, the study of mental fatigue applied to 
driving safety has been addressed by various authors (Liu et al., 2015; 

Table 4 
Classification of results according to thematic categories.  

Safety Security 

Risk 
identification 

Fatigue 
detection 

Safety 
control 

Cyberattacks Authentication 

7 10 6 17 8 
23 25  

Table 5 
Classification of the results according to the search strings 1–4.   

Search string 1 Search string 
2 

Search string 
3 

Search string 4 

Safety or 
Security 

Safety Security Security and 
Safety 

Results 48 26 22 3  
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Liu et al., 2016; Min & Cai, 2020; Ming et al., 2021; Zhang, Z. T. et al., 
2016). Moreover, the study of cognitive states induced by mental fatigue 
has been applied to aircraft pilots (Han et al., 2019) and high-speed train 
drivers (Zhang, X. L. et al., 2017). Similarly, Deahais et al. (2018) 
measure neural correlates aircraft pilots’ working memory performance 
in real flight conditions. 

The study of mental fatigue through BCIs also has been applied in 
other activities different from driving or piloting. For example, Tsai 
(2017b) proposes an approach for studying the mental fatigue of 
workers of nuclear power plants by monitoring their brain wave 
rhythms through a BCI, and Tsai (2017a) proposes other approach based 
on physiological status monitoring of construction workers based in BCI 
to analyze fatigue levels. 

3.2.3. Safety control 
The applications identified on safety control are mainly related to 

robotization. Thus, have been identified applications on prostheses, 
exoskeletons, and collaborative occupational environments between 
robots and workers. 

About applications on prostheses, Wester et al. (2013) present an 
experimental validation of software-based safety features implemented 
during the control of a prosthetic limb in self-feeding tasks with a 
quadriplegic patient using implanted intracortical electrodes. Regarding 
applications on exoskeletons, Witkowski (2014) proposed a novel 
hybrid brain-neural computer interaction (BNCI) system fusing EEG and 
electrooculography (EOG) to enhance the reliability and safety of 
continuous hand exoskeleton-driven grasping motions. 

Considering the collaboration and coincidence, both spatial and 
functional, between workers and collaborative robot systems and semi- 
automated machines, Neu et al. (2019) propose a theoretical approach 
to occupational cognitive protection in HMI scenarios to detect and 
prevent accident causes such as stress, fatigue, and inattention. Penaloza 
et al. (2015) present an approach using EEG signals, detecting a brain 
potential called error-related negativity (ERN) that spontaneously oc-
curs when the operator perceives an error made by the robot or when an 
unexpected event occurs. This signal sends an emergency stop of a robot 
when the human operator perceives such an error or unexpected event. 
Li et al. (2020) developed a robust nonlinear predictive controller based 
on sliding mode for brain-controlled mobile robots with the main goal of 
incorporating and improving the safety and robustness of BCI-based 
real-time control. 

Considering the difficulty of collecting labeled EEG samples con-
cerning unlabeled samples that can be abundant in real applications, 
both used in EEG-based BCI, She et al. (2020) propose an algorithm to 
evaluate the risk of these unlabeled data by a new safety control 
mechanism. 

3.3. Thematic categories for security field 

The results of the security field are shown below. Such results are 
composed of cyberattacks and biometric authentication categories. 

3.3.1. Cyberattacks 
The transfer of BCI technology from the laboratory to real-world 

presents challenges regarding confidentiality, integrity, and availabil-
ity of universal access systems (Bahr et al., 2011). The BCIs that record 
EEGs, and the abuse of procedures or data can directly affect the person 
whose EEG is recorded (Landau et al., 2020). For example, Pittman et al. 
(2018) describe the implementation of cybersecurity controls in support 
of curating research data in a new brain-machine interface laboratory. 

Belkacem (2020) describes a cybersecurity framework that consists 
of risk scenarios and provides solutions for privacy and security issues 
related to P300-based BCI applications because it is the most popular 
modality. Bonaci et al. (2015) indicate that the methods to prevent se-
curity and privacy threats arising BCIs should be developed in the early 
design phase and integrated throughout the TLC and from an 

interdisciplinary perspective. Regarding the BCI life cycle, (Bernal et al., 
2021) present a new version of the BCI cycle, defined as a closed-loop 
process with five phases to homogenize the BCI cycle to include neu-
ral data acquisition and stimulation processes. These phases are: (1) 
Brain signals generation; (2) Neural data acquisition & simulation; (3) 
Data processing & conversion; (4) Decoding & encoding; (5) Applica-
tions. These authors analyze for each phase the security mainly from a 
technological point of view. For it, these authors define tasks, inputs, 
and outputs and analyze the attacks affecting the devices implementing 
each phase and their impacts and countermeasures. 

Through these cyberattacks, emerging two specific concerns. Firstly, 
the user’s private information could be obtained without their consent, 
and secondly, the behavior user could be altered by acting on neural 
activity. 

Regarding the first concern, Lange et al. (2018) have obtained 
experimental results suggesting that the extraction of specific PIN codes 
from EEG signals is theoretically feasible for some users and PINs. These 
experiments indicate that privacy concerns may be more important than 
security concerns in BCI-based applications. Karim et al. (2019) address 
the study of Bluetooth operating parameters necessary to meet the 
performance, usability, and privacy requirements of reliable and secure 
mobile BCIs applications. To avoid the alteration or attack of the EEG 
signal during the transmission of the wireless BCI, Bhalerao et al. (2020) 
introduce a security lock-in between the EEG recording system and the 
processing system. 

Bellman et al. (2018) studied as attackers can obtain private infor-
mation from individuals without their consent using modern consumer- 
grade BCI devices based on the level of recognition a victim has of a 
specific face. For example, Gladden (2016) proposed a conceptual 
framework neuroprosthetic devices (sensory, cognitive, and motor 
neuroprostheses), utilized for the treatment of medical conditions or 
purposes of human enhancement. The aim of such a framework can aid 
in exploring the practical, legal, and ethical issues that arise because 
these devices have the technological potential that, in the future, could 
be used for the two critical functions of neuromarketing related to the 
collection of data on the cognitive activity of the device’s human host or 
influence host behavior. In this way, Lange et al. (2018) consider that it 
is quite possible to design malicious applications with which, for 
example, EEG signals collected for gamming, can be used to reveal other 
types of correlations, such as medical or political. On the internet of 
health things context, Xia & Fan (2020) studied the construction of 
sports injury rehabilitation systems, based on motor imaging BCI, where 
maintained security and privacy of this medical system. 

Regarding the second concern, considering a future possibility of 
influencing or alternating human behavior, Moioli et al. (2021) have 
studied an interdisciplinary research field resulting from the intersection 
of neurosciences and wireless communications (as well as signal pro-
cessing, control theory, and computer science), whose applicative 
encounter could occur with developments in future wireless networks 
6G, which will support BTC and will generate great dilemmas in secu-
rity, privacy, and ethics. These authors propose a very interesting hy-
pothesis based on the that with current BCIs it is possible to influence 
human behavior by directly modulating the brain in clinical settings, the 
future BCIs in a wireless network context could receive read and write 
signals unwanted, not necessarily malicious, that could have the po-
tential to interact with behavior, thus being able to influence both 
individually and socially. Morales et al. (2009) proposed a networked 
biosystem secure, reliable, and scalable in this network context. 

Bernal et al. (2020) have analyzed the security and privacy vulner-
abilities in emerging neurostimulation technologies implemented 
through micron-scale BCI. For this, these authors have experimentally 
simulated two types of neuronal cyberattacks that affect the biological 
activity of neurons. These cyberattacks are called Neuronal Flooding 
(FLO) and Neuronal Scanning (SCA). Among the main results of these 
experiments, it stands out that both types of cyberattacks are adequate 
to affect neuronal activity, with FLO being more effective in immediate 
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terms and SCA in the long term. In a similar simulation experiment, 
(Bernal et al., 2022) presented the Neuronal Jamming (JAM) cyber-
attack, which aims to inhibit neuronal activity. The JAM cyberattack 
was analyzed on biological and artificial scenarios, as well as compared 
to FLO. 

3.3.2. Biometric authentication 
New techniques are emerging based on non-invasive measurements 

to overcome the limitations of traditional authentication systems (Chen 
et al., 2016). In this regard, artificial biometrics is a powerful security 
research tool that generally includes the recognition of a person’s 
identity from the biometric data collected, including, among other, 
physiological characteristics which can be collected visually or through 
some specialized devices (Sourin et al., 2016). Thus, the use of EEG 
signals as a unique biometric trait of every-one (these signals carry ge-
netic and individual information) promotes the development of new 
applications based on BCI as a more robust security system than tradi-
tional security mechanisms such as PINs, ID cards, passwords, etc. (Kaur 
et al., 2020). Moreno-Rodriguez et al. (2021) introduce an open-access 
database of synchronously recorded EEG signals, voice signals, and 
video captured for biometric purposes. This approach applies to unim-
odal biometric systems, especially for evaluating multimodal variants in 
the BCI and faces recognition projects. 

In this way, the EEG is the most viable technology for biometric 
authentication applications due to the ease of use, portability, relatively 
low cost, and high temporal resolution (Chen et al., 2016). In this regard, 
three examples are shown next. Narayana et al. (2019) present an 
important application for the physically challenged consisting of a bio-
metric security system configured by a BCI to lock/unlock a wheelchair 
and control its movements using these patterns that occur due to eye 
blinks and activity of muscles in the jaw. Alomari et al. (2017) propose 
that a practical EEG-based system could be developed to make it easier 
for users to select a password based on the prediction of its memoriza-
tion at the time of its creation. Merrill (2019) designed a brain-based 
authentication system using custom-fit EEG earpieces. 

Nevertheless, the resolution and reliability of EEG information is still 
limited (Yang, 2019). Chen et al. (2016) compared the wet and dry 
electrodes as authentication systems. They concluded that the dry ones 
show sufficient precision for high-security applications, allowing 
commercialization and highlighting their practicality. However, Kaur 
et al. (2020) consider that EEG device technologies with dry electrodes 
need to be tested for their suitability as biometric applications. So, such 
authors sing out the following key points that need to be discussed while 
building EEG-based security: emotions impact on neuro signals, 
permanence factor of neuro signals (age variation), EEG acquisition 
tools complexity, and development of multimodal systems. 

3.4. BCIs as an emerging risk. 

The analysis of the BCI as emerging risk is carried out under the 
scenario “general – general” established by Brocal et al. (2021) and 
consists of applying the following three steps, as described in the method 
section (the terms BCI and BCIs are used interchangeably and with their 
general meaning). Firstly, the type of emerging risk (ERi) is defined 
using the models proposed by Brocal et al. (2017; 2018). Secondly, the 
level of emerging risk is determined through the emerging risk classi-
fication scheme proposed by Brocal et al. (2021). Thirdly, the strategies 
for emerging risk management are defined through the criteria also 
established by Brocal et al. (2021). 

3.4.1. Type of emerging risk 
With the evolution of the number of results analyzed through the 

search strings used, in Table 2, it is observed that the first work was 
published in 2009, and between that year and 2014, only one result was 
published annually (except 2010, where no paper was published). 
Although, as of 2015, the number of papers published annually in-
creases, the upward slope is still very smooth, with a maximum of 10 
works published in 2020. Such circumstances allow to point out the 
initial moment (2009) of this exploration approach and its still germinal 
phase. This germinal phase coincides with the embryonic phase defined 

Table 6 
Search strings 1 and 5 to compare security, safety, and risk results.  

Database Year 20XX 09 10 11 12 13 14 15 16 17 18 19 20 21 n 

Scopus Search string 1 1 0 1 1 3 6 5 4 4 8 6 8 6 40 
Search string 5 1 0 0 0 1 3 1 0 0 1 1 3 1 12 

WOS Search string 1 0 0 1 1 1 1 3 7 6 2 5 7 6 40 
Search string 5 1 0 0 0 1 3 1 0 0 1 2 1 1 11  

Fig. 6. Search strings 1 and 5 to compare security, safety, and risk results.  
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by Brocal et al. (2017; 2021; 2018). 
Complementarily, in Table 6 and Fig. 6, the results of search string 1 

are compared with search string 5 that is shown below: 
Scopus database: (AUTHKEY (“brain-machine interfaces”) OR AUTH-

KEY (”brain-computer interfaces”)) AND (AUTHKEY (“risk”)) 
WOS database: ((AK= (“brain–machine interface*”)) OR AK=

(“brain–computer interface*”)) AND (AK=(“risk*”)) 
The germinal phase mentioned above can be verified, in the context 

of the risk associated with BCI, with the results of the Table 6 and Fig. 6. 
The BCI is a clear example of an emerging risk that is new due to the 

following reasons linked to the conditions (Ci) modeled by Brocal et al. 
(2017; 2021; 2018). Firstly, this device complies with condition C1 
because this risk did not previously exist and is caused by one new 
technology. About it, Denning et al. (2009a) concluded in 2009 that the 
security challenges of BCI technology would likely be very different 
from those of traditional computer security. Therefore Landau et al. 
(2020) consider the BCI as a relatively new domain that generates new 
problems that must be addressed before the use of this technology is 
more widespread. This relativity can be interpreted considering that BCI 
research began in 1973 (Landau et al., 2020), although it is in recent 
years when that is of increasing interest to researchers (Burwell et al., 
2017; Landau et al., 2020; Li et al., 2015; Ramsey, 2020). Considering, 
for example, for the security field, Bernal et al. (2021) determined that 
the BCIs are in an early and immature phase because the scientific 
literature has not addressed this critical area until recent years. In this 
regard, it is essential to indicate that the development of this field, 
especially the cyberattacks category is more advanced than the other 
categories analyzed here. Therefore, it can infer that for both fields, 
safety and security, the set of categories is not mature. Secondly, 
although the risk seems to be increasing, according to condition C4 
(number of hazards leading to the risk is growing), it is too early to state 
that the risk increases according to the growth phase defined by Brocal 
et al. (2017; 2021; 2018). 

3.4.2. Level of emerging risk 
Applying the approach proposed by Brocal et al. (2021), the level of 

emerging risk is a function of its uncertainty (Q) and its potential con-
sequences (C). Regarding Q is a function of the quality of knowledge (K) 
and the level of understanding (N) about the emerging risk. 

In this way, the level of knowledge (K) is low considering the num-
ber, evolution, and characteristics of the results analyzed in this work. In 
addition, the BCI also needs the development of specific legislation and 
standardization. In this way, various authors (Belkacem & IEEE, 2020; 
Bernal et al., 2020; Moioli et al., 2021) point out the need to advance in 
the regulation and standardization of BCIs and their security problems. 

Regarding the level of understanding (N) of the interaction of the BCI 
with the brain is also low. For example, Bernal et al. (2022) consider it 
essential to understand the relationship between brain disorders and 
brain connectivity. Moreover, the long-term effects of BCIs on psychol-
ogy, neurophysiology are unknown. In 2009 Denning et al. (2009b) 
concluded that neural changes made by hackers through these devices 
could have irreversible effects on human performance and cognition. 
About, Bernal et al. (2021) consider that research papers that analyze 
the impact of cyberattacks on neuronal activity do not usually study 
physiological or psychological effects. 

Thus, with the combination of the qualitative results of K (low), and 
N (low) the degree of uncertainty (Q) is high. 

Regarding potential consequences (C), considering the categories 
indicated by Brocal et al. (2021) should be considered high. The reasons 
for this categorization are as follows. The losses and damages are diffi-
cult to specify, especially considering the previous combination of the 
qualitative results of K (low) and N (low). In addition, these conse-
quences have the following potential characteristics described by Kris-
tensena et al. (2006): reversibility, persistence, ubiquity, and delay 
effects. The main common denominator known for these characteristics 
is cyberattacks. Thus, reversibility and persistence are related to the 

potential irreversible effects on human performance and cognition. 
Ubiquity is due to the geographical dispersion of potential damage 
through cyberattacks. And delay effects also are related to cyberattacks 
and the fact that the long-term effects of BCIs on psychology, neuro-
physiology are unknown. 

Consequently, with the combination of the qualitative results of Q 
(high) and C (high), the level of emerging risk is high. 

3.4.3. Strategies for emerging risk management 
Due to the previous results, this emerging risk can be considered an 

ER1, so the three RMSi considered by Brocal et al. (2021) could, in 
theory, be compatible with this risk. 

The combined application of the three strategies is complex. In any 
case, the result of this combination should include an approach based on 
the precautionary principle that includes the definition of risk treatment 
measures and measures to build confidence and trustworthiness. Risk 
treatment measures should be defined in the form of avoidance, 
reduction, transfer, and retention. As for the measures to build confi-
dence and trustworthiness, they should pursue the reduction of un-
certainties, clarification of facts, involvement of the people affected, 
deliberation, and accountability. 

4. Discussion 

The method used has made it possible to obtain a set of results to 
explore the trends and main research needs on the risks and applications 
of BCIs in the safety and security fields. Said results are analyzed below 
using the structure used in the previous sections to facilitate the reading 
and correspondence between these results and their discussion. 

4.1. Bibliometric characteristics 

A total of 48 results, distributed mainly between 29 % of proceedings 
and conference papers and 65 % of articles, have been obtained based on 
search string 1 and the established inclusion and exclusion criteria. 

This combination of results limits the quality of the analyzed works, 
although, in return, it allows broadening the perspective of biblio-
graphic exploration, the main objective of this research. Similarly, not 
limiting the search time interval allows observing the evolution of the 
number of works. Such circumstances allow to point out in 2009 the 
initial moment of this exploration approach and its still embryonic 
phase. 

Such evolutionary characteristics coincide with the growing interest 
of researchers in BCI technologies, as expressed by other authors (Bur-
well et al., 2017; Li et al., 2015; Ramsey, 2020) and especially with 
Landau et al. (2020). 

An optional consultation stage in conducting the scoping study could 
be added to improve these results, as proposed by Arksey & O’Malley 
(2005). On the other hand, the number of results could increase with 
other search strings that include different keywords and other field tags. 
A systematic literature review could also be considered. Said modifica-
tions in the literature review method could have the advantage of 
including a more significant number of studies focused on specific risks 
of the BCI, for example, according to the categories studied in this study 
or others such as focused on ethical or legal aspects discussed in the 
scoping review of Burwell et al. (2017). And as a drawback, the explo-
ration perspective shown here could be reduced. 

4.1.1. Research areas 
Regarding the research areas covered by the set of results obtained, 

the broad multidisciplinary nature of the study of the risks and appli-
cations of BCI in the fields of safety and security is evident. Areas stand 
out in computer science (76 %) and engineering (70 %) versus Neuro-
sciences/Neurology (50 %) and Radiology Nuclear/Medicine Medical/ 
Imaging (39 %). 

This multidisciplinary context coincides with that shown by Wester 
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et al. (2013) whose consider that BCI context involves technological 
advancements and collaborations in robotics, neuroscience, computer 
science, materials science, and signal processing. 

However, this multidisciplinary approach is not observed in a 
generalized way on the individual works analyzed, especially under 
collaboration between engineering and/or medical and/or neuroscience 
areas or departments. 

4.1.2. Keywords 
The number of keywords in the Scopus database is approximately 

double that of the WOS database. Thus of the 625 keywords in Scopus 27 
meet the threshold. And in WOS of the 291 keywords 15 meet the 
threshold. 

There are three alternative denominations in both databases for the 
term BCI. Thus, in Scopus, the corresponding keywords are: brain com-
puter interface (35 occurrences), brain-computer interfaces (12), and 
brain-computer interface (10). And in WOS: brain-computer interfaces 
(10), brain-computer interface (9), and brain computer interface (bci) (4). 

For the keywords safety and security, the number of occurrences 
does not stand out in general over the other keywords, except mainly for 
the keywords related to BCI. 

Regarding the formation of clusters, in the case of the Scopus data-
base, it stands out (Fig. 4): keywords such as driving safety and safety 
engineering are part of cluster 1 (11 items, red). The keyword security is 
part of cluster 2 (7 items, green), linked mainly to privacy-related key-
words (data privacy, security and privacy, and computer privacy). The 
keyword safety is part of cluster 3 (5 items, blue), mainly linked to the 
keyword humans. And in the case of the WOS database (Fig. 5): the 
keyword security is part of cluster 2 (5 items, green), linked to keywords 
such as privacy. And the keyword safety is part of cluster 3 (5 items, 
blue), related to keywords such as fatigue. 

4.1.3. Fields and categories 
Concerning the safety and security risk fields studied, there is a 

correspondence of 88 % when the results of Table 4 and Table 5 are 
compared. This shows a good correspondence between the classification 
criteria of the safety and security fields (based on the work of (Peter 

Blokland & Genserik Reniers, 2017) and the search strings used. 
Such correspondence can also be seen with the cluster analysis re-

sults in the previous section. For example, the keyword safety is linked to 
categories like fatigue. And security is linked to keywords related to 
privacy. 

The five thematic categories defined allow defining a general risk 
framework related to BCI’s safety and security. Regarding the categories 
that stand out for their number of studies are fatigue detection and 
cyberattacks for the safety and security fields, respectively. In the case of 
the cyberattacks category, it should be noted that its number of results is 
rough twice that of the other categories. 

4.2. Thematic categories 

Two clear research trends can be observed in safety and security 
fields. These two trends evolve on the concepts of the source of risk and 
technology for risk prevention. This differentiation suggests the exis-
tence of two poles of opposite signs or two axes on the BCI technology. 
On the one hand, the BCI is studied as a source of risk, that is, as the 
origin of potential harm to the user of an unintentional (safety) or 
intentional (security) nature. On the other hand, the BCI is studied as a 
technology for risk prevention, that is, as a measure to avoid or mini-
mize, failing that, potential harm to the user of an unintentional (safety) 
or intentional (security) nature. 

This approach allows the conceptual configuration shown in Fig. 7. 
In this way, the BCI risk can be represented by the quadrilateral area 
defined by the four values of the variables considered. Fig. 7 shows three 
examples categorized from higher risk (R1) to lower risk (R3). 

This approach can be modeled both qualitatively and quantitatively. 
As an idea, a relatively simple approach that would allow representing 
the quadrilateral area of a given BCI Risk, could be based on the design 
of appropriate scales, for example, through the Delphi method, using the 
Likert 5-point scale. In this way, it would be possible to assign numerical 
values to each of the four variables considered for said BCI Risk, these 
variables being: (i) Source of risk (- safety axis); (ii) Risk prevention 
(+safety axis); (iii) Source of risk (- security axis); (iv) Risk prevention 
(+security axis). 

Fig. 7. BCI risk configuration as the quadrilateral area defined by the safety and security axes.  
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In any case, the development of such an approach is beyond the 
objectives of this research, although it indicates a clear line of future 
research. In such modeling, the uncertainty variable could be integrated 
as a third dimension or third axis to analyze risk as an emerging risk. 

4.2.1. Safety field 
In this safety field, two groups of works can be differentiated, 

depending on whether they are based on the application of non-invasive 
or invasive BCIs. The three categories (risk identification, fatigue 
detection, and safety control) are mainly based on non-invasive BCIs, 
especially with EEG technology. Regarding the works based on invasive 
BCI, the works of Kein (2016) and Klein & Ojemann (2016) classified in 
the risk identification category stand out. 

The works based on non-invasive BCIs are characterized by the 
application of the BCI as a technology for risk prevention, mainly of an 
occupational nature. On the other hand, regarding the work based on 
implantable, BCI research is characterized by considering BCI as a 
source of risk. 

4.2.2. Security field 
In this security field, the same two groups of works identified for the 

safety field can be identified, that is, non-invasive and invasive BCIs. 
Likewise, the two categories analyzed are mainly based on non-invasive 
BCIs, especially with EEG technology. 

Regarding the approach of the cyberattacks category, it is charac-
terized by addressing the BCIs in a broader way than the other categories 
analyzed for the following reasons. First, the study of risk is proposed as 
an integrated approach throughout the TLC and the BCI cycle. Second, 
this approach allows each phase of the BCI cycle to be analyzed under 
the dual consideration of its quality as a source of risk and technology for 
risk prevention. Finally, regarding the different risks addressed from this 
category, the possibility of altering neural activity through these BCI 
devices should be pointed out due to their unique importance. 

Regarding the biometric authentication category, it can be consid-
ered a technological preventive measure to improve the security process 
in authentication activities. 

4.3. Other fields and categories 

The fields of study and thematic categories defined with this research 
are not a taxonomy but rather an exploratory approach that allows 
determining the first step towards more specific studies on the risks and 
applications of BCI in safety and security fields, among them that taxon-
omy that could be developed. For example, Landau et al. (2020) present an 
interesting taxonomy of the current trends in BCI systems based on EEG 
and its domains linked to the security and privacy field. Such taxonomy 
has this structure: security (authentication, cryptography, lie detection), 
medical (diagnosis), and entertainment (gaming). Another example is 
presented by Bernal (2021), and it consists of two main attacks on brain 
categories during neurostimulation. A category consists of taking control 
of the stimulation process to cause neural tissue damage. The other cate-
gory focuses on inducing an effect or perception in the user. In this way, it 
should be noted that with the results of this work, a similar investigation in 
the field of safety has not been identified. 

Thus, the need for future research that deepens the definition of the 
key terms related to the safety and security of BCIs is evident. In this 
regard, some specific terms have been identified during the biblio-
graphic analysis process. Among these terms, the following stand out: 
exocortex (Bonaci et al., 2015), neuroergonomics (Dehais et al., 2018), 
neurosecurity (Bernal et al., 2021; Bernal et al., 2022; Bonaci et al., 
2015; Klein, 2016), neuroethics (Belkacem & IEEE, 2020; Bernal et al., 
2021; Klein, 2016; Klein & Ojemann, 2016). 

As additional part of the results of this exploratory approach, the 
results of a search for these terms in “all fields” and without restrictions 
in the WOS and Scopus databases are the following: exocortex: 6 and 47; 
neuroergonomics: 679 and 2053; neurosecurity:10 and 8; neuroethics: 

1439 and 7562. 
Given the exploratory characteristics indicated above, a detailed 

analysis of the previous terms will not be carried out here, only an 
approximation as follows. Thus, considering the previous results, as well 
as the definition of neuroergonomics according to Parasuraman (2003) 
and neuroethics according to Marcus (2002), it is evident that these 
fields are more developed than those related to exocortex and neuro-
security, probably because their field of application it goes beyond BCIs. 

Regarding exocortex and neurosecurity definitions, Bonaci et al. 
(2015) indicate that the term exocortex stems from computer science 
and evolutionary psychology, and it is defined as “a wearable (or 
implanted) computer used to augment a brain’s biological high-level 
cognitive processes and inform a user’s decisions and actions”. Also, 
Bonaci et al. (2015) indicate that Denning et al. (2009) introduced the 
term neurosecurity as “protection of the confidentiality, integrity, and 
availability of neural devices from malicious parties with the goal of 
preserving the safety of a person’s neural mechanisms, neural compu-
tation, and free will”. Thus, the definition of the term exocortex is 
technological and related to the general operation of the device. The 
definition of the term neurosecurity is preventive and related to device- 
specific security from malicious parties. 

In principle, the concept of security analyzed in this research in-
cludes the concept of neurosecurity. The same is not the case with the 
concept of safety. Therefore, the use of the term “neurosafety” seems 
logical as an additional and complementary component. However, in the 
publications analyzed, this term has not been identified. With the 
further search for “neurosafety” in “all fields” and without restrictions in 
the WOS and Scopus databases, 6 and 5 results were obtained, respec-
tively. And with the analysis of these results, the definition of the term 
neurosafety is not identified either. However, the term is used in 
research areas related to neuroscience, physiology, and pharmacology. 
It follows that said term is restricted to said research areas. 

The need seems to emerge from all the above for a new area of 
specific research on safety and security for BCIs. Such need implies a 
more precise determination of related study intervals. For it and as an 
initial approach, the first level of this area could be called “BCIs risks” 
which would have a general scope. Then, the said level could descend 
towards more specific levels, for example, under the names “BCI secu-
rity” and “BCI safety.”. 

Thus, considering the set of results and analysis carried out with the 
present investigation, the following definitions can be proposed:  

• BCI security: The study of BCIs as a source of risk and a measure to 
prevent direct, indirect, and induced damage to users’ health and their 
environment of intentional origin.  

• BCI safety: The study of BCIs as a source of risk and a measure to prevent 
direct, indirect, and induced damage to users’ health and their environ-
ment of unintentional origin. 

The concept of “damage” in the previous definitions must be un-
derstood in a broad sense both in terms of time, the short and long term, 
as well as health. And for health, the definition of the WHO is adopted 
(World Health Organization, 2020): “Health is a state of complete 
physical, mental and social well-being and not merely the absence of 
disease or infirmity.”. 

In any case, the proposed definitions are a first step towards differ-
entiating the two study intervals considered for the BCIs. 

4.4. BCIs as an emerging risk 

The results obtained from the analysis of the BCI as an emerging risk 
are mainly limited by three interrelated factors, being: (a) the qualita-
tive characteristics of the theoretical framework proposed by Brocal 
et al. (2017; 2021; 2018); (b) the bibliographic review method used; and 
(c) the generic characteristics of the BCIs technology that have been 
considered. 
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Thus, the qualitative results of the type of emerging risk, level of 
emerging risk, and the strategies for emerging risk management can be 
considered a general risk framing or general pre-assessment of the BCI 
technology. These results could be improved with modifications in the 
bibliographic review method and curves other than the TLC on the S- 
curve. For example, the analysis of the consequences could be extended 
by considering categories other than cyberattacks. In addition, among 
other modifications, the study of data and specific BCI technologies 
could be considered (for example, between non-invasive or invasive 
technologies, there could be significant differences). With all this, more 
detailed results could be obtained, especially concerning the behavior of 
uncertainty (Q.). 

In any case, it is not foreseeable to obtain results other than the 
classification of the BCI as an emerging risk that is new or, failing that, as 
an emerging risk that is both new and increasing. This assertion is 
mainly because the BCIs are immature or embryonic from a risk, safety, 
and security perspective. 

5. Conclusions 

The conclusions are presented below, taking the objectives estab-
lished as the guiding thread. 

Thus, regarding to the general objective, the trends and main 
research needs on the risks and applications of BCIs in safety and se-
curity are as follows: 

1. The research areas involved are highly multi-disciplinary. Com-
puter science and engineering areas sing out on Neurosciences/ 
Neurology and Radiology Nuclear/Medicine Medical/Imaging.  

2. BCIs are studied under a dualistic approach to risk, both as a source 
of risk and as a technology for risk prevention. This differentiation 
suggests the existence of two axes on the BCI technology. On the one 
hand, the BCI is studied as a source of risk of an unintentional 
(safety) or intentional (security) nature. On the other hand, the BCI is 
studied as a technology for risk prevention, that is, as a measure to 
avoid or minimize, failing that, potential harm to the user of an 
unintentional (safety) or intentional (security) nature. 

Considering the structure configured by said axes, according to 
Fig. 7, a summary of the risks and applications obtained with the 
present research would be:  

(i) Source of risk (- safety axis): When a source of risk is of an un-
intentional (safety) nature, it highlights the possibility of conse-
quences related to the health of the user (for example, of a 
physiological or cognitive nature), as well as to variables in their 
technological environment (for example, involuntary actions on 
control systems). 

(ii) Risk prevention (+safety axis): When technology for risk pre-
vention is unintentional (safety), for the “risk identification” 
category, worth mentioning applications related to safety in-
spection tasks, unexpected accident prevention, activities in 
hazardous facilities, and training systems based on virtual reality. 
Furthermore, for the “fatigue detection” category, the applica-
tions are related to the study of mental fatigue applied to driving 
safety, aircraft pilots, and high-speed train drivers, as well as 
other activities different from driving or piloting, for example, 
the fatigue of workers of nuclear power plants or construction 
workers. Finally, regarding the “safety control” category, appli-
cations on prostheses, exoskeletons, and collaborative occupa-
tional environments between robots and workers stand out, as 
well as occupational cognitive protection in HMI scenarios to 
detect and prevent accident causes such as stress, fatigue, and 
inattention.  

(iii) Source of risk (- security axis): When a source of risk is of an 
intentional (security) nature, it highlights the possibility of losing 
the user’s private information and modifying their behavior by 
altering their neural activity. 

(iv) Risk prevention (+security axis): When technology for risk pre-
vention is of an intentional (security) nature, the “cyberattacks” 
and “biometric authentication” categories are self-explanatory 
about their fields of application.  

3. Research is still in an early phase. The characteristics of works 
found in the databases and the thematic categories identified 
show an early phase that sings out two trends. First, the specific 
terms are evolving, for instance, neurosecurity and neurosafety. 
However, these terms are not mature, nor do they adequately 
reflect the scope described in the present research. Therefore, 
three new terms have been proposed as an initial approach: “BCIs 
risks,” which would have a general scope. And “BCI security” and 
“BCI safety” have a more specific scope. Second, the scope of the 
analyzed works on the relationship between the technology of 
humans and industrial safety is significantly scarce. Nevertheless, 
in the occupational context, this technology is mainly based on 
non-invasive BCIs, specifically EEG technology. Therefore, BCIs 
seem to have great potential for future industry safety applica-
tions, especially in processes where cognitive variables of 
workers, such as attention, are relevant. 

The conclusions regarding the specific objective to explore the BCIs 
as an emerging risk are as follows:  

• A general pre-assessment of the BCI technology has been defined. 
Such is configured by the qualitative results of the type of emerging 
risk, level of emerging risk, and the strategies for emerging risk 
management.  

• The type of BCI as an emerging risk is a new risk. Such typification is 
for two reasons. Firstly, this device can consider a risk that did not 
previously exist and is caused by one new technology. Secondly, 
although the risk seems to be increasing, it is too early to state that 
the risk increases according to the growth phase.  

• The level of emerging risk is high. This level is high due to the 
combination of a high degree of uncertainty (Q) and high potential 
consequences (C). The high degree of uncertainty (Q) is the result of 
low quality of knowledge (K) and low level of understanding (N).  

• The strategies for this emerging risk management are broad and 
complex. 

These conclusions define an emerging field of study for safety and 
security fields. However, these conclusions are mainly limited by three 
interrelated methodological factors: the bibliographic review method 
and the generic and qualitative characteristics that have been consid-
ered of the BCIs technology. 

Three future lines are proposed to overcome these limitations. In the first 
place, with the basis defined in this work, can be designed other scoping 
studies complementary or systematic bibliographic reviews. Various tax-
onomies and standardization work based on specific terms, concepts, and 
technologies can be pursued with such reviews. Second, the approach shown 
in Fig. 7 is capable of being modeled generically or specifically to design 
techniques to assess statically or dynamically the BCI risks. In such 
modeling, the uncertainty variable could be integrated as a third axis to 
analyze risk as an emerging risk. Such a modeling approach represents a 
multidisciplinary challenge for safety and security fields. Third, based on the 
previous suggestions, as well as the foundations proposed on the concepts 
“BCIs risks,” “BCI security,” and “BCI safety,” future research works can be 
developed with which to identify specific BCIs risks considering the rela-
tionship between the technology of humans and industrial safety. 

Finally, the greatest challenge lies in defining the tolerability criteria 
of individual and social risk. In addition, it is essential to differentiate 
between specific technologies, their costs, and their benefits. 
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Table A1 
Bibliometric characteristics.  

N◦ Authors Title Document 
Type 

Safety Security 

Risk 
identification 

Fatigue 
detection 

Safety 
control 

Cyber- 
attacks 

Authen- 
tication 

1 (Alomari et al., 
2017) 

What your brain says about your password: Using brain- 
computer interfaces to predict password memorability 

Proc. Paper     ● 

2 (Bahr et al., 
2011) 

Cyber Risks to Secure and Private Universal Access Proc. Paper    ●  

3 (Belkacem & 
IEEE, 2020) 

Cybersecurity Framework for P300-based Brain Computer 
Interface 

Proc. Paper    ●  

4 (Bellman et al., 
2018) 

On the potential of data extraction by detecting unaware 
facial recognition with brain-computer interfaces 

Conf. paper    ●  

5 (Bernal et al., 
2020) 

Cyberattacks on Miniature Brain Implants to Disrupt 
Spontaneous Neural Signaling 

Article    ●  

6 (Bernal et al., 
2021) 

Security in Brain-Computer Interfaces: State-Of-The-Art, 
Opportunities, and Future Challenges 

Article    ●  

7 (Bernal et al., 
2022) 

Neuronal Jamming cyberattack over invasive BCIs affecting 
the resolution of tasks requiring visual capabilities 

Article    ●  

8 (Bhalerao et al., 
2020) 

Protection of BCI system via reversible watermarking of EEG 
signal 

Article    ●  

9 (Bonaci et al., 
2015) 

Securing the Exocortex: A Twenty-First Century Cybernetics 
Challenge 

Article    ●  

10 (Chen et al., 
2016) 

A High-Security EEG-Based Login System with RSVP Stimuli 
and Dry Electrodes 

Article     ● 

11 (Dehais et al., 
2018) 

Assessing working memory load in real flight condition with 
wireless fNIRS 

Book chap.  ●    

12 (Gladden, 2016) Neuromarketing applications of neuroprosthetic devices: an 
assessment of neural implants’ capacities for gathering data 
and influencing behavior 

Proc. Paper    ●  

13 (Han et al., 2019) Recognition of Pilot’s Cognitive States based on Combination 
of Physiological Signals 

Proc. Paper  ●    

14 (Huang et al., 
2021) 

Virtual reality safety training using deep EEG-net and 
physiology data 

Article ●     

15 (Karim et al., 
2019) 

A Trusted Bluetooth Performance Evaluation Model for Brain 
Computer Interfaces 

Proc. Paper    ●  

16 (Kaur et al., 
2020) 

A study of EEG for enterprise multimedia security Article     ● 

17 (Kim et al., 2021) Development of an Information Security-Enforced EEG-Based 
Nuclear Operators’ Fitness for Duty Classification System 

Article ●     

18 (Klein, 2016) Informed Consent in Implantable BCI Research: Identifying 
Risks and Exploring Meaning 

Article ●     

19 (Klein & 
Ojemann, 2016) 

Informed consent in implantable BCI research: identification 
of research risks and recommendations for development of 
best practices 

Article ●     

20 (Landau et al., 
2020) 

Mind Your Mind: EEG-Based Brain-Computer Interfaces and 
Their Security in Cyber Space 

Article    ●  

21 (Lange et al., 
2018) 

Side-channel attacks against the human brain: the PIN code 
case study (extended version) 

Article    ●  

22 (Lee & Yoo, 
2012) 

A Development of Cognitive Assessment Tool based on Brain- 
Computer Interface for Accident Prevention 

Article ●     

23 (Li et al., 2015) Brain-Computer Interface Applications: Security and Privacy 
Challenges 

Proc. Paper    ●  

24 (Li et al., 2020) Sliding-Mode Nonlinear Predictive Control of Brain- 
Controlled Mobile Robots 

Article   ●   

25 (Liu et al., 2015) Assessment of Mental Fatigue: An EEG-based Forecasting 
System for Driving Safety 

Proc. Paper  ●    

26 (Liu et al., 2016) Driving Fatigue Prediction with Pre-Event 
Electroencephalography (EEG) via a Recurrent Fuzzy Neural 
Network 

Proc. Paper  ●    

27 (Merrill et al., 
2019) 

One-Step, Three-Factor Passthought Authentication With 
Custom-Fit, In-Ear EEG 

Article     ● 

(continued on next page) 
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Book chap. ●     
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