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A B S T R A C T 

The electromagnetic counterparts to gravitational wave (GW) merger events are highly sought after, but difficult to find owing 

to large localization regions. In this study, we present a strategy to search for compact object merger radio counterparts in 

wide-field data collected by the Low-Frequency Array (LOFAR). In particular, we use multi-epoch LOFAR observations centred 

at 144 MHz spanning roughly 300 deg 

2 at optimum sensitivity of a since retracted neutron star–black hole merger candidate 
detected during O2, the second Advanced Ligo–Virgo GW observing run. The minimum sensitivity of the entire (o v erlapping) 
1809 deg 

2 field searched is 50 mJy and the false ne gativ e rate is 0.1 per cent abo v e 200 mJy. We do not find any transients and 

thus place an upper limit at 95 per cent confidence of 0.02 transients per square de gree abo v e 20 mJy on one, two, and three 
month time-scales, which are the most sensitive limits available to date. Finally, we discuss the prospects of observing GW 

events with LOFAR in the upcoming GW observing run and show that a single multibeam LOFAR observation can probe the 
full projected median localization area of binary neutron star mergers down to a median sensitivity of at least 8 mJy. 

Key w ords: gravitational w aves – techniques: interferometric – radio continuum: transients – black hole - neutron star mergers –
neutron star mergers. 
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 I N T RO D U C T I O N  

he landmark detection of gra vitational wa ves (GWs) from binary
eutron star (BNS) merger GW170817 (Abbott et al. 2017a ) and of
ts electromagnetic (EM) counterpart spanning the full spectrum has
aken us fully into the era of multimessenger astronomy (Abbott et al.
017c ). The rich observational data set of this single event proved
o be a tro v e of scientific breakthroughs affecting many aspects of
stronomy (e.g. Abbott et al. 2017b ; Cowperthwaite et al. 2017 ;
argalit & Metzger 2017 ). Given the unparalleled impact from the

 xtensiv e multiwav elength follow-up campaign of GW170817, there
s wide interest in pursuing the EM counterparts of other GW merger
vents involving at least one neutron star, and particularly of a black
ole and neutron star (BH–NS) for the first time (e.g. Coughlin et al.
019 ; Dobie et al. 2019 ; Andreoni et al. 2020 ; Antier et al. 2020 ; Page
t al. 2020 ; Alexander et al. 2021 ; Boersma et al. 2021 ). Ho we ver,
his endea v our comes with substantial challenges, due in large part
o the significant uncertainties on the location of GW events: the
edian 90 per cent credible region of the sky localization area in

he pre vious Adv anced Ligo–Virgo GW observing run (O3) was
pproximately 200 deg 2 (Abbott et al. 2020 ). While event localization
 E-mail: k.gourdji@uva.nl 

a  

b  

t  

Published by Oxford University Press on behalf of Royal Astronomical Socie
ommons Attribution License ( http://cr eativecommons.or g/licenses/by/4.0/), whi
mpro v es with each subsequent GW observing run, large surv e y
peeds and telescopes with large fields of view in particular will
emain instrumental in efforts to identify GW EM counterparts in
he upcoming observing run (O4), which is likely to commence in
he latter half of 2022. 

Radio interferometers are particularly promising tools for iden-
ifying the exact location of a GW e vent, o wing to their combined
arge fields of view and sensitivity, as well as low-latency observing
apability. The interaction of the relativistic jet that is launched
n the moments following a BNS (and possibly BH–NS) merger
ith the circum-merger medium produces a radio afterglow that

s detectable days to weeks post-merger at GHz frequencies and
asting months to years (Paczynski & Rhoads 1993 ; M ́esz ́aros &
ees 1997 ). This emission was studied at unprecedented detail with

adio observations of GW170817 (Abbott et al. 2017c ; Hallinan et al.
017 ). This synchrotron emission contains key information about
he enigmatic jet that produced it and can be traced across the radio
and as it evolves dynamically (Alexander et al. 2017 , 2018 ; Corsi
t al. 2018 ; Dobie et al. 2018 ; Margutti et al. 2018 ; Mooley et al.
018a , b , c ; Resmi et al. 2018 ; Troja et al. 2018 ; Ghirlanda et al.
019 ; Hajela et al. 2019 ). In addition to afterglow emission from
 relativistic jet, a second synchrotron afterglow component caused
y the dynamical/kilonova merger ejecta is predicted to dominate
he radio light curve and to peak at low radio frequencies years
© 2021 The Author(s) 
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ch permits unrestricted reuse, distribution, and reproduction in any medium, 
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Figure 1. Part of the three-detector GW location probability density map 
of G299232 (LIGO Scientific Collaboration/Virgo Collaboration 2017 ). 
Contours enclose 50 and 90 per cent of the probability density (though 
additional regions in the Southern hemisphere are not included here). The 
full extent of the area searched in this analysis is enclosed by the blue dashed 
line, and corresponds to 47 o v erlapping LOFAR beams each searched out 
to a radius of 3.5 ◦. The blue circles denote beam co v erage of radius 1.4 ◦, 
and the resulting unique sky area covered by these radii is 289.4 deg 2 . The 
optical transient detected contemporaneously with the GW trigger is shown 
by a yellow dot. The LOFAR beam placed at the centre of the neutrino 
candidate uncertainty region is shown in yellow. All beams are spaced by 
2.8 ◦, except for the two beams that were centred on the respective locations 
of the optical transient and the neutrino candidate. This figure was created 
using the LIGO.SKYMAP python module. 1 
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ollowing the merger (Nakar & Piran 2011 ; Hotokezaka et al. 2016 ).
his never-before-seen radio afterglow would contain important 

nformation regarding the merger ejecta, which, for instance, can 
e used to make inferences about the elusive equation of state of
uclear matter. Apart from incoherent later-time radio emission, 
oherent emission produced around the merger time has long been 
redicted by various mechanisms (e.g. Usov & Katz 2000 ; Hansen &
yutik ov 2001 ; Pshirk ov & Postnov 2010 ; Piro 2012 ). In particular,

t has been suggested that a fraction of fast radio bursts (FRBs) could
e accounted for by prompt emission arising from the coalescence 
f compact objects (e.g. Totani 2013 ; Falcke & Rezzolla 2014 ;
’Orazio et al. 2016 ). Low-latency triggered radio observations 

o v ering the localization region of GW merger events would enable
s to directly test these theories (Chu et al. 2016 ; Rowlinson &
nderson 2019 ; Gourdji et al. 2020 ). 
The Low-Frequency Array (LOFAR; van Haarlem et al. 2013 ) has 

een used with its large field of view to follow-up on GW events at
45 MHz since the first LIGO/Virgo observing run (Broderick et al. 
015a , b ; Abbott et al. 2016 ; Broderick et al. 2017 ; Rowlinson et al.
017a , b ). In particular, the location of GW170817 was observed
n several epochs, the results of which are reported in Abbott et al.
 2017c ) and Broderick et al. ( 2020 ). The event’s low elevation relative
o LOFAR greatly affected the sensitivity achievable and thus the 
bility to place constraints on the radio light curve at low radio
requencies. LOFAR late-time follow-up results from the third GW 

bserving run will be reported by Gourdji et al. (in preparation). 
In this paper, we present our strategy to search for GW merger

adio afterglows in wide-field LOFAR data. We use wide-field multi- 
poch LOFAR observations of G299232, a since ruled-out BH–NS 

W trigger from the second GW observing run (O2), to establish and
emonstrate our observing, calibration and transient search strategy, 
o guide future LOFAR follow-up of GW triggers and to examine the
ackground of unrelated transient events. In Section 2, we describe 
ur observations, data calibration, and imaging. In Section 3, we 
utline the three transient search methods undertaken. Our results 
re presented and discussed in Section 4. We discuss the prospects
or LOFAR observations during the upcoming GW observing run in 
ection 5 and conclude in Section 6. 

 OBSERVATIONS  A N D  DATA  R E D U C T I O N  

.1 Obser v ations 

he data presented in this paper come from LOFAR follow-up 
bservations of G299232 (also known as GW170825), a GW BH–NS 

erger candidate detected on 2017 August 25 at 13:13:37 UT during 
2 and originally classified as EM-bright (LIGO Scientific Collabo- 

ation/Virgo Collaboration 2017 ). The candidate was not detected in 
ffline analysis by the LIGO/Virgo collaboration published 2 yr later 
Abbott et al. 2019 ). The 50 and 90 per cent confidence intervals of
he sky localization area were 451 and 2040 de g 2 , respectiv ely. The
W location probability skymap and LOFAR co v erage are depicted 

n Fig. 1 . To probe the large localization region of the candidate
vent, we tiled 47 unique LOFAR beams each with a full width at
alf-maximum (FWHM) of 3.8 ◦ and using a beam spacing of around 
.8 ◦ (approximately equi v alent to the beam FWHM di vided by 

√ 

2 )
o enclose 289.4 deg 2 of the localization region within beam radii of
.4 ◦ (blue circles in Fig. 1 ), but with further co v erage at the outer
dges of the beam pattern (we search out to beam radii of 3.5 ◦,
epresented by the dashed blue line in Fig. 1 ). We henceforth refer
o the area of sky covered by a single LOFAR beam as a ‘sub-field’.
ach sub-field was observed for 225 min at 3 epochs corresponding 
o roughly 1 week, 1 month, and 3 months following the GW trigger,
s described in Table B1 . A total of 48 LOFAR beams were used, but
wo were centred on the position of a neutrino candidate (Bartos et al.
017a , b ) to provide an opportunity to stack the data and potentially
mpro v e sensitivity, leaving 47 unique sub-fields. The data were
ollected using LOFAR’s HBA Dutch stations (24 core stations and 
4 remote stations) in the HBA DUAL INNER configuration. Per 
poch, we performed four 8-h observing runs using two pointings. 
o optimize the u-v co v erage, we alternated between two pointings
very 25 min during each 8-h observing run. Each pointing direction
as comprised of six beams centred at 144 MHz. Each beam, in

urn, consisted of 81 frequency sub-bands with a bandwidth of 
95.312 kHz, yielding a total beam bandwidth of 15.82 MHz. Each
bservation was book-ended by a 10 min calibrator scan of 3C 48 and
C 196, in that order. The data were recorded using 2-s integration
ime-steps and 64 channels per sub-band. 

.2 Calibration and imaging 

mmediately following the observations, both the calibrator and 
arget data were averaged in time and frequency to 10 s and 48.82 kHz
MNRAS 509, 5018–5029 (2022) 
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Figure 2. Comparison of source flux densities measured by TGSS and 
by TRAP for the LOFAR data. Only compact sources with integrated 
flux densities exceeding 200 mJy (top panel) and 1 Jy (bottom panel) are 
considered. The fits were obtained via orthogonal distance regression and 
find a TGSS to TRAP flux density ratio of 1.04 (top) and 0.99 (bottom). The 
TRAP error bars correspond to the 1 σ uncertainties on integrated source flux 
density values, and the TGSS error bars correspond to the same 1 σ uncertainty 
plus an additional fractional error of 10 per cent, as reported in the TGSS 
catalogue. 
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4 channels per sub-band) during pre-processing to reduce data
olume and Cas A was subtracted from the visibilities using the
o-called demixing procedure due to its close proximity. Standard
OFAR RFI flagging was also carried out during pre-processing, as
escribed in Offringa, van de Gronde & Roerdink ( 2012 ). 
The interferometric data were calibrated using PREFACTOR , 2 a

ipeline developed to correct for instrumental and ionospheric effects
resent in LOFAR data sets (de Gasperin et al. 2019 ). The PREFACTOR

alibration process begins by comparing observations of a calibrator
ource to the LOFAR skymodel of the calibrator source. This step
rovides direction-independent gain corrections that can be applied
o the target observations. Once the target data are calibrated, they
re imaged using the full bandwidth via WSCLEAN 

3 (Offringa et al.
014 ), which is the final data product used for our scientific analysis.
We used 3C 196 to calibrate our data using the P ande y flux

ensity model (which is consistent with the Scaife & Heald model;
 ande y & Lofar Eor Group 2014 ), except for observations taken
n 2017 August 31, where station data were missing and so the
ack-up calibrator scans of 3C 48 (Scaife & Heald 2012 flux density
odel) were used instead. The sub-bands comprising each beam
ere concatenated into three groups of 27 sub-bands, each with a

otal bandwidth of 5.273 MHz. The gain solutions from the calibrator
ere then applied to the target data. Sky models from the 147.5-MHz
IFR Giant Metrewave Radio Telescope Sky Survey First Alternative
ata Release (TGSS; Intema et al. 2017 ) were used for direction-

ndependent phase corrections for our target observations. 
The resulting calibrated data were used as input for WSCLEAN to

reate image products. These include a primary-beam corrected im-
ge co v ering the full 15.82 MHz observing bandwidth to be used for
nalysis, as well as individual images of the three groups of sub-bands
centred at 139 MHZ, 144 MHz, and 150 MHz each with bandwidths
f 5.273 MHz) for reference purposes should a transient candidate
ppear in the full-bandwidth image. The WSCLEAN options were
ptimally chosen for point sources and we used Briggs weighting
ith robustness parameter 0.5. We used baselines out to a maximum

ength of approximately 16 km. The resulting images have a pixel
esolution of 5 arcsec to sample the restoring beam of our images (2D
aussian fit of the image point spread function), which on average
as a major axis of 26.5 arcsec and minor axis of 18.2 arcsec. 

We checked the flux density scale of our data by comparing to the
GSS catalogue (Fig. 2 ), as described in Section 3.1.2. We fit the
ata using orthogonal distance regression, which takes into account
he uncertainties in both catalogues’ source fluxes. We considered
right and compact matched sources with integrated flux density
easurements in excess of 1 Jy beam 

−1 in the TGSS catalogue. For
his, we used only those sources that were fit by a single Gaussian in
he TGSS catalogue and that have an integrated flux to peak flux ratio
ess than 1.3 (the origin of this value is discussed in Section 3.1.2).
ources that are compact in the TGSS catalogue should generally
e compact in our TRAP catalogue as the major axis of the PSFs
re comparable. We find TGSS source flux measurements to have an
verage offset of 0.8 per cent. We attribute this negligible offset to
he different flux models used (TGSS uses Scaife & Heald 2012 ) and
ossibly direction-dependent flux scale variations. For reference, we
nclude a flux scale comparison using all compact TGSS sources
bo v e the 200 mJy completeness threshold, in the top panel of
ig. 2 . 
 ht tps://github.com/lofar-ast ron/pr efactor 
 https:// gitlab.com/aroffringa/ wsclean/ 
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 TRANSI ENT  SEARCH  

or each individual sub-field, we process the set of three full-
andwidth images (one image per epoch) through the LOFAR
ransients pipeline ( TRAP , Swinbank et al. 2015 ), which identifies
nd extracts sources detected above 7 σ in each image in a 3.5 ◦ radius
rom the beam centre. TRAP identifies common sources between
mages and, if a source that is extracted in the second or third image
s not matched to a source from an earlier image, it is flagged as a
ew source. 
We conduct three types of GW transient searches. In the first

Section 3.1), we compare the catalogue of TRAP sources found
n our images to the TGSS catalogue that spatially o v erlaps. We
ompare to TGSS rather than to the LOFAR Two-metre Sk y Surv e y
LoTSS; Shimwell et al. 2019 ) as only a fraction of our field has
een co v ered by LoTSS to date. This comparison serves additional
unctions apart from a general GW counterpart search: it allows us to
erify the quality and flux scale of our catalogue, derive a transient
alse-alarm rate, and establish transient search criteria while retaining
ompleteness. The second GW transient search (Section 3.2) goes

https://github.com/lofar-astron/prefactor
https://gitlab.com/aroffringa/wsclean/
art/stab3197_f2.eps
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Figure 3. Left: distribution of nearly 200 000 rms noise measurements taken across 141 LOFAR images. The blue curve represents the cumulative distribution 
of rms noise measurements. Right: Euclidean-normalized differential source density, with counts weighted by the fractional surv e y area detectable to correct for 
v arying sensiti vity between images as well as within a single image (as a function of distance from beam centre). All counts are normalized by the total surv e y 
area to obtain source density values. Error bars correspond to the propagated Poissonian error on each count. The data are tabulated in Table B2 . The blue curve 
represents the inverse of the weights given in Table B2 and corresponds to the fractional survey area in which a source with flux F ν is detectable. 
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eeper in sensitivity and consists of comparing the TRAP sources 
ound between epochs and investigating potential new sources. 
he third search (Section 3.3) consists of targeted searches at the 

ocation of potential GW-related transient candidates detected at 
ther wavelengths. 

.1 Comparison to TGSS 

.1.1 Catalogue properties 

he TGSS surv e y and our data have comparable resolutions. The
GSS surv e y uses a 25 arcsec circular restoring beam for the
eclinations observed in this study. We note that the emission we 
re targeting would appear as an unresolved point source in our data.
irst and foremost, we account for TGSS’s lower sensitivity. TGSS 

s 100 per cent complete abo v e a flux of 200 mJy. The detection
hreshold used for TGSS is 7 σ , where σ is the local noise, the
edian of which is 3.5 mJy beam 

−1 (Intema et al. 2017 ). Therefore,
he median sensitivity of the surv e y is 24.5 mJy. For comparison,
he median local rms and sensitivity (7 σ ) of our LOFAR data is
.7 and 12.0 mJy , respectively , with 80 per cent of our data having
 sensitivity below 16 mJy (see Fig. 3 ). To account for differences
n sensitivity between images as well as the decrease in sensitivity
rom the beam centre of a given image, we calculate the average
ms σμ in four annuli of equal area for each image. We divide the
ntire range of fluxes F ν of all the sources blindly detected by TRAP
nto N bins and weight the number of sources found in each bin by
he total fractional area where the condition F ν > 7 σμ is met. This
llows us to construct a true log( N )-log( F ν) source count distribution
nd compare the probability of source detection in our data (Fig. 3 ).
he results are tabulated in Table B2 . The worst 7 σ sensitivity of the
omplete data set is 50 mJy. 

.1.2 Catalogue comparison and transient search 

fter setting a lower flux cut of 200 mJy, we remo v e spurious
RAP source detections caused by correlated noise or artefacts from 

idelobes around bright sources (see Fig. A1 ). These can be identified
ather easily as they are not expected to be consistently extracted in
ll epochs and typically have large positional uncertainties. We filter 
ut spurious sources by excluding non-persistent sources (i.e. those 
ot detected in all three LOFAR images) with positional error radii
reater than 1 arcsec. The value was determined heuristically during 
he catalogue comparison described below. 

To compare source catalogues, we developed an algorithm that 
ses ASTROPY ’s match to catalogue sky tool (Astropy Col- 
aboration 2013 , 2018 ). This tool finds the closest source from a
iven reference catalogue to each source in a given input catalogue. 
he sky positions of each nearest association pair found by this

ool are then used to calculate de Ruiter radii ( r ij ), defined as the
istance between source pairs ( ij ) weighted by their 1 σ positional
ncertainties: 

 ij = 

√ 

�α2 
ij 

σ 2 
α,ij 

+ 

�δij 2 

σ 2 
δ,ij 

, (1) 

here α is right ascension, δ is declination and σ 2 
ij = σ 2 

i + σ 2 
j 

alculated separately for both α and δ. The dimensionless de Ruiter 
adius calculated for each pair is used to determine whether the paired
ources are truly associated. The probability density distribution of 
ositional differences between catalogues of a given radio source due 
o measurement errors is the Rayleigh distribution (de Ruiter , W illis
 Arp 1977 ). This distribution can be used to give the probability, p ,

f having a source association at r ij ≥ ρ: 

( r ij ≥ ρ) = e −ρ2 / 2 . (2) 

or this work, we use a threshold of r ij < 5.68, which corresponds to
issing one in 10 7 counterparts (Scheers 2011 ). Repeat associations 

re filtered by finding the next nearest association (i.e. smallest 
e Ruiter radius) until only unique reference catalogue sources are 
ssociated. The mean source pair separation between catalogues is 
.4 arcsec. 
There are two aspects that challenge a direct catalogue comparison. 

he first has to do with the different ways in which complex sources
re extracted and modelled. TGSS models complex sources using 
ultiple Gaussian fits, whereas TRAP models all sources using 
MNRAS 509, 5018–5029 (2022) 
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 single Gaussian, and does not distinguish o v erlapping sources.
hus, comparing the catalogues directly will lead to false TGSS

ransients as, for a giv en comple x source or cluster of sources,
here will be multiple unique TGSS sources catalogued but only
ne TRAP source. Given that the transients we are targeting will
e unresolved point sources, we include only those TGSS sources
hat were fit with a single Gaussian (labelled ‘S’ in the TGSS
atalogue). 

The second challenge is distinguishing between resolved and
nresolved sources consistently between catalogues. While an un-
esolved point source should theoretically have a ratio between
ntegrated flux and peak flux ( F tot 

F peak 
) equal to one and source size

t equal to the restoring beam, this is often not the case due to
mperfect calibration and finite visibility sampling. These effects
aturally differ between catalogues resulting in different degrees
f smearing, which causes this ratio ( F tot 

F peak 
, henceforth referred to

s the ‘compactness’) to be greater than one for a given source.
urthermore, the amount of smearing is strongly dependent on the
ignal-to-noise ratio (S/N). Thus, a universal cut on compactness is
ot possible a priori. Fortunately, Intema et al. ( 2017 ) provide an
mpirical distinction between resolved and unresolved sources as a
unction of S/N in the TGSS catalogue. We use fig. 11 from Intema
t al. ( 2017 ) to conserv ati vely choose a large value that encompasses
ll unresolved sources above 200 mJy ( F tot 

F peak 
< 1 . 3). This leaves 3936

not all unique) TGSS sources to match to our TRAP catalogue. As
e do not yet know what the corresponding compactness threshold is

n our data, we first look for matches to this subset of TGSS sources
n our TRAP catalogue (the mean source property values are used for
nique sources that are detected across multiple LOFAR epochs),
hich we limit to sources with F tot 

F peak 
< 5 and F tot > 200 mJy as a first

ass. This results in 8572 (not all unique) TRAP sources to match
rom. A small fraction of TGSS sources with F tot slightly greater
han 200 mJy will be unmatched if their TRAP counterpart has F tot 

lightly less than this cut. There are 197 such cases and matches are
eco v ered by searching below the lower flux cut. Five TGSS sources
emain unassociated. 

We then proceed to look for unresolved TRAP sources without a
ounterpart in the TGSS catalogue, as these would be transient can-
idates. To determine a boundary between unresolved and resolved
ources in our data abo v e 200 mJy, we take the maximum value in
he distribution of compactness values of the TRAP matches. This
rocess is done for each sub-field, as the compactness boundary
etween resolved and unresolved sources varies between sub-fields
the mean compactness boundary is 1.7, with the largest value
t 2.3). These cuts are very conserv ati ve gi ven that the set of
GSS sources matched from is certain to contain some resolved
ources, and so likewise our derived set of TRAP unresolved sources
s certain to include some resolved sources. We are left with
324 unmatched TRAP sources after applying this compactness
lter. 
A TGSS counterpart is not immediately found for a significant

raction of these TRAP sources because, for reasons not entirely
lear, some compact sources are classified as complex sources (i.e.
ot type ‘S’) in the TGSS catalogue. This likely has to do with
ubtleties in the source extraction step and we note that TRAP uses
 different source extraction tool ( PYSE; Carbone et al. 2018 ) than
s used for TGSS ( PYBDSF; Mohan & Rafferty 2015 ). Therefore,
or the remaining unmatched sources, we search for counterparts in
he full catalogue of TGSS sources (that is, allowing all fit-types, not
nly single-Gaussian sources and no compactness or lower flux cuts)
nd successfully find counterparts. TGSS matches are found for all
324 remaining TRAP sources. 
NRAS 509, 5018–5029 (2022) 
.2 Deep blind transient search 

he sensitivity of the previous transient search is limited by the
ompleteness of the TGSS catalogue. In order to go deeper, we
ook for transient sources between our images. Low-frequency radio
aves from a GW afterglow caused by a jet are expected to be
isible on month time-scales. The set of observations from our first
poch (taken one week after the GW trigger) should not contain
 counterpart and therefore provide reference images that allow us
o establish whether a new source has appeared in a later epoch.
epending on the viewing angle of the jet, emission may first appear

n the second or third epoch. Thus, we search for new sources that
RAP detects for the first time in the second or third LOFAR image.
earching down to lower flux es, howev er, naturally increases the
umber of spurious sources, and criteria to separate false positives
rom true detections become muddled. We find that these new sources
an generally be classified into five categories (examples are provided
n Fig. A1 ): 

(i) extended sources with fit parameters that differ significantly
etween images, which prevent them from being associated with
ne another by TRAP ; 
(ii) imaging artefacts from sidelobes around bright sources; 
(iii) noise; 
(iv) faint sources detected around the detection threshold in the

econd and/or third image, but that were undetected in at least the
rst image due to higher local rms; 
(v) potential astrophysical transient. 

As in the previous section, we are faced with the difficulty of
istinguishing between resolved and unresolved sources; the cuts
ound in the previous section pertain to sources abo v e 200 mJy and
re not applicable for fainter detections. Furthermore, we find that
ources close to the detection threshold can have fits that include
urrounding correlated noise, which can increase the fit size and
ence the compactness value. Therefore, we conservatively filter out
ources with compactness values exceeding 5. This criterion also
anages to filter out some unwanted type (ii) candidates as well as

he small fraction of type (iii) candidates caused by correlated noise,
s these often have large fit sizes. 

Due to the larger fit sizes of faint sources, the positional errors
f these sources will be larger and the previously used criterion of
xcluding sources with error radii larger than 1 arcsec is too stringent.
herefore, a different method is required to exclude the large number
f spurious type (ii) candidates. We start by creating a catalogue of
RAP sources that were blindly detected in all epochs abo v e 60 σ .
he remaining compact transient candidates are compared to this
atalogue of persistent and bright sources, and are excluded if they
all within a distance of 100 arcsec (roughly four times the size of the
ain lobe of the restoring beam and includes the brightest sidelobes)

f one of the sources in the catalogue. In order to a v oid filtering out
right compact transient candidates, we include all sources abo v e
5 σ , regardless of their proximity to a bright persistent source. These
hreshold values were determined heuristically and in a way that
trikes a balance between percentage of the sub-field excised and
umber of category (ii) candidates that still remain. The chosen
hresholds correspond to excising about 1 per cent of the total amount
f (o v erlapping) sk y probed and we find them to work reasonably
ell across all sub-fields. 
Most of the remaining candidates are category ( iv) sources and a

raction of (ii) artefacts that passed through the filter likely because
hey originate from persistent sources below our 60 σ threshold.
he positions of the remaining transient candidates are fed through
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RAP again, to force a flux measurement at these positions in the
ull-bandwidth image of each epoch using the respective restoring 
eams. This ef fecti vely assumes that all ne w source candidates are
nresolved point sources. 
Finally, we identify candidates that are not present in the first

poch by checking whether the forced fits are consistent with forced 
ts of noise. To characterize a forced fit of genuine noise, we used
RAP to perform forced extractions at random coordinates in an 

mage, excluding those that happened to fall within 70 arcsec of a
nown source. The results from this analysis were used to establish a
riterion to reject candidates. In particular, we compare the integrated 
ux ( F ν) measurement to its 1 σ error ( F err ) and keep candidates
here F err /F ν > 0 . 5 or where F ν < 0 in the first epoch (consistent
ith noise and no source being present). In contrast, we find that

he fractional error is al w ays less than 30 per cent for all persistent
ources blindly extracted by TRAP in all three epochs. These filters
ielded 339 transient candidates to inspect manually. 

.3 Tar geted multiwav elength and multimessenger counter part 
earch 

n addition to a blind search, we can perform targeted searches at
he locations of transient candidates detected at other wavelengths 
hat could be related to the GW merger candidate. Within this large
eld, there were two transient candidates reported following the 
W trigger. One was an IceCube Neutrino Observatory candidate 
etected 233 s prior to the GW event, with energy 0.39 TeV (Bartos
t al. 2017a ). For this reason, we centred two of our 48 LOFAR
eams on the coordinates of the neutrino candidate and our search 
adius co v ers 85 per cent of the neutrino candidate’s uncertainty
egion. Ultimately, for each epoch the higher quality image was used 
or analysis. The second field of interest was a rapidly fading Swift -
V O T optical transient detected 2 d after the GW trigger (Emery

t al. 2017 ; Jonker et al. 2017 ), on which we centred an LOFAR
eam. The precisely known location of the optical transient enabled 
s to perform a targeted search for related radio emission. We used
RAP to perform a forced fit matching the restoring beam at that

ocation to measure the peak flux density and place upper limits on
he radio emission (see Section 4.3). 

 RESULTS  A N D  DISCUSSION  

.1 Transient false negati v e rate 

he locations of the five TGSS sources that did not have an LOFAR
ounterpart from TRAP were visually inspected in the corresponding 
OFAR images. In all cases, the TGSS source is visually present 
nd was rejected by our source association algorithm because the 
ompactness value was larger than the cut imposed. These are rare 
nstances where the TGSS source has one or more nearby sources
hat TRAP does not distinguish. Here, TRAP extracts the multiple 
ources as a single extended source with compactness greater 
han 5. 

We can use the TGSS sources missed by TRAP in our catalogue
omparison to determine the likelihood that a transient is missed by 
RAP , abo v e 200 mJy. F or 1809 de g 2 of sk y surv e yed (there are 47
ub-fields, each with an area corresponding to 3.5 2 π deg 2 , where 
.5 is the search radius of each sub-field in degrees), 5 out of 3936
GSS sources were missed by TRAP , yielding a false ne gativ e rate
f 0.1 per cent. We note that this corresponds to the total o v erlapping
ky area sampled and so not to unique sources. 
.2 Blind GW transient search 

he 339 transient candidates that remained after the candidate filter 
tep were manually inspected. The three sub-band images were also 
onsidered during inspection as an astrophysical transient is expected 
o be visible across the full frequency band whereas spurious sources
re typically narrow-band. We find that 301 transient candidates (91 
er cent) were false positives caused by sidelobes and correlated 
oise. 31 candidates were visible in all three sub-band images and
arranted further consideration. 
In order to determine whether a transient candidate’s apparent 

elative increase in flux is significant, we investigate the distribution 
f peak flux differences between all persistent sources blindly 
etected by TRAP in all sets of images with compactness values less
han 5 (see Section 3.1.2). To quantify this, we calculate the absolute
ifferences between peak flux measurements for a given source and 
ormalize by the uncertainties ( σ F ) summed in quadrature: 

| F peak ,i − F peak ,j | √ 

σ 2 
F,i + σ 2 

F,j 

, (3) 

here i and j denote source measurements at different epochs (all
hree possible permutations are considered). We follow the same 
rocedure for the transient candidates. The results of this analysis 
re shown in Fig. 4 and demonstrate that the flux difference found
etween transient candidate images are insignificant. Specifically, 
he flux difference values of all transient candidates lie within 2 σ
f the distribution of flux differences of persistent sources. Thus, 
e conclude that the fluxes of the transient candidates do not
eviate significantly from the behaviour of the persistent sources and 
herefore no new transients are present in our data. An assessment
f general source flux variability is beyond the scope of this
aper. 
Our relatively high-sensitivity data of a large field taken at 

44 MHz at these three particular epochs presents an opportunity 
o probe a hitherto unexplored area of transient surface density phase
pace (Fig. 5 ). To obtain transient surface density limits, we consider
he amount of unique sky sampled (corresponding to the inner 1.4 ◦

adius of the LOFAR beams). We calculate the mean rms within this
adius for each image. We exclude 2 sub-fields (with right ascensions
orresponding to 25.04 ◦ and 35.45 ◦, see Table B1 ) that contained
MNRAS 509, 5018–5029 (2022) 
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Figure 5. Overview of transient surface densities between about 60 and 340 MHz at time-scales greater than 1 min. The left-hand panel shows the transient 
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and red lines correspond to limits set by the VLITE surv e y from Polisensky et al. ( 2016 ). A running catalogue of slow radio transient surv e ys can be found in 
Mooley et al. ( 2016 ). Galactic Centre radio transients have been excluded from this figure. 

Table 1. Forced measurements at the location of the UV O T 

optical transient. The location corresponds to the centre of 
an LOFAR beam. The 3 σ limits correspond to three times 
the local rms value as measured by TRAP . 

3 σ limit Peak flux density 
Epoch (mJy beam 

−1 ) (mJy beam 

−1 ) 

1 1.5 1.0 ± 0.9 
2 1.8 2 ± 1 
3 4.9 4 ± 2 
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utliers in the image rms comparison. Conserv ati vely taking the
aximum mean rms value and multiplying by our detection thresh-

ld, we obtain a 7 σ surv e y sensitivity of 20 mJy for 277 deg 2 of sky
o v erage. We follo w Ro wlinson et al. ( 2016 ) to calculate an upper
imit on the transient surface density at the 95 per cent confidence
evel and find 0.01 deg −2 for time-scales corresponding to about
ne, two, and three months. As can be seen in Fig. 5 , this analysis
s the most sensitive transient search at low radio frequencies on
hose time-scales: there are only three other surv e ys at comparable
requency and time-scales and our data are at least three times more
ensitive. 

.3 Targeted search limits 

o transient candidates were found in the neutrino candidate’s error
egion. The results of forced flux measurements at the location of the
V O T optical transient are summarized in Table 1 . Significant radio

mission is not detected in any of the three images. That the beam
as centred on the position of the optical transient enables us achieve
NRAS 509, 5018–5029 (2022) 
 σ upper limits down to 1.5 mJy beam 

−1 without any direction-
ependent calibration (DDC). Note that this sub-field unfortunately
appens to contain the poorest-quality images of all sub-fields. 

 PROSPECTS  F O R  F U T U R E  L O FA R  G W  

O U N T E R PA RT  SEARCHES  

he results presented in this paper demonstrate LOFAR’s ability
o provide deep limits o v er large fields, making it a unique and
owerful tool to co v er vast swaths of poorly localized GW merger
v ents. In the ne xt GW observing run, the location probability
elds are projected to be significantly smaller: the four-detector
W network forecasts median 90 per cent credible regions for the

ocalization area of BNS and BH–NS mergers of 33 ± 5 deg 2 and
0 ± 8 de g 2 , respectiv ely (Abbott et al. 2020 ). A single LOFAR
ointing consisting of seven beams in a hexagonal pattern will co v er
oughly 40 deg 2 at optimum sensitivity (1.4 ◦ radius around beam
entres) with further co v erage a way from the centre of the beam
attern. The median sensitivity achieved in this analysis using a
.4 ◦ search radius is 8 mJy. These much smaller field sizes will
nable us to reduce the data more carefully and increase data
uality. In particular, DDC, which is computationally e xpensiv e and
nfeasible for fields as large as the one analysed in this work, can be
erformed. We have purposefully calibrated our data in a way that
s compatible with further reduction via KILLMS (Tasse 2014a , b ;
mirnov & Tasse 2015 ) and DDFACET (Tasse et al. 2018 ) or FACTOR 

4 

or DDC. In particular, KILLMS and DDFACET 5 are used by the

art/stab3197_f5.eps
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oTSS surv e ys team who re gularly achiev e 70 μJy beam 

−1 median
ms noise levels for their 8-h integration images (Shimwell et al. 
019 ). DDC would impro v e sensitivity and resolution, and should
ignificantly reduce TRAP transient false positives by minimizing 
idelobe artefacts, which will allow us to relax our search filters
nd throw a smaller fraction of the sky away in order to decrease
he number of candidates. Furthermore, a mosaic of the field can 
e constructed before searching for transients, to obtain deeper and 
ore uniform sensitivity across the search area. Finally, in cases 
here an EM counterpart has already been identified, all LOFAR 

ub-bands can be used to place a single LOFAR beam at its location,
hus increasing sensitivity to LoTSS levels (i.e. 3 σ sensitivity of 
10 μJy with DDC). An analysis of LOFAR data corresponding to 
W triggers detected in O3 is in preparation and will showcase some
f the aforementioned impro v ements and scenarios (Gourdji et al., 
n preparation). 

For GW candidate fields that LoTSS has previously surv e yed, 
e can use LoTSS data as our reference image and compare our

ater-time LOFAR observations to that catalogue of sources directly 
o search for GW transients and to perform data quality control 
as opposed to performing our own reference observation within a 
eek of the merger and then comparing to TGSS). In that case, the

ensitivity of the search described in Section 3.1.2 would be limited 
y the LOFAR data, rather than by the TGSS catalogue’s much 
igher 200 mJy completeness threshold. In addition, many of the 
atalogue comparison challenges discussed in Section 3.1.2 would 
e diminished or gone altogether. 
Broderick et al. ( 2020 ) explored the feasibility of using LOFAR

o detect the afterglow of GW170817, had the event occurred further
orth on the sk y. The y showed that the light-curv e, e xtrapolated to
44 MHz, peaks at about 500 μJy, thus necessitating DDC. They 
lso considered the scenario where an event similar to GW170817 
akes place at a distance of 100 Mpc and in a denser (factor 10)
nterstellar medium and show that, for various afterglow models, 
he LOFAR sensitivity would have to be at least 1 mJy, which again
equires DDC. The brightness distribution of GW merger afterglows 
s, ho we ver, highly uncertain gi ven the very small sample size and
onsiderable model uncertainties. 

Finally, LOFAR can be used to rapidly observe GW triggers within 
 min, to search for related prompt emission. This strategy has been
uccessfully tested with triggered LOFAR observations of gamma- 
ay bursts (Rowlinson et al. 2019 , 2020 ). LOFAR will be one of few
adio facilities capable of probing coherent radio emission at such 
hort time-scales post-merger, and particularly at such sensitivities. 
or instance, the Murchison Widefield Array (MWA) can be on 
ource within approximately 20 s but is less sensitive than LOFAR 

y at least an order of magnitude (Anderson et al. 2021 ). It is as yet
nclear whether prompt coherent emission is produced and whether 
t would be able to escape the merger environment. None the less,
 detection would immediately identify the precise location of the 
erger and would undeniably link compact mergers as a progenitor 

f FRBs. The recent detection of FRBs with LOFAR shows that they
an at least be detected at low frequencies (Pastor-Marazuela et al. 
021 ; Pleunis et al. 2021 ). 

 C O N C L U S I O N S  

e have demonstrated a strategy to search for slow transients related 
o GW merger events in wide-field LOFAR data. In particular, we 
ave presented three different transient search methods involving the 
omparison to an existing catalogue of radio sources, a blind search 
etween multi-epoch LOFAR images and a targeted search at the 
ocation of transients detected at other wavelengths. These methods 
re telescope agnostic and can be applied to other interferometric 
adio observations of GW events. We have not found any transients
nd place the most sensitive transient surface density limits at low
adio frequencies to date on time-scales of the order of one month. 

We have discussed LOFAR’s prospects for the upcoming GW 

bserving run, and show that LOFAR will be able to probe the full
rojected median localization area for GW merger events with a 
ingle 4-h multibeam observation down to a median sensitivity of 
 mJy, before DDC. Thus, LOFAR will provide the deepest wide-
eld data sets probing the afterglow of GW merger events at low
adio frequencies. 
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Type (iv): false positive caused by real sources with fluxes around the detection threshold and differing image sensitivity between epochs.
In this example, the source was detected in the second epoch image (center), but due to poorer sensitivity in the first and third epoch
images, was undetected in the other epochs.
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Type (v): Transient candidate that passed through all filters as well as visual inspection. The source is detected in the second epoch
image (centre) and is still visible in the third epoch (right). The candidate was ruled out after finding that the normalized differences
between the candidate’s peak flux and the forced flux measurements of the other two images were insignificant.

igure A1. Examples for each of the five new-source candidate types listed and described in Section 3.2. The labels on the x and y axes are in pixel units. All 
lots are centred on the new-source candidate. The red circle denotes the source position error radius and the yellow ellipse corresponds to the 2D Gaussian 
ource fit as determined by TRAP . The restoring beam of each image is shown in the bottom left corner and the pixel size is 5 arcsec. 
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PPENDIX  B:  OBSERVATION  A N D  S O U R C E  C O U
able B1. Table of observations. The observation start times are shown and the mean image RMS is included. 

A (deg) DEC (deg) Epoch 1 〈 RMS 1 〉 Epoch 2 〈 RMS 2 〉 Epoch 3 〈 RMS 3 〉 

(UTC) 
mJy 

beam 

−1 (UTC) 
mJy 

beam 

−1 (UTC) 
mJy 

beam 

−1 

5.035625 34.56766667 a 2017-08-31 23:00:05 6.2 2017-09-24 21:00:05 5.4 2017-11-20 18:11:05 5.1 
7.1051976779 37 .9065470782 a 2017-08-31 23:00:05 2.6 2017-09-24 21:00:05 3.4 2017-11-20 18:11:05 2.7 
8.1993407705 40 .5175129993 a 2017-08-31 23:26:05 2.5 2017-09-24 21:26:05 3.0 2017-11-20 18:37:05 2.3 
8.2 44 .8 2017-08-30 23:00:05 2.8 2017-09-23 21:00:05 2.0 2017-11-18 18:11:05 2.7 
9.3066435278 35 .7780681577 a 2017-08-31 23:00:05 3.0 2017-09-24 21:00:05 2.8 2017-11-20 18:11:05 2.5 
0.4780083982 38 .3890340788 a 2017-08-31 23:00:05 2.3 2017-09-24 21:00:05 2.7 2017-11-20 18:11:05 2.2 
1.320689341 78 .2892389693 2017-09-03 01:26:05 2.1 2017-09-26 21:37:05 1.8 2017-11-24 18:37:05 3.5 
1.3221270833 48 .3484145366 2017-08-30 23:00:05 1.5 2017-09-23 21:00:05 1.7 2017-11-18 18:11:05 2.2 
1.5020712805 50 .8896844781 2017-08-30 23:26:05 1.6 2017-09-23 21:26:05 1.6 2017-11-18 18:37:05 2.0 
1.5080893777 33 .6495892372 a 2017-08-31 23:00:05 3.0 2017-09-24 21:00:05 3.6 2017-11-20 18:11:05 3.1 
1.825 41 .0 a 2017-08-31 23:26:05 2.4 2017-09-24 21:26:05 3.5 2017-11-20 18:37:05 2.2 
1.990305671 81 .0651263206 2017-09-03 01:26:05 2.3 2017-09-26 21:37:05 1.7 2017-11-24 18:37:05 3.0 
2.4729327845 53 .6023540758 2017-08-30 23:26:05 1.5 2017-09-23 21:26:05 1.9 b 2017-11-18 18:37:05 2.3 
2.5183026084 56 .2475307662 2017-09-04 00:00:05 2.6 2017-09-27 22:00:05 2.6 2017-11-25 18:11:05 2.8 
2.6794542481 36 .2605551584 a 2017-08-31 23:00:05 2.9 2017-09-24 21:00:05 3.5 2017-11-20 18:11:05 2.9 
3.0841782361 43 .6109659212 a 2017-08-31 23:26:05 2.9 2017-09-24 21:26:05 3.8 2017-11-20 18:37:05 2.6 
3.4089275424 58 .9838505214 2017-09-04 00:00:05 2.7 2017-09-27 22:00:05 2.7 2017-11-25 18:11:05 2.9 
3.4320963565 61 .7201702765 2017-09-04 00:26:05 2.7 2017-09-27 22:26:05 2.9 2017-11-25 18:37:05 3.4 
4.0391514504 46 .2998659386 2017-08-30 23:00:05 1.4 2017-09-23 21:00:05 1.6 b 2017-11-18 18:11:05 2.3 
4.1914809934 38 .8715210795 a 2017-08-31 23:26:05 3.0 2017-09-24 21:26:05 4.3 2017-11-20 18:37:05 3.1 
4.4830207023 64 .4564900316 2017-09-04 00:26:05 2.3 2017-09-27 22:26:05 2.8 2017-11-25 18:37:05 3.2 
4.6356226701 67 .260302694 2017-09-03 01:00:05 1.8 2017-09-26 21:11:05 1.7 2017-11-24 18:11:05 2.4 
5.2485014015 48 .9497989079 2017-08-30 23:00:05 1.5 2017-09-23 21:00:05 1.7 b 2017-11-18 18:11:05 2.1 
5.4506592295 41 .4824870007 a 2017-08-31 23:26:05 3.9 2017-09-24 21:26:05 5.7 2017-11-20 18:37:05 3.4 
5.7800639102 51 .725205134 2017-08-30 23:26:05 1.5 2017-09-23 21:26:05 1.7 2017-11-18 18:37:05 2.1 
6.247673704 69 .9729722917 2017-09-03 01:00:05 1.6 2017-09-26 21:11:05 1.5 2017-11-24 18:11:05 2.3 
6.7509254142 54 .4378747316 2017-08-30 23:26:05 1.9 2017-09-23 21:26:05 2.0 2017-11-18 18:37:05 2.2 
6.7561758175 44 .2513173406 2017-08-30 23:00:05 1.8 2017-09-23 21:00:05 2.0 2017-11-18 18:11:05 2.7 
7.3378963963 57 .1978446442 2017-09-04 00:00:05 2.9 2017-09-27 22:00:05 3.1 2017-11-25 18:11:05 3.4 
7.9655257686 46 .9012503099 2017-08-30 23:00:05 1.6 2017-09-23 21:00:05 1.7 2017-11-18 18:11:05 2.2 
8.2285213303 59 .9341643994 2017-09-04 00:00:05 3.0 b 2017-09-27 22:00:05 3.4 2017-11-25 18:11:05 3.4 
9.0871950358 49 .8480561921 2017-08-30 23:26:05 1.7 2017-09-23 21:26:05 2.0 2017-11-18 18:37:05 2.4 
9.1191462643 62 .6704841545 2017-09-04 00:26:05 2.6 2017-09-27 22:26:05 2.7 2017-11-25 18:37:05 3.1 
0.0580565398 52 .5607257898 2017-08-30 23:26:05 1.6 2017-09-23 21:26:05 1.7 2017-11-18 18:37:05 2.2 
0.1700706101 65 .4068039096 2017-09-04 00:26:05 2.1 2017-09-27 22:26:05 2.6 2017-11-25 18:37:05 2.9 
1.2668652502 55 .4118387671 2017-09-04 00:00:05 2.3 2017-09-27 22:00:05 2.3 2017-11-25 18:11:05 2.7 
1.738945248 68 .0958233498 2017-09-03 01:00:05 1.7 2017-09-26 21:11:05 1.7 2017-11-24 18:11:05 2.4 
2.1574901842 58 .1481585222 2017-09-04 00:00:05 2.7 2017-09-27 22:00:05 3.5 2017-11-25 18:11:05 2.8 
3.3509962819 70 .8084929475 2017-09-03 01:00:05 1.9 2017-09-26 21:11:05 1.8 2017-11-24 18:11:05 2.8 
3.7552718262 60 .8844782774 2017-09-04 00:26:05 2.3 2017-09-27 22:26:05 2.5 2017-11-25 18:37:05 2.8 
4.26788367 76 .7963348687 2017-09-03 01:26:05 1.9 2017-09-26 21:37:05 1.6 2017-11-24 18:37:05 3.1 
4.8061961721 63 .6207980325 2017-09-04 00:26:05 2.0 2017-09-27 22:26:05 2.3 2017-11-25 18:37:05 2.5 
4.9375 79 .57222222 2017-09-03 01:26:05 2.2 2017-09-26 21:37:05 1.8 2017-11-24 18:37:05 3.8 
7.2302167921 66 .218674408 2017-09-03 01:00:05 2.1 2017-09-26 21:11:05 1.6 2017-11-24 18:11:05 2.5 
8.8422678259 68 .9313440057 2017-09-03 01:00:05 1.9 2017-09-26 21:11:05 1.6 2017-11-24 18:11:05 2.8 
7.884694329 78 .0793181194 2017-09-03 01:26:05 2.1 2017-09-26 21:37:05 1.8 2017-11-24 18:37:05 3.6 
8.554310659 80 .8552054707 2017-09-03 01:26:05 1.6 2017-09-26 21:37:05 1.3 2017-11-24 18:37:05 2.2 

 Data calibrated using 3C 48 instead of 3C 196. 
 Observations where one of the nine 25-min scans is missing. 
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T

Table B2. Differential source counts corresponding to Fig. 3 . From left to right: bin range of flux densities, bin centre 
flux density, number of sources in bin, correction factor to account for varying sensitivity across the field, and the final 
Euclidean normalized source density. The uncertainties were calculated following Poisson statistics. 

d F ν (Jy) F ν (Jy) Raw counts Completeness weight Normalized counts (Jy 1.5 sr −1 ) 

0.0051–0.0056 0 .0054 84 ± 9 141 .00 29 ± 3 
0.0056–0.0062 0 .0059 117 ± 10 80 .57 27 ± 2 
0.0062–0.0068 0 .0065 241 ± 15 37 .60 30 ± 1 
0.0068–0.0075 0 .0072 380 ± 19 23 .50 34 ± 1 
0.0075–0.0083 0 .0079 582 ± 24 16 .59 42 ± 1 
0.0083–0.0091 0 .0087 850 ± 29 10 .25 44 ± 1 
0.0091–0.010 0 .0095 1177 ± 34 6 .96 48 ± 1 
0.010–0.013 0 .012 5831 ± 76 4 .15 64.5 ± 0.8 
0.013–0.018 0 .016 9784 ± 98 2 .29 92.1 ± 0.9 
0.018–0.024 0 .021 12850 ± 113 1 .63 132 ± 1 
0.024–0.032 0 .028 14745 ± 121 1 .22 175 ± 1 
0.032–0.042 0 .039 16235 ± 127 1 .05 256 ± 2 
0.042–0.056 0 .049 15433 ± 124 1 .01 359 ± 2 
0.056–0.075 0 .066 14223 ± 119 1 .00 505 ± 4 
0.075–0.10 0 .087 11295 ± 106 1 .00 618 ± 5 
0.10–0.13 0 .12 9692 ± 98 1 .00 817 ± 8 
0.13–0.18 0 .16 8629 ± 92 1 .00 1120 ± 12 
0.18–0.24 0 .21 6627 ± 81 1 .00 1325 ± 16 
0.24–0.32 0 .28 5938 ± 77 1 .00 1828 ± 23 
0.32–0.42 0 .37 4352 ± 65 1 .00 2064 ± 31 
0.42–0.56 0 .49 3339 ± 57 1 .00 2438 ± 42 
0.56–0.75 0 .66 2391 ± 48 1 .00 2689 ± 54 
0.75–1.0 0 .87 1914 ± 43 1 .00 3315 ± 75 
1.0–1.3 1 .2 1521 ± 39 1 .00 4056 ± 104 
1.3–1.8 1 .6 773 ± 27 1 .00 3175 ± 114 
1.8–2.4 2 .1 619 ± 24 1 .00 3915 ± 157 
2.4–3.2 2 .8 320 ± 17 1 .00 3116 ± 174 
3.2–4.2 3 .7 200 ± 14 1 .00 2999 ± 212 
4.2–5.6 4 .9 189 ± 13 1 .00 4365 ± 317 
5.6–7.5 6 .6 55 ± 7 1 .00 1956 ± 263 
7.5–10.0 8 .8 61 ± 7 1 .00 3341 ± 427 
10.0–16.2 13 .1 37 ± 6 1 .00 2243 ± 368 
16.2–26.2 21 .2 12 ± 3 1 .00 1499 ± 432 
26.2–42.5 34 .3 18 ± 4 1 .00 4633 ± 1092 
42.5–68.7 55 .6 2 ± 1 1 .00 1060 ± 750 
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