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ABSTRACT
The earliest evolution of star clusters involves a phase of co-existence of both newly-formed
stars, and the gas from which they are forming. Observations of the gas in such regions provide
a wealth of data that can inform the simulations which are needed to follow the evolution of
such objects forward in time.We present a method for transforming the observed gas properties
into initial conditions for simulations that include gas, stars, and ongoing star formation. We
demonstrate our technique using the Orion Nebula Cluster. Since the observations cannot
provide all the necessary information for our simulations, we make choices for the missing
data and assess the impact of those choices. We find that the results are insensitive to the
adopted choices of the gas velocity in the plane of the sky. The properties of the surrounding
gas cloud (e.g. overall density and size), however, have an effect on the star formation rate
and pace of assembly of the resultant star cluster. We also analyze the stellar properties of the
cluster and find that the stars becomemore tightly clustered and in a stronger radial distribution
even as new stars form in the filament.
Key words: star clusters: general – star formation

1 INTRODUCTION

Understanding the formation and earliest evolution of star clusters
involves the physics of the interstellar medium, stellar dynamics,
stellar evolution, and the interplay between all three. Stars form
over a period of a few million years, in close proximity of each
other inside giant molecular clouds. There is a phase during which
the evolving stars are exerting an influence on the gas through their
radiation, winds, and eventually supernovae, all of which act to
remove the gas from the cluster. Molecular clouds are turbulent, and
the resulting initial stellar distribution is usually clumpy and quite
sub-structured(e.g. McKee & Ostriker 2007). Any stars that make
up a bound structure will relax into a spherical system fairly quickly.
The crowded environment in which stars form and spend their early
lives could affect stellar properties such as the distribution of binary
parameters (Cournoyer-Cloutier et al. 2021), triples and higher order
multiples (van den Berk et al. 2007), and the properties of planetary
systems (Parker & Goodwin 2009). We want to understand the
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processes that convert a cloud of gas into a spherical, bound, gas-
free star cluster or a field of unbound stars, or both. The timescales
for these processes, and the conditions which determine the fraction
of the resultant stars in clusters, are important for understanding
stellar populations in galaxies.

One approach to answering these questions is observational.
Detailed photometric studies of young local star-forming regions
in the optical, infrared, and X-ray have been used to constrain the
spatial distributions of young stellar objects (e.g. Megeath et al.
2012; Kuhn et al. 2015), and the addition of Gaia data has allowed
for wider explorations in the velocity realm to look at the expansion
or contraction of the clusters (e.g. Kuhn et al. 2019). Timescales are
inferred by comparing different regions and trying to use pre-main
sequence isochrone fitting to date the systems (e.g. Da Rio et al.
2010). One limitation of using only the stars to understand early
cluster properties is that at the earliest, deeply embedded stages,
the gas is the dominant component of the region, and the stars are
difficult to observe, especially in the optical and infrared.

Even after much of the gas has been removed from the region,
extinction can still be large, and therefore the (optical) Gaia coverage
of such regions is poor, which reduces the number of stars for
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which we have reasonable proper motion measurements. Radial
velocities are possible to obtain from infrared spectra (e.g. Cottaar
et al. 2015), but obtaining spectra for many stars in a cluster is
an expensive prospect with current instruments. Age, mass, and
distance measurements of the stars are also difficult, because of
extinction and the necessity of working in the infrared, but also
because pre-main sequence stars are variable which affects their
position in the HR diagram (Messina et al. 2017).

Stellar observations also ignore the other major component
in these forming clusters, namely the gas. Surveys of local star-
forming regions in the far infrared, such as those from Herschel,
use continuum dust emission to map out the column density dis-
tribution of material (e.g. Lombardi et al. 2014). This provides an
estimate of the mass in the cloud. Molecular line observations in
the (sub-)millimeter provide velocity information along the line of
sight, temperature information, and column density (e.g. Hacar et al.
2017). And because different lines trace different density ranges of
gas, a combination of lines can nicely map out the gas distribution in
the region. Unfortunately, there is almost no possibility of obtaining
information about gas proper motions, and the depth of gas clouds
can only be inferred in specific cases using density estimates (Li &
Goldsmith 2012).

A complementary approach to answering questions about the
earliest stages of star cluster formation is to use computational ap-
proaches. Simulations allow us to probe in great detail all the phys-
ical processes that are going on, and we can also follow the systems
in three dimensions and in time to understand how they will evolve.
However, the initial conditions for these kinds of simulations are
almost always idealistic. Gas and star distributions are often spher-
ical, usually in virial equilibrium, and with a density distribution
that is straightforward to set up (e.g. constant density for gas al-
though see Chen et al. (2021) for an exploration of more realistic
distributions, and a Plummer or King model for stars). Simulations
have traditionally been optimized for only one of the components –
hydrodynamics for gas; N-body dynamics for stars – and an approxi-
mation has been included for the other. Hydrodynamics simulations
often use sink particles to represent stars or regions which will form
stars; N-body codes can include an analytic background potential to
mimic the presence of gas. An increasing number of groups are us-
ing different techniques to improve the realism of simulations, such
as including both stellar dynamics and hydrodynamics simultane-
ously (e.g. Wall et al. 2019), or using the results of hydrodynamics
simulations as initial conditions for N-body runs (e.g. Fujii & Porte-
gies Zwart 2016a; Ballone et al. 2021). In order to be most useful,
simulations must include all the appropriate physics for the ques-
tion at hand, and of course they must start with appropriate initial
conditions.

Our hybrid approach is to bridge the divide between observa-
tions and simulations, and investigate the impact of more realistic,
observationally-motivated initial conditions on our understanding of
the formation and evolution of star clusters. In a previous paper (Sills
et al. 2018) we used observed positions of stars in embedded young
clusters as a starting point for stellar dynamics plus hydrodynamics
simulations. We showed that the initially clumpy sub-structure of
the clusters evolved towards a more spherical distribution over a rel-
atively short time. In those simulations, we included the presence of
gas in a somewhat idealized way (following the clumpy distribution
of the stars) and we showed that the total amount of gas present
could have a significant impact on the subsequent evolution of the
cluster.

In this paper, we take the next step to improve the realism
of this kind of simulation. In addition to the observed properties

of stars, we include observed properties of the dense molecular
gas in simulations of young embedded star clusters. Our goal is
to explore realistic conditions for cloud evolution, as we expect
that the idealized simulation environment that has been used in
previous work may not correctly capture the impact of a range
of gas densities and morphologies on the star formation rate and
dynamical evolution of the forming star cluster. Specifically we look
at the Orion region, near the Orion Nebula Cluster and its Integral
Shaped Filament (ISF; Johnstone & Bally 1999). We describe
the methods by which we use the observational data to dictate the
properties of our simulated gas, and highlight some tests we used
to determine which choices of non-observed parameters were the
most reasonable. Finally, we predict some likely outcomes of the
star formation and dynamical evolution of the Orion region.

2 METHODS

2.1 Computational Framework

For the simulations in this paper, we use the Ekster code (Rieder
et al. 2022; Rieder & Liow 2021). This code combines the SPH
code Phantom (Price et al. 2018), the 𝑁-body code PeTar (Wang
et al. 2020) and the stellar evolution code SeBa (Portegies Zwart
& Verbunt 1996; Toonen et al. 2012) within the AMUSE framework
(Portegies Zwart & McMillan 2018; Portegies Zwart et al. 2013;
Pelupessy et al. 2013; Portegies Zwart et al. 2009).

The main benefit of Ekster is that it allows for the formation
of individual stars in a simulation that would otherwise not have the
required resolution to form these directly from the gas. We restrict
ourselves to an isothermal EOS in this study, and feedback effects
(like stellar winds and ionising radiation) are not taken into account.
Star formation in Ekster works similarly to the method described
in Wall et al. (2019). Once gas reaches a density 𝜌crit (here: 10−18
g cm−3 or 1.5 × 104 M� pc−3), it will form a sink particle if the
gas is collapsing (see Rieder et al. 2022, for more specific criteria).
This sink will then accrete gas within a radius of 0.1 pc. A sink is
considered as a source of star formation, and will form individual
stars by probing a Kroupa (2001) Initial Mass Function (IMF) until
the next star is more massive than the remaining mass in the sink.
We use the modified ‘grouping’ method described in Liow et al.
(2022), in which groups of sinks act as a combined star-forming
region. This has the benefit over the original ‘single sink’ method
of not requiring a high mass for each sink in order to probe the IMF
and still form massive stars.

2.2 Initial Conditions

In order to run a simulation, we need (at a minimum) 7 parameters
for stars and 8 parameters for gas. For stars, we must specify their
mass and 3-D positions and velocities; for gas particles, we need
those same parameters and also a temperature or internal energy.
However, the observations are incomplete in both cases – typically
we can determine quantities only in the plane of the sky (e.g. po-
sitions from imaging, or velocities from proper motions), or only
along the line of sight (e.g. velocities from spectra, or distances
from parallax). In this section we describe which quantities we take
directly from observations of the Orion region, and the choices we
make for the other quantities. We note that the gas particles could be
given additional properties, such as a chemical composition, dust-
to-gas ratio, or a magnetic field. When such quantities are available
from observations, they should also be included wherever possible.

MNRAS 000, 1–11 (2022)



Molecular Gas Initial Conditions 3

In this suite of simulations, we assume a constant mean molecular
weight of 2.4 for our gas particles, no dust, and we neglect magnetic
fields.

2.2.1 Stars

The initial properties of the stars are chosen as described in Sills
et al. (2018), with some additions to extend the stellar distribution
to larger distances. Here, we briefly summarize our method. We use
stars from the Massive Young Stars in the Infrared and Xray (MYS-
tIX) (Feigelson et al. 2013) survey, and their clustering properties
as described in Kuhn et al. (2015). We use the observed positions of
these stars (right ascension and declination) and take the distance
to Orion to be 414 pc (Menten et al. 2007). This determines the
stellar position in the x and y plane of our simulation. Most of these
objects are not detected by Gaia, so the line of sight (z) position of
each star is drawn randomly between -0.5 and 0.5 pc. The masses of
the observed stars are drawn randomly from a Kroupa (2001) IMF
between 0.8 and 10 𝑀� , corresponding to the observational limits
of the survey. An appropriate number of lower mass stars (down
to 0.2 𝑀�) were added to complete the IMF, and were distributed
randomly within Plummer ellipsoids whose sizes on the sky were
determined by the size and orientation of the MYStIX subclusters.
We also included a sphere of lower mass stars to complete the
IMF down to 0.2 𝑀� corresponding to the ‘unclustered/unknown’
component as identified in MYStIX.

The MYStIX region only covers the central portion (r ≈ 1
pc) of the area covered by the gas observations. We used stars
identified by Spitzer (Megeath et al. 2012) in an annulus between 1
and 5 pc from the centre of the region to complete this region. We
treated these stars in the same way as the MYStIX stars: identified
Spitzer sources were assigned masses between 0.8 and 10 𝑀� ,
and their line-of-sight position was randomly selected in the same
range as the MYStIX stars. We then populate the IMF with the
correct number (according to the adopted IMF) of lower mass stars,
and randomly distributed them in this spherical shell. Finally, the
Orion Cluster has 6 stars with masses greater than 10 𝑀� . We used
the observed positions and masses of those stars from Hillenbrand
(1997), and assigned them z positions randomly distributed within
0.025 pc of z=0.2 (i.e. slightly in front of the gas, as suggested by
Wen & O’Dell (1995)). We note that we are explicitly neglecting
the binarity/multiplicity properties of stars in these simulations and
assuming that all stars are single. The presence of binaries will
modify the stellar dynamics in these simulations, but we do not
expect them to have a large effect on the gas. All stars were then
given a random velocity such that the overall velocity dispersion
was 1 km s−1.

2.2.2 Gas

To describe the initial gas conditions we use molecular line obser-
vations along the Integral Shape Filament in Orion. We use N2H+
(1-0) observations tracing gas with densities higher than n(H2) =
104.5 cm−3 together with ancillary NH3-based gas temperatures es-
timates in this cloud taken fromHacar et al. (2017) and (Friesen et al.
2017), respectively, both Nyquist sampled at 30 arcsec resolution.
There is also lower-density gas in the Orion region which we will
include, but with properties not taken directly from observations.

This combined dataset provides the column density, mass, tem-
perature, line of sight velocity, and line of sight velocity dispersion
for dense gas in pixels distributed along the filament. Each pixel is

0.03 pc (equivalent to 15 arcsec sampling) on a side at the distance
of Orion. We wish to distribute gas particles in our simulation vol-
ume so that they have the same properties as the observations. We
choose a mass for our gas particles (0.02 𝑀� in these simulations)
and then determine how many such particles are needed to match
the mass in each pixel. If a pixel contains less mass than our parti-
cle mass, we do not place a particle in the simulation. If the pixel
contains enough mass for 1 particle then it is placed at the centre of
the pixel in the z=0 plane. If more than one gas particle is required,
they are placed randomly within the pixel (uniformly sampling in x
and y), and the particles are given a random position in z between
0.15 pc and -0.15 pc. The total mass in dense gas is 1225 M� . The
temperature of each particle is determined by the measured temper-
ature in that pixel, which range between 10 K in the densest parts
of the cloud away from the Trapezium and 137 K in the vicinity of
the Orion BN/KL region. This temperature is used to determine the
internal energy of the particle, assuming a mean molecular weight
of 2.4.

The velocities of these parcels of gas along the line of sight
are determined by the observations. We remove a systematic mean
motion of the observed gas (9.74 km s−1 away from us) and assign
each particle the resultant velocity within its pixel along the z di-
rection of our simulation. If there is more than one particle within
a pixel, we modify their velocities so that they are drawn from a
Gaussian distribution with a mean given by the gas velocity relative
to the local standard of rest of the pixel, and a dispersion given by
the velocity dispersion as measured in that pixel.

We have no observed information about the velocity of the gas
in the plane of the sky. Therefore, we need to make some choices
in order to have a reasonable representation of the gas properties.
Those choices, and the tests we performed to assess which ones
are most reasonable, are described in more detail in the following
section.

The dense gas observations do not capture the entire interstellar
medium in this region. The whole area is filled with relatively cool,
low density gas as well. We add a sphere of gas, with a temperature
of 30K, a density of 500 particles per cm3, and a radius of 5 pc to our
simulation. This results in a total of 1.57 × 104 M� of low-density
gas. Specifically, we used the molecular_cloud routine within the
AMUSE framework (Portegies Zwart & McMillan 2018; Fujii &
Portegies Zwart 2016b) which includes a turbulent power spectrum
of the form 𝑘−4 for the gas velocities. Our virial ratio, defined as
the ratio of kinetic to potential energy, was set to 1.0, leading to a
3D velocity dispersion of about 4 km s−1. We also varied many of
these parameters of this gas sphere, and we will discuss the effect
of other choices on our simulations below.

Figure 1 shows an image of the xy plane of our default choice
of initial conditions (model vx_vy_0) at t=0. The colour scheme
gives the column density of gas and the stars are plotted as white
circles, with the circle size proportional to stellar mass. In all our
simulations, the placement and properties of the stars are the same.
The 1225𝑀� of observed dense gas is modelled with almost 60 000
particles. In this case, the background sphere of gas is at a constant
density of 30 𝑀� 𝑝𝑐−3 and has a radius of 5 pc. As expected, the
distribution of gas in the plane of the sky looks like a realistic
filament of gas near a star cluster.

Figure 2 shows the distribution of line-of-sight (z) velocities for
particles in our dense gas filament (blue) and sphere of low-density
gas (orange) compared to the observed line-of-sight velocities in
the filament (green). The particles in the filament follow the obser-
vations closely, confirming that our initialization of those particles
is correct to the extent constrained by the data. The particles in
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Figure 1. Projected column density of gas in the xy plane (plane of the sky) is shown as the colour scale and the projected positions of the stars are shown as
white dots, with the size of the dot directly proportional to stellar luminosity. The most massive stars/largest dots are about 30 M� .

the sphere have velocities set by a turbulent power spectrum and,
in this particular case, have a virial ratio of 1.0. The observed ve-
locity structure of the filament is well-reproduced by our method,
and shows more structure than the artificially-created low-density
background cloud. That cloud does have a reasonable velocity dis-
persion, centred at zero by construction.

In Figure 3 we show the probability density function (PDF) of
the column density of the gas at t=0. This is a common quantity
calculated for observed molecular clouds and star-forming regions
(e.g. Lombardi et al. 2014). In observations, the column density
PDF is often seen to take a log-normal shape, sometimes with a
power law tail to high column densities (Kainulainen et al. 2009).

The blue histogram is the column density of the filament alone,
and the orange histogram shows the column densities of the back-
ground cloud. Our simulated gas is the sum of these two. The green

histogram shows the observed column density distribution, and at
100 𝑀� 𝑝𝑐−2 and higher, the simulation correctly represents the
observations. The excess of power in the simulations compared to
the observations at lower densities is a product of our choice of a
gas particle mass of 0.02 𝑀� .

3 RESULTS

3.1 Evolution of system with the default parameters

In Figure 4 we show 1 Myr of evolution of our simulation with
the initial conditions described above and shown in the previous
figures. Very quickly, the dense gas in the filament collapses towards
the centre ridge line of the filament, and stars begin to form. The
filament gas, and also the recently formed stars, fall into the central

MNRAS 000, 1–11 (2022)
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Figure 2. Histograms of particle or pixel velocities for gas along line of sight
(z axis). The green histogram gives the observed velocities for the dense
gas, and those are well-matched with the blue histogram of the particles
that model that component. The orange histogram shows the velocities of
particles in the low-density turbulent sphere with a virial ratio of 1.0, which
are centred at zero by construction.

Figure 3. Probability density function of the gas column density at t=0 in
the simulation shown in Figure 1. The blue histogram shows the observed
dense filament, the orange histogram show the constant density sphere of
background gas, and the green histogram shows the column density PDF
of the observations. The simulated filament matches the observations at the
high density end; the excess of gas at low densities shows the effect of having
a minimum gas particle mass of 0.02 𝑀� .

star cluster. At the same time, the larger sphere of gas develops a
density structure driven by the initial turbulent velocity spectrum.
As some of that gas reaches high enough density, stars begin to form
further away from the filament. Finally, the bulk of the low-density
gas also falls into the central region of the simulation, and the stellar
system becomes more spherical.

Figure 5 shows the mass of various simulation components
as a function of time. Over the 1 Myr of this simulation, the gas
is converted to stars to the point where the two contributions are
approximately equal. The dense gas (all gas above 103𝑀� 𝑝𝑐−3)
decreases slightly faster than the total gas mass. There is always
a background of low-density gas that does not participate in star
formation, which becomes a larger fraction of the gas mass as more

Figure 4. Evolution of model vx_vy_0. Each panel shows the projected
column density and stellar positions as in Figure 1. The timestep from the
top left to bottom right is 0.2 Myr. The collapse of the background cloud is
very obvious. The gas along the dense filament collapses along the filament
width and quickly flows into the central star cluster, forming new stars as it
does.

and more stars are formed. We can see that the densest gas (above
104𝑀� 𝑝𝑐−3, originally just in the filament) is quickly depleted
(within the first 0.2 Myr) as the filament collapses, and the star
formation rate peaks at a very high rate of 4000 𝑀� Myr−1. Af-
ter a short pause, the background cloud’s collapse replenishes this
reservoir of dense gas, and in fact increases the amount available
for star formation. By about 0.5 Myr, the amount of densest gas
begins to level off, but the large amount available means that the
star formation rate at this point in the cluster’s evolution is high
and increasing, becoming larger than 10 000 𝑀� Myr−1. Estimates
of the average star formation rate in the solar neighbourhood are
around 2500 𝑀� Myr−1 based on studies of star clusters (Bonatto
& Bica 2011), and less than 1000 𝑀� Myr−1 in local star-forming
clouds (Lada et al. 2010). Our star formation rates are far too high,
and the timescale of collapse of the filament (about 0.2 Myr or so)
is extremely quick. In this particular model, the filament has no
velocity in the plane of the sky so this collapse is not unexpected.
We will explore other choices for that velocity in the next section.

3.2 Free parameters in gas initial conditions

In this section, we describe in more detail the choices we made to
fill in the missing information for the observed dense gas and for
the low-density gas background. Each of the model parameters are

MNRAS 000, 1–11 (2022)
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Table 1. Initial conditions for simulations

Model Name net xy velocity size of sphere Virial Ratio Density of Spherical Cloud

vx_vy_0 0 km s−1 5 pc 1.0 30 M� pc−3
vx_vy_vz z velocity 5 pc 1.0 30 M� pc−3
vx_vy_grad gradient 5 pc 1.0 30 M� pc−3
vx_vy_grad_2.0 gradient 5 pc 2.0 30 M� pc−3
vx_vy_grad_10pc gradient 10 pc 1.0 30 M� pc−3
vx_vy_grad_10pc_3.75 gradient 10 pc 1.0 3.75 M� pc−3
Idealized none 10 pc 1.0 32.3 M� pc−3

Figure 5. Masses of components of the simulation as a function of time
for model vx_vy_0. The blue solid and orange dotted lines show the total
mass in gas and stars, whereas the other lines show the mass of dense, star-
forming gas only – above 103 M�pc−3 for the green dashed line and above
104 M�pc−3 for the red dot-dashed line.

summarized in Table 1. We changed two general properties – the
velocity of the dense gas in the plane of the sky, and the parameters
of the background sphere of gas.

We have velocity information for the dense gas along the line of
sight, but no information in the plane of the sky (the xy plane of our
simulation). Therefore, we have tested three different possibilities,
as described below.

(i) In model vx_vy_0 we set the bulk x and y velocities of each
particle to 0 km s−1. This is clearly not physical but provides a lower
limit to the total amount of kinetic energy from the bulk velocity of
the dense gas.
(ii) In model vx_vy_vz we set the net x and y velocities to the

same value as the net z velocity in each pixel. This assumes that the
filament is symmetric along all three axes.
(iii) In model vx_vy_grad, we use the gradient in line-of-sight

velocities as a proxy for the velocities in the plane of the sky. For
each pixel, the net line of sight velocity was compared to the line
of sight velocity in the pixel directly above, and directly below (in
declination, or the y direction), the pixel in question. The net y
velocity for that pixel was taken to be the difference in line of sight
velocities between those two pixels (i.e. the local gradient), and we
preserved the direction of the gradient as well. If there was only
information in one of the two pixels (either above, or below, but not
both) then the gradient was calculated using the velocity of the pixel
that we are considering and the one pixel above/below. If there was
no information either above or below the pixel, the net y velocity
was taken to be 0 km s−1. Similarly, the x velocity was taken using

Figure 6. Star formation rate as a function of time for all our models. Most
simulations have too high a star formation rate; only the simulation with
the largest background of lower-density gas, and the idealized simulation
without any observational filament, are forming stars at a reasonable rate.

the gradient of the line-of-sight velocity in the pixels to the left and
right of the pixel in question (i.e. in the right ascension direction).

Our default simulation sets the velocity dispersion in the back-
ground gas assuming it is in virial equilibrium (with itself only –
not including the stars and the dense gas), i.e. with a ratio of kinetic
to potential energy of 1.0 as in Fujii & Portegies Zwart (2016b). We
also ran a super-virial simulation (vx_vy_grad_2.0), with a ratio of
kinetic to potential energy of 2.0. Finally, we also increased the size
of the sphere from 5 pc to 10 pc. In the first case (vx_vy_grad_10pc)
we kept the density of the gas the same but added more to the cloud
(i.e. increased the mass by a factor of 8) and in a second case
(vx_vy_grad_10pc_3.75) we kept the mass the same (i.e. reduced
the density by a factor of 8).

For comparison purposes, we have also set up a simulation
in which the gas is initialized with a distribution more like the
traditionally, idealized initial conditions for gas simulations. We
removed the filament, and added the total amount of mass in the
dense gas observations to a spherical cloud. We set the radius of
this cloud to 10 pc, and gave it a virial ratio of 1.0.

In Figure 6 we plot the star formation rate as a function of time
for all the simulations described above. The three simulations with
difference choices of the gas velocity in the plane of the sky (or-
ange dotted, purple dashed, and pink dot-dashed lines) have almost
exactly the same star formation history, and therefore we conclude
that the evolution of the system is relatively insensitive to any rea-
sonable choice of velocity for the dense gas, likely due to its short
free-fall time. We can see that simply adding more gas of the same
density (red line) also changes very little at early times, but allows
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star formation to continue for longer and at an increasing rate. How-
ever, if we remove the filament of dense gas, and instead just follow
the evolution of the background material of approximately the same
high density in the 10 pc cloud (the ’idealized’ run), we do not see
an initial peak of star formation found in all the other runs. This tells
us that the first burst of star formation comes from the collapse of the
filament. The only simulation which does include the filament and
also produces a reasonable continuous star formation rate of about
400 𝑀� Myr−1 is the one in which the filament is embedded in a
lower-density larger sphere of material (green dashed line). Snap-
shots of the evolution of this simulation are shown in Figure 7, and
its column density PDF is shown in Figure 8. The background cloud
is centred at lower column density, and so much less of the gas can
reach the star-forming densities even as the cloud collapses.We con-
clude that the larger-scale environment of the star-forming region is
critically important to its subsequent evolution. The presence of the
dense filament is important to drive the first burst of star formation
that we see, but the properties of the background gas have more
of an effect on the star formation rate at later times. We point out
that we have only tested a few parameters of a deliberately simple
background of gas, and we expect that a more realistic gas distribu-
tion, preferably taken from observations but also those motivated
by larger-scale simulations, would be important to include. We also
note that improvements to the physics of the simulations, such as
including magnetic fields, are likely to also change the evolution of
the system.

4 EVOLUTION OF STELLAR SYSTEM AND IMPACT OF
GAS PROPERTIES

Ultimately, the goal of this work is to model the formation of stellar
clusters as they emerge from their natal gas clouds. We know that
open clusters are gas-free and more or less spherical, virialized
systems. The structure of younger systems is more complicated and
clumpy in both space and time. There is observational evidence
for age spreads and gradients in embedded clusters (e.g. Getman
et al. 2018), and simulations, including those described above, also
predict that star formation can last at least a few Myr. In fact,
multiple stellar populations have been identified inside the ONC
region (Beccari et al. 2017). That spatial and temporal clumpiness
can have implications for how larger clusters are built up, for stellar
mass segregation, for the binary and planetary systems, etc. The
evolution of embedded clusters will also depend on the distribution
of gas within or near the stellar systems. Therefore, we are interested
in characterizing the stellar properties in our simulations. To this
end, we use the package INDICATE1 (INdex to Define Inherent
Clustering And TEndencies; Buckner et al. 2019) which is a 2D+
local statistical tool, to assess and quantify the degree of spatial
clustering of stars in our simulation. INDICATE assigns a unit-less
index 𝐼 to each star 𝑗 , defined as the actual number of neighbours
𝑁𝑟 , and the expected number of neighbours 𝑁 if the star were not
clustered, within fixed radius 𝑟. Following Buckner et al. (2020) we
employ a value of 𝑁 = 5 for our analysis below, i.e.

𝐼 𝑗 ,5 =
𝑁𝑟

5
. (1)

Higher values of 𝐼 𝑗 ,5 represent greater degree of spatial asso-
ciation, and the index is calibrated against random distributions to

1 https://github.com/abuckner89/INDICATE

Figure 7. Evolution of model vx_vy_grad_10pc_3.75, which has the same
amount of background gas but in a sphere with twice the radius. Each panel
shows the projected column density and stellar positions as in Figure 1. The
timestep from the top left to bottom right is 0.2 Myr. Since the background
material is less dense, it collapses more slowly and the filament remains
visible for longer.

Figure 8. Probability density function of the gas column density at t=0 in
the simulation shown in Figure 7. The green histogram shows the observed
dense filament, and the blue histogram shows our simulation representation,
which is the same as shown in Figure 3. The orange histogram shows the
background cloud. The lower density of the background component results
in a lower, and more reasonable, star formation rate.
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Figure 9. Histogram showing the distribution of index values for the pop-
ulation, as determined by INDICATE, at 0.1Myr (green dotted line) and
1.0Myr (purple dot-dashed line). The solid black lines represent the signif-
icance threshold (see text for details).

define the ‘significance threshold’ 𝐼𝑠𝑖𝑔 - that is - the minimum value
which denotes a star is spatially clustered. Extensive statistical test-
ing has shown there is no dependency between the index and cluster
shape, size or stellar density, and it is robust against edge effects,
outliers and sample incompleteness up to 83.3% (Buckner et al.
2019, Buckner et al. 2022). As a local measure of spatial associa-
tion, INDICATE can also reliably identify and quantify signatures
of mass segregation in clusters (Blaylock-Squibbs et al. 2022), de-
fined as either the concentration of (I) high mass stars together,
typically at a cluster’s centre or (II) low/intermediate mass stars
around high mass stars. Potentially signatures of both Type I and II
can be present in a cluster but the assessment is independent i.e. if
low/intermediate mass stars are in concentrations around high mass
stars, this does not necessarily mean that high mass stars are also
concentrated together within a cluster, and vice versa. We applied
INDICATE to the simulation shown in figure 7 in time step inter-
vals of 0.1Myr to follow the spatial evolution of stars. As expected,
there is a change in the behaviour of stars as the system evolves.
Initially stars are loosely concentrated about the centre of the clus-
ter with a median index value of 411.8 (𝐼𝑠𝑖𝑔 = 44.5) for the entire
population of which 69.9% are categorized as spatially clustered
(𝐼 𝑗 ,5 > 𝐼𝑠𝑖𝑔). A steady increase then occurs in both the number of
stars that are clustered, and the degree of association, such that by
1Myr the median index for the population has increased to 1206.8
(𝐼𝑠𝑖𝑔 = 44.6) of which 84.3% are categorized as spatially clustered.
This suggests that as the region evolves, not only is a greater pro-
portion of its population likely to become clustered, but those stars
which are clustered will become more spatially concentrated than
at present after 1Myr. This is the expected behaviour of a region
which is undergoing the global collapse shown in figure 7.

We employed a two sample Kolmogorov-Smirnov Test
(2sKST) with a strict significance boundary of 𝑝 < 0.01 to as-
sess the significance of the differences the found disparities in the
spatial behaviours at 0.1Myr and 1Myr. We conclude that while
there is an observed change in the spatial behaviours of stars in the
simulation between 0.1Myr and 1Myr, the nature of the behaviour
remains similar. Examination of the index distributions (Figure 9)
clarifies this result. Throughout the cluster’s evolution the index
distribution is bimodal with the first peak occurring at increasingly

high values corresponding to the most central stars. In contrast, the
second peak occurs at a lower, approximately constant value. Values
in this second peak which are greater than the significance threshold
correspond to central stars at relatively larger radii than in the first
peak, and below the threshold is the non-core stellar population.
This suggests that this region is contracting into a more centrally
condensed configuration and will retain three spatially distinct pop-
ulations: (i) a central core of stars that are very tightly clustered,
encased in a (ii) ‘halo’ of stars that are more loosely clustered, and
(iii) a dispersed population at larger radii.

To determine if the stellar component of the simulation is con-
tracting we express their velocities 𝑣∗ in terms of their 3D outward
component with respect to the centre of the system follow the pre-
scription of Kuhn et al. (2019):

𝑣∗𝑜𝑢𝑡 = ®𝑣∗ · 𝑟, (2)

where 𝑟 is the 3D unit vector of velocity which is directed
outward from the system centre. The median of these velocities
𝑉𝑜𝑢𝑡 indicates whether the cluster is expanding (> 0 km s−1) or
contracting (< 0 km s−1). Figure 10 shows 𝑉𝑜𝑢𝑡 and the mean 1D
directional velocities as a function of cluster age in the top and
bottom panels respectively. Clearly the simulation is undergoing
overall contraction at all time steps, but the 1D velocities reveal that
this is occurring non-uniformly at different rates along each axis
and periodically expanding in one direction.

We can also characterize the spatial distribution in the cluster
by calculating the 3-dimensional Q parameter (Cartwright 2009) at
each time step (Figure 11) (where a value of 𝑄 < 0.7 indicates a
fractal distribution, 𝑄 > 0.7 radial, and 𝑄 ≈ 0.7 randomised). We
confirm that the initial distribution of stars in the simulation is a
fractal distribution ( 𝐷 = 2.0), but by 0.5Myrs a radial distribution
has been achieved that progressively strengthens through to the end
point of the simulation(at which time the fractal dimension has
reduced to 𝐷 = 1.6).

In particular, the high mass population (HM) is spatially evolv-
ing into an increasingly strong central concentration distribution.
We find signatures of Type I mass segregation in every snapshot
with the majority of high-mass members concentrated together
above spatial randomness at the simulation centre. The degree of
the segregation increases as the cluster evolves, both in fraction of
stars, from 56.1% at 0.1Myr, increasing to 79.8% by 1Myr; and
clustering strength of segregated stars, from 𝐼5 = 84.8 (𝐼𝑠𝑖𝑔 = 44.3)
at 0.1Myr, increasing to 124.8 (𝐼𝑠𝑖𝑔 = 44.1) by 1Myr. There is also

a steady decrease observed in 𝑟𝐻𝑀
𝑚𝑎𝑥

𝑟𝑚𝑎𝑥
from 0.31 (0.1Myrs) to 0.29

(1.0Myrs). High mass stars are not found to be in stronger stel-
lar concentrations in the general population than their lower mass
counterparts at any point in the evolution (no signatures of Type II
mass segregation are present).

We consider the typical spatial conditions under which new
stars are formed in the cluster. Are stars forming in regions of pro-
gressively tighter stellar concentrations as the cluster evolves or
are they forming in lower density regions and migrating to ones
of higher stellar concentration? For each time step we compute the
median index values of stars that formed since the last timestep
with the pre-existing population in the cluster at that time. Prior
to ∼0.6Myr stars are forming in regions of lower stellar concen-
trations than typical of the older cluster population, and after that
time the opposite is true. Again we run a 2sKSTs to compare the
indexes of newly formed and pre-existing stars at each timestep with
strict significance boundaries of 𝑝 < 0.01. In all snapshots, stars
that formed since the previous timestep have a distinctly different
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Figure 10.As a function of time after the start of the simulation, we show (Left:) the 3D outward unit vector of velocity and (Right:) the 1D directional velocity
along the X, Y and Z axes. Positive values indicate cluster expansion, negative values indicate contraction, and zero indicates a static state (marked by the
horizontal black dot-dash line).

Figure 11. Plot of the𝑄 parameter (solid black line) as a function of cluster
age. The dashed line represents the critical value, distinguishing between
a fractal (𝑄 < 0.7), random (𝑄 ≈ 0.7) and radial (𝑄 > 0.7) stellar
distribution.

distribution to that of the pre-existing (older) population. We cal-
culate the distance percentile at which new stars are forming - that
is, the mean radius from the cluster centre where star formation is
occurring expressed as a function of the radial distribution of the
pre-existing population (Figure 12). Initially stars form toward the
outer boundary of the cluster in less populous regions, then later
form with increasing centrality and in more populous regions. As
stars form in the simulation when the critical gas density criteria for
star formation is met, this observed behavioural change is directly
attributable to the infall of gas in the system: initially stars form less
centrally where the gas has a high enough density for star forma-
tion to occur, but stellar density is low. Then as the system evolves,
gas in falls towards the cluster’s centre so a critical gas density is
achieved at relatively smaller radii to the simulation centre, where
stellar density is higher. Similarly, early on in the simulation a band
of stars in the X-Y plane has unusually high clustering tendencies

Figure 12. Mean radius from the cluster centre at which star formation is
occurring (expressed as a percentile w.r.t the distribution of the pre-existing
stellar population) as a function of time since the start of the simulation.
Smaller percentile values represent relatively smaller radii values.

(w.r.t. the rest population in the same region), which corresponds to
the location the dense gas filament shown in Figure 7.

5 SUMMARY AND DISCUSSION

We use observations of dense star-forming gas to guide our initial
conditions of star cluster formation simulations. This work rep-
resents an improvement on our previous efforts using observed
stellar properties with only assumed gas properties. We outlined
a method to convert the observed gas information suitable for a
particle-based hydrodynamics approach. We explored options for
the quantities that are not available from the observations, particu-
larly the velocity structure of the dense gas in the plane of the sky,
and some assumptions for a wider background of gas. We find that
most reasonable assumptions for the velocity of the filament result
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in similar overall start formation rates and evolution of the region.
We note that the presence of the filament, in any form, does have
a significant effect on the star formation rate and overall structure
of the forming star cluster. The wider gas environment, however,
which we modelled as a spherical configuration of less dense gas,
is quite important. In our models, only the largest cloud with the
lowest density produces star formation rates which are in line with
observations of nearby star-forming regions. We suggest that obser-
vations should be used to constrain all the gas in a simulation (for
example, using Herschel observations of intermediate-density gas
instead of an idealized cloud).

Based on our simulations we argue that the Orion region will
most likely continue to form stars, at first along the dense gas fila-
ment and later as the background gas falls into the central cluster,
and at the same time, the entire region will contract into a stronger
radial concentration. The INDICATE results suggest that the de-
gree of association in Orion will increase, but that the currently ob-
served three spatially distinct populations (a tightly clustered core,
surrounded by a loosely clustered halo, and an outer dispersed pop-
ulation) would be retained. Our prediction from this work is that it is
reasonable to expect Orion will become a spherical, likely gas-free
cluster, within a relatively short period of time (∼ 1 Myr) from the
present.

In our simulations, we restricted ourselves to single choices
of some physical parameters, such as the equation of state and the
prescription of star formation. We have also neglected any feed-
back from the stars onto the gas including stellar winds, ionizing
radiation, and protostellar jets which are expected to impact the
star formation rate of low-mass clouds significantly before the first
supernova can explode. Given the sensitivity of our results to the
structure of the background cloud of gas, combined with the rel-
ative insensitivity of our results to the treatment of the dense gas,
we suggest that the physics that is included in star cluster formation
simulations may be at least as important, and possibly more so, as
the initial conditions. Nevertheless, we have also shown that the
presence of the dense filament of gas affects the early star formation
rate. It is incumbent on simulators to use as much direct information
from observations as possible to improve the realism of our work.
In the particular context of the formation and early evolution of star
clusters, the distribution and velocity structure of the natal gas at all
densities are the key properties that should be determined or guided
by observations.

Simulations of astrophysical objects and processes necessarily
begin, in their earliest incarnations, with simple initial conditions.
A turbulent sphere of gas with a constant density has only a few
free parameters and it is straightforward to interpret the results from
such a simulation. However, at some point we have learned all we
can from the simple set-ups and we must turn to more complicated
initial conditions. That opens up awealth of possibilities and choices
of parameters. There is a very significant need for those parameters
to be constrained by observations, as otherwise the parameter space
is simply too large to explore, and much of it will simply not be
relevant. We have shown here that it is not very difficult to go one
step even further, and to directly use the observations of gas and
stars to dictate initial conditions for simulations. This approach may
not be applicable to all simulations or all astrophysical objects, but
it provides a useful additional method of investigating the universe.
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